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ABSTRACT. — We consider the equation−ε2∆u+u = up inΩ ⊆ RN , whereΩ is open, smooth and bounded,
and we prove concentration of solutions alongk-dimensional minimal submanifolds of∂Ω, for N ≥ 3 and for
k ∈ {1, . . . , N − 2}. We impose Neumann boundary conditions, assuming 1< p < (N − k + 2)/(N − k − 2)
andε → 0+. This result settles in full generality a phenomenon previously considered only in the particular case
N = 3 andk = 1.
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1. INTRODUCTION

We study concentration phenomena for the problem

(Pε)


−ε2∆u+ u = up in Ω,
∂u

∂ν
= 0 on∂Ω,

u > 0 inΩ,

whereΩ is a smooth bounded domain inRN , p > 1, and whereν denotes the unit normal
to ∂Ω. Problem (Pε) arises in different contexts, as a nonlinear Schrödinger equation
or from modeling reaction-diffusion systems (see for example [1], [8], [20]). A typical
phenomenon one observes is the existence of solutions which are sharply concentrated
near some subsets of their domain.

When dealing with reaction-diffusion systems, this phenomenon is related to the
so-called Turing’s instability [25], according to which reaction-diffusion systems whose
reactants have very different diffusivities might generate stable non-trivial patterns. Well-
known examples of solutions (Pε) arespike-layers, namely solutions which concentrate at
one or multiple points ofΩ (see [5], [6], [9], [10], [12], [21], [22]). The profile of these
solutions, which exist only forp < (N + 2)/(N − 2), after a scaling inε converges to a
functionw0 which solves

(1) −∆u+ u = up in RN (or in RN+ = {(x1, . . . , xN ) ∈ RN : xN > 0}),

and which tends to zero at infinity. The limit domain depends on whether the spikes sit in
the interior or at the boundary ofΩ.
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In recent years, some new types of solutions have been constructed: for example in
[16], [17] it has been shown that given any smooth bounded domainΩ ⊆ RN , N ≥ 2,
and anyp > 1, there exists a sequenceεj → 0 such that(Pεj ) possesses solutions
concentrating at∂Ω along this sequence. Their profile is still a solution of (1), but in
this case it does not decay to zero at infinity, and depends on one variable only. Indeed the
profile, viewed as a function of one variable only, is a solution of the ODE−u′′

+ u = up

on the real half-line{x1 > 0}, and satisfies the conditionu′(0) = 0.
Later in [15] it has been proved that, ifN = 3 and if h is a closed, simple non-

degenerate geodesic on∂Ω, then there exists again a sequence(εj )j converging to zero
such that(Pεj ) admits solutionsuεj concentrating alongh asj tends to infinity. In this case
the profile ofuεj is a decaying solution of (1) inR2

+, extended to a cylindrical solution in
higher dimensions.

The goal of this note is to describe the recent progress in [13], where the last result has
been extended to the case of general dimensionN and general codimension of the limit
set. Here and below, for brevity reasons, we shall be sketchy and sometimes not completely
rigorous, referring to [13] for details. The main result we want to illustrate is the following
one.

THEOREM 1.1. Let Ω ⊆ RN , N ≥ 3, be a smooth and bounded domain, and let
K ⊆ ∂Ω be a compact embedded non-degenerate minimal submanifold of dimension
k ∈ {1, . . . , N − 2}. Then, ifp ∈ (1, N−k+2

N−k−2), there exists a sequenceεj → 0 such that
(Pεj ) admits positive solutionsuεj concentrating alongK asj → ∞. The profile ofuεj ,
scaled in any plane orthogonal toK, is the unique radial solution of

(2)


−∆u+ u = up in RN−k

+ ,
∂u

∂ν
= 0 on ∂RN−k

+ ,

u > 0, u ∈ H 1(RN−k
+ ).

REMARKS 1.2. (a) In contrast to the previous works concerning the caseN = 3, or
concentration on the whole∂Ω, an upper bound onp is needed. This condition is indeed
natural, since (2) is well known to be solvable if and only ifp < (N − k+2)/(N − k−2).

(b) Observe that we have concentration along a sequenceεj → 0 and not for any
smallε. This is caused by a resonance phenomenon, namely the existence ofε’s for which
the linearized operator at the solutionuε is not invertible. Similar phenomena also appear
in different contexts: see for example [2], [7], [14] and [19].

In the next sections we sketch the main ideas of the proof of the above result.

2. GEOMETRIC PRELIMINARIES

In this section we recall some basic facts in differential geometry; we refer for example to
[3] and [24] for the details.

We endow∂Ω with the metricg induced fromRN , and we letK be ak-dimensional
submanifold of(∂Ω, g) (1 ≤ k ≤ N − 2). We denote by∇ the connection induced by the
metricg and by∆K the Laplace–Beltrami operator onK.
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The normal bundleNK of K consists of the tangent vectors to∂Ω at points ofK
which are perpendicular toK. The normal connection∇N on a normal fieldV is defined
as the projection of∇V ontoNK. LetC∞(K,NK) be the space of smooth normal vector
fields onK. The normal Laplacian∆NK : C∞(K,NK) → C∞(K,NK) is defined by
duality as

∫
K

〈∇
NV,∇NW 〉N dVg = −

∫
K

〈∆NKV,W 〉N dVg for any normal vector fields
V andW , where〈·, ·〉N denotes the restriction ofg toNK.

ForΦ ∈ C∞(K,NK), we can define the one-parameter family of submanifoldst 7→

Kt,Φ by

(3) Kt,Φ := {exp∂Ωx (tΦ(x)) : x ∈ K},

where exp∂Ωx is the exponential map atx ∈ K in ∂Ω. The first variation formula of the
volume is the equation

(4)
d

dt

∣∣∣∣
t=0

Vol(Kt,Φ) =

∫
K

〈Φ,h〉N dVK ,

whereh is themean curvature(vector) ofK in ∂Ω anddVK the volume element ofK.
The submanifoldK is said to beminimal if it is a critical point for the volume

functional, that is, if

(5)
d

dt

∣∣∣∣
t=0

Vol(Kt,Φ) = 0 for anyΦ ∈ C∞(K,NK)

or, equivalently by (4), if the mean curvatureh is identically zero onK.
TheJacobi operatorJ appears in the expression of the second variation of the volume

functional for a minimal submanifoldK:

(6)
d2

dt2

∣∣∣∣
t=0

Vol(Kt,Φ) = −

∫
K

〈JΦ,Φ〉N dVK , Φ ∈ C∞(K,NK),

and is given by

(7) JΦ := −∆NKΦ + DΦ,

whereD : NK → NK is a bounded linear operator (of order zero) which depends on
the geometries ofK and∂Ω. A submanifoldK is said to benon-degenerateif the Jacobi
operatorJ is invertible, or equivalently if the equationJΦ = 0 has only the trivial solution
among the sections ofNK.

Let (ρi)i≥0 and (ωj )j≥0 denote the eigenvalues of−∆K (respectively of−∆NK )
chosen to be non-decreasing ini (respectively inj ) and counted with multiplicity. Weyl’s
asymptotic formula tells that

(8) ρi ∼ Ck

(
i

Vol(K)

)2/k

asi → ∞ and ωj ∼ CN,k

(
j

Vol(K)

)2/k

asj → ∞,

whereCk (respectivelyCN,k) depends onk (respectively onN andk) only. Observe that,
sinceJ differs from−∆NK only by a bounded quantity, the eigenvalues(µl)l of J satisfy
the same asymptotic formula of theωj ’s.

Our next goal is to define a metriĉg on NK. A tangent vectorV ∈ TvNK, where
v ∈ NK, can be identified with the velocity of a curvev(t) in NK which is equal tov
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at timet = 0. The same holds true for another tangent vectorW ∈ TvNK, to which we
associate a curvew(t). Then the metriĉg onNK can be defined on the couple(V ,W) in
the following way (see [3, p. 79]):

ĝ(V ,W) = g(π∗V, π∗W)+

〈
DNv

dt

∣∣∣∣
t=0
,
DNw

dt

∣∣∣∣
t=0

〉
N

.

In this formulaπ denotes the natural projection fromNK ontoK, andDNv/dt is the
(normal) covariant derivative of the vector fieldv(t) along the curveπ(v(t)).

3. A MODEL LINEAR PROBLEM

In this section we introduce a model problem for the linearization of (Pε) at approximate
solutions. To do this we need first to study a suitable eigenvalue problem in a half-
space ofRn+1, wheren = N − k − 1. We denote points ofRn+1 by (n + 1)-tuples
(ζ1, . . . , ζn, ζn+1) = (ζ ′, ζn+1), and we let

Rn+1
+ = {(ζ1, . . . , ζn, ζn+1) ∈ Rn+1 : ζn+1 > 0}.

Forp ∈ (1, n+3
n−1) (n+3

n−1 is the critical Sobolev exponent inRn+1) we consider problem (2)
which, with our definition ofn, is

−∆u+ u = up in Rn+1
+ ,

∂u

∂ν
= 0 on∂Rn+1

+ ,

u > 0, u ∈ H 1(Rn+1
+ ).

It is well known that this problem has a radial solutionw0(r), r2
=

∑n+1
i=1 ζ

2
i , with the

properties

(9)

w
′

0(r) < 0 for everyr > 0,

lim
r→∞

errn/2w0(r) = αn,p > 0, lim
r→∞

w′

0(r)

w0(r)
= −1,

whereαn,p is a positive constant depending only onn andp. Solutions of (2) can be found
as critical points of the functionalJ defined by

(10) J (u) =
1

2

∫
Rn+1

+

(|∇u|2 + u2)−
1

p + 1

∫
Rn+1

+

|u|p+1, u ∈ H 1(Rn+1
+ ),

and it turns out thatw0 is a mountain-pass critical point ofJ . Since (2) is invariant
under translation in the directionsζ1, . . . , ζn, w0 is a degenerate solution of (2), since
∂ζ1w0, . . . , ∂ζnw0 belong to the kernel ofJ ′′(w0). Actually, also the converse is true, in the
sense specified by the following proposition (see [23]).
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PROPOSITION3.1. The kernel ofJ ′′(w0) is generated by the functions∂w0/∂ζ1, . . . ,

∂w0/∂ζn. More precisely,

J ′′(w0)[w0, w0] = −(p − 1)‖w0‖
2
H1(Rn+1

+ )
,

and

J ′′(w0)[v, v] ≥ C−1
‖v‖2

H1(Rn+1
+ )

, ∀v ∈ H 1(Rn+1
+ ), v ⊥ w0, ∂ζ1w0, . . . , ∂ζnw0,

for some positive constantC. In particular, we haveη < 0, σ = 0 andτ > 0, whereη, σ
andτ are respectively the first, second and third eigenvalue ofJ ′′(w0). Furthermore, the
eigenvalueη is simple whileσ has multiplicityn.

We notice that if a functionu satisfies the eigenvalue equationJ ′′(w0)u = λu in
H 1(Rn+1

+ ), then −∆u+ u− pw
p−1
0 u = λ(−∆u+ u) in Rn+1

+ ,
∂u

∂ν
= 0 on∂Rn+1

+ .
(11)

Our next goal is to consider a variant of problem (11). Precisely, forε > 0 and forγ ∈

(0,1) small we define

(12) Bε,γ = {x ∈ Rn+1
+ : |x| < ε−γ },

and let
H 1
ε = {u ∈ H 1(Bε,γ ) : u(x) = 0 for |x| = ε−γ }.

After these definitions we consider the following problem, foru ∈ H 1
ε :−∆u+ (1 + α)u− pw

p−1
0 u = λ(−∆u+ (1 + α)u) in Bε,γ ,

∂u

∂ν
= 0 on{ζn+1 = 0},

(13)

whereα ≥ 0. Notice that whenε tends to zero,Bε,γ approachesRn+1
+ , so whenα = 0

the two problems (11) and (13) almost coincide. It is convenient to view (13) as an
abstract eigenvalue equation inHα,ε, which is nothing but the spaceH 1

ε endowed with
the equivalent norm

‖u‖2
α,ε =

∫
Bε,γ

[|∇u|2 + (1 + α)u2], u ∈ H 1
ε ,

(and the corresponding scalar product(·, ·)α,ε), and defineTα,ε by duality as

(Tα,εu, v)α,ε =

∫
Bε,γ

[(∇u · ∇v)+ (1 + α)uv − pw
p−1
0 uv], u, v ∈ Hα,ε.

In fact, by integration by parts it can be shown thatTα,εu = λu in Hα,ε if and only if u
satisfies (13). We are interested in the first two eigenvalues ofTα,ε (or equivalently of (11)),
depending on the parameterα, and in the symmetries of the corresponding eigenfunctions.
One can prove the following result.
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PROPOSITION3.2. There existsε0 > 0 such that forε ∈ (0, ε0) the following properties
hold true. Letηα,ε, σα,ε and τα,ε denote the first three eigenvalues ofTα,ε. Thenηα,ε,
σα,ε and τα,ε are non-decreasing inα. For everyα, ηα,ε is simple,∂ηα,ε/∂α > 0 and
ηα,ε → 1 as α → +∞. For α belonging to any fixed bounded subset ofR+, we also
have∂ηα,ε/∂α > η̃ for some positivẽη. For α sufficiently small,σα,ε has multiplicityn
and ∂σα,ε/∂α > 0. Furthermoreη0,ε (resp.σ0,ε) converges toη (resp.σ ) exponentially
fast asε → 0+. The eigenfunctionuα,ε corresponding toηα,ε is radial in ζ and radially
decreasing, while the eigenspace corresponding toσα,ε is spanned by functionsvα,ε,i of
the formvα,ε,i(ζ ) = v̂α,ε(|ζ |)ζi/|ζ |, i = 1, . . . , n, for some radial function̂vα,ε(|ζ |).
The eigenvectoruα,ε (resp.vα,ε,i), normalized by‖uα,ε‖α,ε = 1 (resp.‖vα,ε,i‖α,ε = 1),
corresponding toηα,ε (resp.σα,ε for α small) depends smoothly onα. Moreover, for some
fixedC > 0,

|∇
(l)uα,ε(ζ )| + |∇

(l)vα,ε,i(ζ )| ≤ Cle
−|ζ |/Cl for i = 0, . . . , n(14)

providedα stays in a fixed bounded subset ofR. Furthermore,τα,ε ≥ τ for all α andε.

We now turn to the construction of the model operator. Forγ ∈ (0,1) andε small, we
consider the set

Sε = {(v, ζn+1) ∈ NK × R+ : (|v|2 + ζ 2
n+1)

1/2
≤ ε1−γ

}, R+ = {ζn+1 : ζn+1 > 0} .

We introduce a metric onSε inherited fromĝ simply by

g̃ = ĝ ⊗ dζ 2
n+1.

ChoosingFermi coordinates(y, ζ ), y = (ya)a=1,...,k, at some pointq ∈ K (see [13,
Section 2]), we have

(15) ∆g̃u = ∂2
aau+ ∂2

iiu+ ∂2
ζn+1ζn+1

u;

here and throughout, we are using the summation convention for repeated indices.
If v = v(|ζ |) is a radial function inζ , one can prove that, in the above coordinates, for

any functionφ defined onK and for any normal sectionψ , at the pointq we have

∆g̃ (φ(y)v(|ζ |)) = (∆Kφ(y))v(|ζ |)+ φ(y)∆ζ v(|ζ |);(16)

∆g̃

(
ψh

ζh

|ζ |
v(|ζ |)

)
= (∆NKψ)

h(y)
ζh

|ζ |
v(|ζ |)+ ψh(y)∆ζ

(
v(|ζ |)

ζh

|ζ |

)
.(17)

Hereψ = ψhEh, where(Eh)h=1,...,n is an orthonormal frame forNK in ∂Ω associated
to the Fermi coordinates.

Now we introduce the function spaceHSε defined as the family of functions inH 1(Sε)

which vanish on{|v|2 + ζ 2
n+1 = ε2−2γ

}, endowed with the scalar product

(18) (u, v)HSε =

∫
Sε

(∇g̃u · ∇g̃v + uv) dVg̃,
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and the operatorTSε : HSε → HSε defined by duality as

(19) (TSεu, v)HSε =

∫
Sε

(∇g̃u · ∇g̃v + uv − pw
p−1
0 (|ζ |/ε)uv) dVg̃

for arbitraryu, v ∈ HSε .
We will use the operatorTSε as our model for the linearization of (Pε), and therefore

it is important to understand the structure of its spectrum and in particular of the small
eigenvalues. For any fixedy ∈ K, we can decompose any functionu(y, ζ ), u ∈ HSε ,
into spherical harmonics with respect to the variableζ . From formulas (16), (17) it can
be shown thatTSε preserves the subspaces spanned by functions of the formφ(y)v(|ζ |)

or of the formψh(ζh/|ζ |)v(|ζ |), and henceTSε has some eigenfunctions belonging to
these spaces. It turns out that indeed these kinds of eigenfunctions correspond to the
smallest eigenvalues ofTSε . More precisely, in the next proposition we characterize the
eigenvalues smaller thanτ/4 and the corresponding eigenfunctions (see the notation of
Proposition 3.2).

PROPOSITION3.3. Let ε0, ε be as in Proposition3.2. Letλ < τ/4 be an eigenvalue of
TSε . Then eitherλ = ηj,ε for somej , or λ = σl,ε for somel. Here we have setηj,ε = ηε2ρj ,ε

andσl,ε = σε2ωl ,ε
, where(ρj )j , (ωl)l are as in(8). The corresponding eigenfunctionsu

are of the form

(20) u(y, ζ ) =

∑
{j : ηj,ε=λ}

αjφj (y)uj,ε(ζ/ε)+

∑
{l : σl,ε=λ}

βlϕ
i
l (y)vl,ε,i(ζ/ε),

where(y, ζ ) denote the above coordinates onSε; (αj )j , (βl)l are arbitrary constants;
and uj,ε = uε2ρj ,ε

, vl,ε,i = vε2ωl ,ε,i
. Vice versa, every function of the form(20) is an

eigenfunction ofTSε with eigenvalueλ. The functions(φj )j and (ϕl)l are respectively the
eigenfunctions of−∆K and −∆NK corresponding to(ρj )j and (ωl)l . In particular the
eigenvalues ofTSε which are smaller thanτ/4 coincide with those numbers(ηj,ε)j or
(σl,ε)l which are smaller thanτ/4.

4. PROOF OFTHEOREM 1.1

Since the solutions we are looking for have a given asymptotic profile, it is convenient to
prove the theorem using local inversion arguments. We divide the proof into three steps:
first of all we construct approximate solutionsuI,ε to (Pε). Then we perform a careful
analysis in order to understand the structure of the small eigenvalues of the linearization of
(Pε) atuI,ε. Finally, we establish invertibility of the linearized operator for suitable values
of ε and we prove Theorem 1.1 via a contraction mapping argument.

Step 1: finding approximate solutions.Given any positive integerI , we construct
functionsuI,ε which solve (Pε) up to an error of orderεI . First of all, we identifySε
with a neighborhood ofK in Ω using the map

(v, ζn+1) 7→ exp∂Ωy (v)+ ν(exp∂Ωy (v)),
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wherey denotes the base point ofv, exp∂Ω the exponential map fromK into the boundary
of Ω, andν the inner unit normal to∂Ω.

Given a smooth cutoff functionχ(t) which is identically 1 neart = 0 and identically
zero fort ≥ 1, locally nearq ∈ K we defineuI,ε (using the above Fermi coordinates) as

(21) χ

(
|ζ |

ε1−γ

)(
w0

(
ζ ′

ε
+Φ(y),

ζn+1

ε

)
+ εw1

(
y,
ζ ′

ε
+Φ(y),

ζn+1

ε

)
+ · · · + εIwI

(
y,
ζ ′

ε
+Φ(y),

ζn+1

ε

))
,

whereΦ(y) = Φ0(y) + · · · + εI−2ΦI−2(y) is a smooth normal section, and where the
functions(wi)i are determined by an iteration procedure.

One can indeed expand the expression−∆uI,ε + uI,ε − u
p
I,ε formally in powers ofε

and set each term of the expansion identically equal to zero. If we do this we find that for
any integerĨ ≤ I the functionw

Ĩ
satisfies the equation

(22)

LΦwĨ = F
Ĩ
(y, ζ, w0, w1, . . . , wĨ−1, Φ0, . . . , ΦĨ−2) in Rn+1

+ ,
∂w

Ĩ

∂ζn+1
= 0 on{ζn+1 = 0},

whereLΦ is defined by

LΦu = −∆u+ u− pw
p−1
0 (ζ ′

+Φ(y), ζn+1)u,

and whereF
Ĩ

is some smooth function of its arguments (which we are assuming to be
determined by induction on the indexĨ ). By Fredholm’s alternative, (22) is solvable if and
only if the right-hand side of the equation is orthogonal to the kernel ofLΦ , which, by
Proposition 3.1, is spanned by∂ζiw0(· + Φ, ·n+1), i = 1, . . . , n. Imposing orthogonality
we find thatΦ

Ĩ−2 satisfies the equation

JΦ
Ĩ−2 = G

Ĩ−2(y, ζ, w0, w1, . . . , wĨ−1, Φ0, . . . , ΦĨ−3)

for some expressionG
Ĩ−2, whereJ is the Jacobi operator ofK. The latter equation is

solvable by the non-degeneracy assumption onK, and hence also (22) is solvable inw
Ĩ
.

Using this procedure, and lettingJε : H 1(Ω) → R be the Euler–Lagrange functional
associated to (Pε), namely

Jε(u) =
1

2

∫
Ω

(ε2
|∇u|2 + u2)−

1

p + 1

∫
Ω

|u|p+1,

one can prove the following result.

PROPOSITION4.1. For any I ∈ N there exists a functionuI,ε : Ωε → R with the
following properties:

(23) ‖J ′
ε(uI,ε)‖H1(Ω) ≤ CI ε

I+1+(N−k)/2
; uI,ε ≥ 0 in Ω;

∂uI,ε

∂ν
= 0 on ∂Ω,

whereCI depends only onΩ,K, p andI .
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The functionalJε is indeed well defined onH 1(Ω) only if p ≤ (N + 2)/(N − 2). The
casesp ∈ (N+2

N−2,
N−k+2
N−k−2) can be handled using a truncation procedure, as described in [17,

Section 5].

Step 2: study of the linearization atuI,ε. Having obtained approximate solutions to (Pε)
via Proposition 4.1, we can now study the spectrum ofJ ′′

ε (uI,ε) and in particular its
invertibility. Using the Rayleigh quotient and some elementary estimates one can prove
the following result about the eigenvalues ofTSε and those ofJ ′′

ε (uI,ε).

LEMMA 4.2. There exists a fixed constantC, depending onΩ, K andp, such that the
eigenvalues ofJ ′′

ε (uI,ε) andTSε satisfy∣∣λj (J ′′
ε (uI,ε))− λj (TSε )

∣∣ ≤ Cε1−γ , providedλj (J
′′
ε (uI,ε)) ≤ τ/2.

Here we are indexing the eigenvalues in non-decreasing order, counted with multiplicity.

By the Weyl asymptotic formulas in (8) and by Proposition 3.3, one can check thatTSε
possesses eigenvalues which approach zero at rate min{εk, ε2

} asε tends to zero. Therefore
the estimate in Lemma 4.2 cannot yield invertibility forJ ′′

ε (uI,ε), and a more sophisticated
argument is needed. Nevertheless, still from (8) and by Proposition 3.3, we can obtain
an asymptotic estimate on the Morse index ofJ ′′

ε (uI,ε) as ε tends to zero, which is of
orderε−k.

To understand better the spectral structure ofJ ′′
ε (uI,ε)we expand formally in powers of

ε some of its eigenfunctions, perturbing the eigenspaces ofTSε generated by the functions
ϕil (y)vl,ε,i(ζ/ε) for smallvalues of the indexl. Through such an expansion we can produce
a sequence(Ψl)l of approximate eigenfunctions with the following property.

LEMMA 4.3. There exist a polynomialP(ζ ), a positive constant̃C and a sequence(Cl)l
of positive constants, depending onΩ,K, p andI , such that

|−∆Ψl + Ψl − pu
p−1
I,ε Ψl − ε2C̃µl(−∆Ψl + Ψl)| ≤ Clε

3P(ζ/ε)e−|ζ/ε|.

As a consequence,Ψl satisfies the eigenvalue equationJ ′′
ε (uI,ε)Ψl = ε2C̃µlΨl (in the

spaceH 1(Ω)) up to an error of orderε3.

Since the numbers(µl)l are the eigenvalues of the Jacobi operator, we see from the
above result that the invertibility ofJ keeps some of the eigenvalues ofJ ′′

ε (uI,ε) away
from zero at an orderε2, and this plays a crucial role in proving its invertibility. Letting
(φj )j , (ψl)l denote the eigenfunctions of−∆K andJ corresponding to(ρj )j and(µl)l , we
define the following subspaces:

H1 = span{φi(y)ui,ε(ζ/ε) : i = 0, . . . ,∞};(24)

Ĥ2 = span{Ψl : l = 0, . . . , ε−δ};
(25)

H̃2 = span{ψml (y)v̂l,ε,m(ζ/ε) : l = ε−δ + 1, . . . , Cε−k};

H2 = Ĥ2 ⊕ H̃2; H3 = (H1 ⊕H2)
⊥ ,(26)

whereC andδ are some small constants. It turns out thatH 1(Ω) decomposes uniquely as a
direct sum ofH1, H2, H3, thatJ ′′

ε (uI,ε) is positive-definite onH3 (with a uniform positive



288 F. MAHMOUDI - A . MALCHIODI

lower bound), and thatJ ′′
ε (uI,ε) is nearly diagonal with respect to this decomposition (see

Sections 5 and 6 in [13] for precise statements).

Step 3: invertibility of the linearized operator.The main difficulty in proving Theorem
1.1 is the presence of the resonance phenomenon described above. In order to overcome
this problem we look at small eigenvalues ofJ ′′

ε (uI,ε) as functions ofε and then, using
a classical theorem due to Kato (see [11, p. 45]), we estimate the derivatives of these
eigenvalues with respect toε. We prove that ifλ = o(ε2) is an eigenvalue of the
linearized operator, then∂λ/∂ε is close to a number depending onε,N, p andK only.
As a consequence, the spectral gaps near zero willshift without squeezing, asε varies,
and we obtain invertibility for suitable values of the parameter. This method also provides
estimates on the norm of the inverse operator, which blows up with rate max{ε−k, ε−2

} as
ε tends to zero. The result then follows by using the contraction mapping theorem near the
approximate solutionuI,ε.

Using the analysis ofJ ′′
ε (uI,ε) one can prove that, for an eigenfunction corresponding

to a resonant eigenvalue, theH2 andH3 components tend to zero asε tends to zero. More
precisely, one has the following result.

PROPOSITION4.4. For ε sufficiently small, letλ be an eigenvalue ofJ ′′
ε (uI,ε) such

that |λ| ≤ ες for someς > 2, and letu ∈ H 1(Ω) be an eigenfunction ofJ ′′
ε (uI,ε)

corresponding toλ with ‖u‖H1(Ω) = 1. In the above notation, letu = u1 + u2 + u3, with
ui ∈ Hi , i = 1,2,3. If u1 =

∑
∞

j=0 αjφj (y)uj,ε(|ζ/ε|), then∥∥∥u−

∑
{j : |ηj,ε |≤ε(1−γ )/2}

αjφjuj,ε

∥∥∥
H1(Ω)

→ 0 asε → 0.

Using Kato’s theorem, one can prove that the resonant eigenvalues ofJ ′′
ε (uI,ε) are

differentiable with respect toε and ifλ is such an eigenvalue, then

(27)
∂λ

∂ε
= {eigenvalues ofQλ},

whereQλ : Hλ ×Hλ → R is the quadratic form given by

(28) Qλ(u, v) = (1 − λ)
2

ε

∫
Ω

∇u · ∇v − p(p − 1)
∫
Ω

uvu
p−2
I,ε

(
∂uI,ε

∂ε

)
.

HereHλ ⊆ H 1(Ω) stands for the eigenspace ofJ ′′
ε (uI,ε) corresponding toλ. Notice that,

sinceλ might have multiplicity greater than 1, when we varyε this eigenvalue can split
into a multiplet, which is allowed by formula (27). Takingλ small, we can apply (27),
and evaluate the quadratic form in (28) on the couples of eigenfunctions inHλ, which are
characterized by Proposition 4.4. Reasoning as in [15, Proposition 5.1], one can prove the
following result.

PROPOSITION4.5. Letλ be as in Proposition4.4. Then forε small one has

∂λ

∂ε
=

1

ε
(F + oε(1)),

whereF is a positive constant depending only onN, k andp.
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Using the last proposition and choosing suitable values of the parameterε, one can
obtain the invertibility ofJ ′′

ε (uI,ε) along a sequenceεj → 0, with a quantitative estimate
on the inverse operator.

PROPOSITION4.6. For a suitable sequenceεj → 0, the operatorJ ′′
ε (uI,ε) : H 1(Ω) →

H 1(Ω) is invertible and the inverse operator satisfies

‖(J ′′
εj
(uI,εj ))

−1
‖H1(Ω) ≤

C

min{εkj , ε
2
j }

for all j ∈ N and for some fixed positive constantC.

Having the invertibility of the linearized operator, the existence of a critical point ofJε
follows easily by applying the contraction mapping theorem nearuI,ε for I sufficiently
large, depending onk, N andp. In fact, since the norm of the inverse operator blows up
asε tends to zero, it is necessary to choose approximate solutions which solve (Pε) with a
good accuracy (see Proposition 4.1). When the exponentp is supercritical, problem (Pε)
is not variational any more, but in this case it is sufficient to use some truncations on the
Euler functional and to apply standard elliptic regularity estimates.

ACKNOWLEDGMENTS. The authors are supported by MURST, under the projectVariational Methods and

Nonlinear Differential Equations. F.M. is grateful to SISSA for the kind hospitality.

REFERENCES

[1] A. A MBROSETTI - A. M ALCHIODI , Perturbation Methods and Semilinear Elliptic Problems
onRn. Progr. Math. 240, Birkḧauser, 2006.
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