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ABSTRACT. — The first aim of this paper is to find asymptotic profiles for the Kirchhoff equation. More
precisely, it will be shown that there exists a small amplitude solution which is not asymptotically free. The
second aim is to prove the existence of scattering states for small amplitude solutions with data belonging to
Hσ(p),p ×Hσ(p)−1,p , whereσ(p) = n(2/p − 1)+ 1,p ∈ [1,2(n− 1)/(n+ 1)) andn ≥ 4.
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1. INTRODUCTION

We consider the following Cauchy problem for the Kirchhoff equation:

(K)

∂2
t u−

(
1 +

∫
Rn

|∇u|2 dx

)
∆u = 0, (x, t) ∈ Rnx × Rt ,

u(x,0) = u0(x), ∂tu(x,0) = u1(x), x ∈ Rnx,

where∂t = ∂/∂t , ∇ = (∂/∂x1, . . . , ∂/∂xn) and∆ is the Laplacian inRn defined by
∆ =

∑n
j=1 ∂

2/∂x2
j . The aim of this paper is to find asymptotic profiles of solutions for the

Kirchhoff equation. In [16] Yamazaki introduced a setYk, k > 1 (see §2.1), of initial data
to obtain a global-in-time existence theorem with small data of low regularity, and then
the scattering operator was constructed in the case whenk > 2. This generalized [8] (see
also [9] forn = 1). A motivation for this paper arises from the problem whether or not
the scattering states exist in the case when1 < k ≤ 2. Roughly speaking, it depends on
the decay rate of data: if the data behave like{u0(x), u1(x)} = {δ〈x〉−`, δ|D|〈x〉−`} with
0 < δ � 1 and` > (n + 1)/2, then they belong toYk for somek > 2 (see Theorem 2),
hence, the solutions are asymptotically free. On the other hand, for eachk ∈ (1,2], if we
choose the datau0(x) = δ|D|

−1
〈x〉−(n+k−1)/2 andu1(x) = 0 with 0 < δ � 1, then the

corresponding solution of (K) is not asymptotically free. To derive these asymptotics, we
need a delicate analysis of an oscillatory integral associated with the Kirchhoff equation,
which was introduced by Greenberg and Hu [9] in the one-dimensional case (see also [4,
5, 16]). We will develop an asymptotic expansion of this oscillatory integral.

Let us introduce some notation. Fors ∈ R and 1 ≤ p ≤ ∞, let Ḣ s,p(Rn) and
H s,p(Rn) be the Riesz and Bessel potential spaces which are the completions ofC∞

0 (R
n)
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with the seminorm or norm

‖u‖Ḣ s,p(Rn) = ‖F−1[|ξ |s û(ξ)]‖Lp(Rn) ≡ ‖ |D|
su‖Lp(Rn),

‖u‖H s,p(Rn) = ‖F−1[〈ξ〉s û(ξ)]‖Lp(Rn) ≡ ‖〈D〉
su‖Lp(Rn),

respectively. Herêdenotes the Fourier transform,F−1 is its inverse, and〈ξ〉 =

√
1 + |ξ |2.

Throughout this paper, we write

Ḣ s,p
= Ḣ s,p(Rn), H s,p

= H s,p(Rn), Ḣ s
= Ḣ s,2(Rn), H s

= H s,2(Rn).

We also put, fors ≥ 1,

Xs(R) = C(R;H s) ∩ C1(R;H s−1) ∩ C2(R;H s−2),

Ẋs(R) = C(R; Ḣ s) ∩ C1(R; Ḣ s−1) ∩ C2(R; Ḣ s−2).

Finally, we denote byS the Schwartz space onRn.

2. STATEMENT OF RESULTS

2.1. Global existence theorem

In order to find the asymptotic profiles for the solutions to the Kirchhoff equation, we refer
to a general theorem of Yamazaki (see [16]). For this purpose, let us introduce the set

Yk := {{φ,ψ} ∈ Ḣ 3/2
×H 1/2

; |||{φ,ψ}|||Yk < ∞}, k > 1,

where

|||{φ,ψ}|||Yk := sup
τ∈R

(1 + |τ |)k
∣∣∣∣∫Rn

eiτ |ξ ||ξ |3|φ̂(ξ)|2 dξ

∣∣∣∣
+ sup

τ∈R
(1 + |τ |)k

∣∣∣∣∫Rn
eiτ |ξ ||ξ | |ψ̂(ξ)|2 dξ

∣∣∣∣
+ sup

τ∈R
(1 + |τ |)k

∣∣∣∣∫Rn
eiτ |ξ ||ξ |2<(φ̂(ξ)ψ̂(ξ)) dξ

∣∣∣∣.
Then we have the following:

THEOREM A ([16]). Letn ≥ 1 ands0 ≥ 3/2. If u0 ∈ Ḣ s0 ∩H 1, u1 ∈ H s0−1, and

(2.1) δ1 := ‖∇u0‖
2
L2 + ‖u1‖

2
L2 + |||{u0, u1}|||Yk � 1 for somek > 1,

then the problem(K) has a unique solutionu(x, t) ∈ Ẋs0(R) having the following
property: there exists a constantc±∞ ≡ c±∞(u0, u1) > 0 such that

1 + ‖∇u(·, t)‖2
L2 = c2

±∞ +O(|t |−k+1) ast → ±∞.
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Furthermore, if (2.1) holds withk > 2, thenc+∞ = c−∞ =: c∞ and each solution
u(x, t) ∈ Ẋs0(R) is asymptotically free inḢ σ

× Ḣ σ−1 for all σ ∈ [1, s0] as t → ±∞,
i.e., there exists a solutionv± = v±(x, t) ∈ Ẋσ (R) of the equation

(∂2
t − c2

∞∆)v± = 0 onRn × R

such that

‖u(·, t)− v±(·, t)‖Ḣ σ + ‖∂tu(·, t)− ∂tv±(·, t)‖Ḣ σ−1 → 0 (t → ±∞).

The inclusions among the classesYk are as follows:

Yk ⊂ Y` if k > ` > 1, and S ⊂ Yk for all k ∈ (1, n+ 1].

The latter inclusion can be shown by using the asymptotic expansion of an oscillatory
integralI (ϑ̃(t),0) which will be defined in §4.

The definition ofYk is somewhat complicated, hence we give some explicit examples
of spaces contained inYk.

EXAMPLE 2.1. (i) Letn ≥ 4. For allp ∈ (1,2(n− 1)/(n+ 1)) we put

s(p) = max

{
n

2

(
2

p
− 1

)
+ 1,3

}
, r(p) =

n+ 1

2

(
2

p
− 1

)
+ 1,

k(p) =
n− 1

2

(
2

p
− 1

)
.

Then it was proved in [17] that

(H s(p)
∩H r(p),p)× (H s(p)−1

∩H r(p)−1,p) ⊂ Yk(p).

(ii) Let n ≥ 1 andk ∈ (1, n+ 1]. Then it was proved in [5] and [16](see also [4, 6, 9, 12,
18]) that the space

Xk ≡ {(φ, ψ) ∈ H 2
×H 1

; ‖〈x〉kφ‖H2 + ‖〈x〉kψ‖H1 < ∞}

is contained inYk.
(iii) It will be proved in §7 that

{〈x〉−n, |D|〈x〉−n} ∈ Yn+2, {〈x〉−`, |D|〈x〉−`} ∈ Yn+3 ∀` > n.

2.2. Main results

Keeping in mind Theorem A, we can find the asymptotic profiles for the solutions to (K).
Namely, each solutionu can be decomposed into afree wave, a nonfree waveand a
remainder term. Let us present the definitions of free and nonfree waves.

DEFINITION. (i) We say thatv± = v±(x, t) = {v+(x, t), v−(x, t)} is a free waveif it
satisfies the equation

(∂2
t − c2

±∞∆)v± = 0 onRn × R.
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(ii) Let σ ≥ 1. We say thatv = v(x, t) is asymptotically freein Ḣ σ
× Ḣ σ−1 if it is

asymptotic to some free wavev± in Ḣ σ
× Ḣ σ−1, i.e.,

‖v(·, t)− v±(·, t)‖Ḣ σ + ‖∂tv(·, t)− ∂tv±(·, t)‖Ḣ σ−1 → 0 (t → ±∞).

(iii) Let σ ≥ 1. We say thatw = w(x, t) is a nonfree wavein Ḣ σ
× Ḣ σ−1 if it is not

asymptotically free.

Theorem A states that each solutionu of (K) with initial data satisfying (2.1) with
k > 2 is asymptotically free. On the other hand, the first theorem of the present paper
states that the boundk > 2 is sharp. More precisely, we shall prove the following:

THEOREM 1. Assume that

either n ≥ 2 and1< k ≤ 2, or n = 1 and1< k < 2.

Then there exists a solutionu(x, t) ∈
⋂
s≥1 Ẋ

s(R) of (K) with data satisfying(2.1), which
is a nonfree wave inḢ σ

× Ḣ σ−1 for all σ ≥ 1.

In order to improve Example 2.1(i), we introduce the spaceH σ(p),p
× H σ(p)−1,p,

where

σ(p) = n

(
2

p
− 1

)
+ 1, p ∈

[
1,

2(n− 1)

n+ 1

)
, n ≥ 4.

Note that forp ∈ (1,2(n− 1)/(n+ 1)) we have

H σ(p),p
×H σ(p)−1,p

⊂ Hm
×Hm−1 with m =

σ(p)+ 1

2
,

by the Sobolev imbedding theorem, while forp = 1 the above inclusion holds only for
m < (σ(p) + 1)/2 = (n + 2)/2. Also note that if 2n/(n + 4) < p < 2(n − 1)/(n + 1),
then(σ (p) + 1)/2 < 3, thus, for suchp, the spaceH σ(p),p

× H σ(p)−1,p becomes wider
than that of Example 2.1(i).

With the above notation, we have the following:

PROPOSITION2.2. Let n ≥ 4. Then, for allp ∈ [1,2(n − 1)/(n + 1)), we have the
inclusion

H σ(p),p
×H σ(p)−1,p

⊂ Yk(p),

where

σ(p) = n

(
2

p
− 1

)
+ 1, k(p) =

n− 1

2

(
2

p
− 1

)
.

As a consequence of Proposition 2.2 and Theorem A, we conclude that, for alls ≥ 1,
the problem (K) has a unique solutionu(x, t) ∈ Ẋs(R) provided that{u0, u1} belongs to
(H s

∩H σ(p),p)× (H s−1
∩H σ(p)−1,p) and‖u0‖H σ(p),p + ‖u1‖H σ(p)−1,p � 1.

REMARK . In the special casen = 4 andp = 1, henceσ(p) = 5, we conclude that for
each{u0, u1} ∈ H 5,1

×H 4,1, the solutionu(x, t) belongs toX3−ε(R) for all ε > 0. Indeed
the Sobolev imbedding theorem ensures the inclusionH 5,1

×H 4,1
⊂ H 3−ε

×H 2−ε.
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For alln ≥ 4 andp ≤ 2(n− 1)/(n+ 1), one hask(p) ≥ 1. In view of the existence of
scattering states, we are interested in the case whenk(p) > 2. In this regard, we note that

k(p) ≤ 2 iff p ≥
2(n− 1)

n+ 3
.

Hence forn = 4 and 1≤ p ≤ 6/5, n = 5 and 1≤ p ≤ 4/3, or more generally,n ≥ 6 and
2(n − 1)/(n + 3) ≤ p ≤ 2(n − 1)/(n + 1), Theorem A does not ensure the existence of
scattering states for all solutions of (K) with initial data as in Proposition 2.2.

Our next main result states that in any case there exist some scattering states. More
precisely, we shall prove

THEOREM 2. Let n ≥ 4. Then, for allp ∈ [1,2(n − 1)/(n + 1)) there is some number
` = `(p) > 2 such that

{(H s
∩H r,p)× (H s−1

∩H r−1,p)} ∩ Y` 6= {0}

for all s, r ≥ 1. In particular, if we takes = 1 andr = σ(p) as in Proposition2.2 (e.g.,
p = 1 andr = n+1), we obtain the existence of nontrivial scattering states for some data
in the classH σ(p),p

×H σ(p)−1,p (⊂ H 3/2
×H 1/2) even in the casek(p) ≤ 2.

3. LINEAR THEORY

The Kirchhoff equation inherits various properties from linear equations, hence the
structure of solutions for the Kirchhoff equation can be determined by the linear theory. In
this section we introduce the linear theory established through the asymptotic integrations
of ordinary differential equations (see Ascoli [3] and Wintner [15]). For more details, see
[10, 11]. Consider the following strictly hyperbolic Cauchy problem:

(L)

{
(∂2
t − c(t)2∆)u(x, t) = 0, (x, t) ∈ Rn × R,

u(x,0) = u0(x), ∂tu(x,0) = u1(x), x ∈ Rn.

We make the following assumption onc(t):

ASSUMPTIONB. The functionc(t) is of classLip loc(R) and

inf
t∈R

c(t) > 0, c′(t) ∈ L1(R),

c(t) = c±∞ + o(1) for some constantc±∞ > 0 ast → ±∞.

In the following we shall use the notation:

ϑ(t) =

∫ t

0
c(τ ) dτ, γ±(t) =

∣∣∣∣∫ ±∞

t

|c′(τ )| dτ

∣∣∣∣.
First we develop an asymptotic integration of ordinary differential equations. We let

W(ξ, t) =

(
v0(ξ, t) v1(ξ, t)

v′

0(ξ, t) v′

1(ξ, t)

)
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be the fundamental matrix of the following ODE:

(3.1) v′′
+ c(t)2|ξ |2v = 0.

This means thatv0(ξ, t) is the solution of (3.1) withv0(ξ,0) = 1, v′

0(ξ,0) = 0, while
v1(ξ, t) is the solution of (3.1) withv1(ξ,0) = 0, v′

1(ξ,0) = 1. Hence the solutionv(ξ, t)
of (3.1) can be written (

v(ξ, t)

v′(ξ, t)

)
= W(ξ, t)

(
v(ξ,0)

v′(ξ,0)

)
.

Now we define

Y (ξ, t) =

 cos(ϑ(t)|ξ |)
sin(ϑ(t)|ξ |)

c(0)|ξ |

−c(t)|ξ | sin(ϑ(t)|ξ |)
c(t) cos(ϑ(t)|ξ |)

c(0)


to be the fundamental matrix of the perturbed ODE

v′′
−
c′(t)

c(t)
v′

+ c(t)2|ξ |2v = 0.

Hence,

Y (ξ,0) = I, detY (ξ, t) =
c(t)

c(0)
,

Y (ξ, t)−1
=

 cos(ϑ(t)|ξ |) −
sin(ϑ(t)|ξ |)

c(t)|ξ |

c(0)|ξ | sin(ϑ(t)|ξ |)
c(0) cos(ϑ(t)|ξ |)

c(t)

 .
Then by using hyperbolic energy estimates, we have the following:

LEMMA 3.1 (see Ascoli [3] and Wintner [15]).The limit

lim
t→±∞

{Y (ξ, t)−1W(ξ, t)} ≡ L±(ξ)

exists, and isC∞ in ξ . Moreover, putting

L±(ξ) =

(
α±

0 (ξ) α±

1 (ξ)

β±

0 (ξ) β±

1 (ξ)

)
,

we have
|α±

` (ξ)| . |ξ |−`, |β±

` (ξ)| . |ξ |1−`, ` = 0,1.

Furthermore, putting

(3.2) R±(ξ, t) ≡ Y (ξ, t)−1W(ξ, t)− L±(ξ) =

(
ε
(0)
1,±(ξ, t) ε

(1)
1,±(ξ, t)

ε
(0)
2,±(ξ, t) ε

(1)
2,±(ξ, t)

)
,

we have
|ε
(`)
j,±(ξ, t)| . γ (t)|ξ |(j−1)−`, ` = 0,1, j = 1,2.
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Now writing
cos(ϑ(t)|ξ |) = cos(c±∞|ξ |t)+ ϕc(|ξ |, t),

sin(ϑ(t)|ξ |) = sin(c±∞|ξ |t)+ ϕs(|ξ |, t)

with

ϕc(|ξ |, t) = 2 sin

(
c±∞|ξ |t + ϑ(t)|ξ |

2

)
sin

(
c±∞|ξ |t − ϑ(t)|ξ |

2

)
,

ϕs(|ξ |, t) = −2 cos

(
c±∞|ξ |t + ϑ(t)|ξ |

2

)
sin

(
c±∞|ξ |t − ϑ(t)|ξ |

2

)
,

we split the matrixY (ξ, t) as

Y (ξ, t) = Y±∞(ξ, t)+ Ỹ (ξ, t),

where

Y±∞(ξ, t) =

 cos(c±∞|ξ |t)
sin(c±∞|ξ |t)

c(0)|ξ |

−c±∞|ξ | sin(c±∞|ξ |t)
c±∞

c(0)
cos(c±∞|ξ |t)


and

Ỹ (ξ, t) =

ϕc(|ξ |, t)
ϕs(|ξ |, t)

c(0)|ξ |

ϕ′
c(|ξ |, t)

ϕ′
s(|ξ |, t)

c(0)|ξ |

 .
Thus by (3.2) we can write

W(ξ, t) = Y±∞(ξ, t)L±(ξ)+ Ỹ (ξ, t)L±(ξ)+ R0,±(ξ, t)

with
R0,±(ξ, t) = Y (ξ, t)R±(ξ, t).

Summarizing the above argument, we conclude that the solutionvvv(ξ, t) =
(
v(ξ,t)
v′(ξ,t)

)
of

(3.1) with datavvv0(ξ) =
(
v(ξ,0)
v′(ξ,0)

)
splits as

vvv(ξ, t) = Y±∞(ξ, t)L±(ξ)vvv0(ξ)+ Ỹ (ξ, t)L±(ξ)vvv0(ξ)+ R0,±(ξ, t)vvv0(ξ).

Since the solutionu(x, t) of our problem (L) is represented by

u(x, t) = F−1[v0(ξ, t)û0(ξ)+ v1(ξ, t)û1(ξ)](x),

∂tu(x, t) = F−1[v′

0(ξ, t)û0(ξ)+ v′

1(ξ, t)û1(ξ)](x),

we arrive at the following:

PROPOSITION3.2. Letn ≥ 1 ands0 ≥ 1. Suppose thatc(t) satisfies Assumption B. Then
each solutionu(x, t) ∈ Ẋ1(R) ∩ Ẋs0(R) of (L) admits the following decomposition:

u(x, t) = v±(x, t)+ w±(x, t)+ r±(x, t) for t ≷ 0,
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wherev±(x, t) ∈ Ẋ1(R) ∩ Ẋs0(R) is a free wave,w±(x, t) ∈ Ẋ1(R) ∩ Ẋs0(R) satisfies

(∂2
t − c2

±∞∆)w±(x, t) =
c(t)2 − c2

±∞

c(t)
∂tf1,±(x, t)+ c′(t)f1,±(x, t)

with
f1,±(x, t) = F−1[|ξ |{−a±(ξ) sin(ϑ(t)|ξ |)+ b±(ξ) cos(ϑ(t)|ξ |)}](x),

a±(ξ) = α±

0 (ξ)û0(ξ)+ α±

1 (ξ)û1(ξ),

b±(ξ) =
1

c(0)|ξ |
(β±

0 (ξ)û0(ξ)+ β±

1 (ξ)û1(ξ)),

while the remainder termr±(x, t) ∈ Ẋ1(R) ∩ Ẋs0(R) satisfies

‖r±(·, t)‖Ḣ σ . γ±(t)(‖u0‖Ḣ σ + ‖u1‖Ḣ σ−1) for all σ ∈ [1, s0].

More precisely, we have

v±(x, t) = F−1[a±(ξ) cos(c±∞|ξ |t)+ b±(ξ) sin(c±∞|ξ |t)](x),

w±(x, t) = F−1[a±(ξ)ϕc(|ξ |, t)+ b±(ξ)ϕs(|ξ |, t)](x),

while the remainder termr±(x, t) has the following form:

r±(x, t) = F−1[ec(ξ, t) cos(ϑ(t)|ξ |)+ es(ξ, t) sin(ϑ(t)|ξ |)](x),

where

ec(ξ, t) = ε
(0)
1,±(ξ, t)û0(ξ)+ ε

(1)
1,±(ξ, t)û1(ξ),

es(ξ, t) =
1

c(0)|ξ |
{ε
(0)
2,±(ξ, t)û0(ξ)+ ε

(1)
2,±(ξ, t)û1(ξ)}.

The crucial tool in our proof of Theorem 1 is the following:

LEMMA 3.3. Let n ≥ 1. Suppose thatc(t) satisfies Assumption B. Assume further that
ψ±(t) =

∫ t
0(c(τ )− c±∞) dτ satisfies

(3.3) lim
t→±∞

|ψ±(t)| = ∞.

Then, for the data

u0(x) = |D|
−1

〈x〉−`, u1(x) = 0

with ` ∈ (n/2, (n + 1)/2], the solutionu(x, t) ∈
⋂
s≥1 Ẋ

s(R) of (L) is a nonfree wave in
Ḣ s

× Ḣ s−1 for all s ≥ 1.

PROOF. See [10]. A more general result concerning the initial-boundary value problem
on bounded domains is due to Arosio [2].
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4. SOME LEMMAS

In this section we prepare some lemmas which will be used in the next section to prove
Theorem 1. GivenΛ > 1,K > 0 andk > 1, we say thatc(t) belongs toK(Λ,K, k) if it
belongs to Liploc(R) and satisfies

1 ≤ c(t) ≤ Λ,

|c′(t)| ≤ K(1 + |t |)−k a.e. inR.

Fixing data satisfying the assumptions of Theorem A, we consider the solutionu(x, t) of
the linear problem (L) in §3, and define

c̃(t) =

√
1 + ‖∇u(·, t)‖2

L2.

This defines a mappingΘ : c 7→ c̃. By using the Schauder–Tychonoff fixed point theorem
as in [4, 5] we can show thatΘ has a fixed point inK(Λ,K, k) for suitableΛ, K andk,
i.e., c̃(t) = c(t), and hence, (K) has a unique solutionu(x, t) as in Theorem A. Thus, by
using the method of [5], we obtain

LEMMA 4.1. Letu(x, t) ∈ Ẋs0(R) be the solution of(K) given by Theorem A. Then, for
some constantM independent ofu, we have:

1 ≤ c̃(t) ≤ 1 + ‖∇u0‖L2 +
Mδ1

k − 1
,

|c̃′(t)| ≤ Mδ1(1 + |t |)−k,(4.1)

whereδ1 ≡ δ1(u0, u1) is the size of the initial data(see(2.1)).

In the proof of Theorem 1 we also use three more lemmas. In order to state them we
introduce several functions as follows:

ϑ̃(t) =

∫ t

0
c̃(s) ds, v±(·, t) =

e±iϑ̃(t)|D|√
c̃(t)

{∂tu(·, t)∓ ic̃(t)|D|u(·, t)},

where the operatoreiτ |D| is defined by

(eiτ |D|f )(x) = F−1[eiτ |ξ |f̂ (ξ)](x), τ ∈ R.

Define

I (r, t) = (|D|e2ir|D|v−(·, t), v+(·, t))L2,

J (r, t) = (|D|e2ir|D|v+(·, t), v+(·, t))L2 + (|D|e2ir|D|v−(·, t), v−(·, t))L2

for r, t ∈ R, where(f, g)L2 denotes theL2(Rn) inner product. We recall the following
equations.
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LEMMA 4.2 ([5, 17]). Let u(x, t) ∈ Ẋs0(R) be the solution of(K) given by Theorem A.
Then, with= denoting imaginary part,

(4.2) 2c̃(t)c̃′(t) = =I (ϑ̃(t), t),

and further,I (r, t) satisfies the integral equation

(4.3) I (r, t) = I (r,0)−
1

2

∫ t

0

c̃′(s)

c̃(s)
J (r − ϑ̃(s),0) ds

+
1

2

∫ t

0

c̃′(s)

c̃(s)

∫ s

0

c̃′(σ )

c̃(σ )

(
I (r − ϑ̃(s)+ ϑ̃(σ ), σ )+ I (−r + ϑ̃(s)+ ϑ̃(σ ), σ )

)
dσ ds.

The next lemma can be found in [17] (see also [5]).

LEMMA 4.3. Letu(x, t) ∈ Ẋs0(R) be the solution of(K) given by Theorem A. Then, for
some constantM independent ofu,

(4.4) (1 + |r|)k(|I (r, t)| + |J (r, t)|) ≤ Mδ1

for all r, t ∈ R, whereδ1 is defined by(2.1).

We conclude this section by stating the following lemma which will be used in order
to develop an asymptotic expansion ofI (ϑ̃(t),0).

LEMMA 4.4 (Aronszajn and Smith [1], cf. [13, Ch. V, §3]).Let ` > 0. Then the Fourier
transform of〈x〉−` is of the formF [〈x〉−`](ξ) = G`(ξ), where

G`(ξ) =
1

2(n+`−2)/2πn/2Γ (`/2)
K(n−`)/2(|ξ |)|ξ |

(`−n)/2,

andKν(z) is the modified Bessel function of the third kind with orderν. In particular,
G`(ξ) has the following asymptotics:

(4.5) G`(ξ) ∼



Γ ((n− `)/2)

2`πn/2Γ (`/2)
|ξ |`−n for ` ∈ (0, n),

1

2n−1πn/2Γ (n/2)
log

1

|ξ |
for ` = n,

Γ ((`− n)/2)

2`πn/2Γ (`/2)
for ` > n,

(|ξ | → 0),

(4.6) G`(ξ) ∼
1

2(n+`−2)/2π (n−1)/2Γ (`/2)
|ξ |(`−n−1)/2e−|ξ | for ` > 0 (|ξ | → ∞).

Moreover,

G`(ξ) = Cn,`|ξ |
`−n

+ σ`(ξ) for ` ∈ (0, n), with(4.7)

σ
(j)
` (ξ) ∼ Cn,`,j |ξ |

`−n−1−j , j = 0,1,2, as|ξ | → 0,

G
(j)
` (ξ) ∼ C̃n,`,j |ξ |

(`−n−1)/2e−|ξ | for ` > 0 andj = 1,2, . . . , as|ξ | → ∞,(4.8)

with certain constantsCn,`, Cn,`,j andC̃n,`,j .
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PROOF. Putz = |ξ | andν = (n− `)/2. Then the asymptotics (4.5)–(4.6) follow from

Kν(z) ∼ 2ν−1Γ (ν)z−ν asz → 0 for ν > 0,

K0(z) ∼ log
1

z
asz → 0,

Kν(z) ∼

(
π

2z

)1/2

e−z asz → ∞ for all ν ∈ R.

On the other hand, we have(
1

z

d

dz

)m
[z−νKν(z)] = (−1)mz−ν−mKν+m(z), m = 1,2, . . .

(see Watson [14], cf. [1, Ch. 1]). Hence

d

dz
[z−νKν(z)] = −z−νKν+1(z),(

d

dz

)2

[z−νKν(z)] = z−νKν+2(z)− z−ν−1Kν+1(z).

Combining these formulas with (4.5)–(4.6), we get (4.7)–(4.8) forν > 0. 2

5. PROOF OFTHEOREM 1

For anyk ∈ (1,2), or evenk = 2 if n ≥ 2, we write

k = 2`− n+ 1, whence ` =
k + n− 1

2
∈

(
n

2
,
n+ 1

2

]
,

and we take the same initial data of Lemma 3.3, i.e.,

u0(x) = δ|D|
−1

〈x〉−`, u1(x) = 0 (0< δ � 1).

By Lemma 4.4, we have

(5.1) û0(ξ) = δ|ξ |−1G`(ξ), û1(ξ) = 0 (0< δ � 1),

whereG`(ξ) is the kernel of Bessel potentials. These data satisfy the assumptions of
Theorem A. Indeed, we have the following:

PROPOSITION5.1. For the data{u0, u1} satisfying(5.1), we have

{u0, u1} ∈ (Ḣ s
×H s−1) ∩ Yk for all s ≥ 1 with k = 2`− n+ 1> 1.

Hence, by Theorem A, for these data the problem(K) has a unique solutionu(x, t) ∈

Ẋs(R) for all s ≥ 1 provided that0< δ � 1. Moreover, the function

c̃(t) =

√
1 + ‖∇u(·, t)‖2

L2

satisfies(4.1) in Lemma4.1.
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Proposition 5.1 follows from Proposition 5.2 below, and hence we postpone its proof.
Now, by resorting to the linear theory and in particular to Lemma 3.3, we prove that

the solution given by Proposition 5.1 is not asymptotically free.
Indeed,u(x, t) is also a solution of the linear equation (L) with the coefficient given by

c̃(t) =

√
1 + ‖∇u(·, t)‖2

L2,

and by Lemma 4.1 we know thatc̃(t) satisfies Assumption B. Thus in order to apply
Lemma 3.3 it remains to prove that the functionψ±(t) :=

∫ t
0(c̃(τ ) − c±∞) dτ satisfies

(3.3). Recalling equation (4.3) in Lemma 4.2, we have

(5.2) I (ϑ̃(t), t) = I (ϑ̃(t),0)+ A1(t)+ A2(t),

where we set

A1(t) = −
1

2

∫ t

0

c̃′(s)

c̃(s)
J (ϑ̃(t)− ϑ̃(s),0) ds,

A2(t) =
1

2

∫ t

0

c̃′(s)

c̃(s)

∫ s

0

c̃′(σ )

c̃(σ )

×

(
I (ϑ̃(t)− ϑ̃(s)+ ϑ̃(σ ), σ )+ I (−ϑ̃(t)+ ϑ̃(s)+ ϑ̃(σ ), σ )

)
dσ ds.

The crucial point is the following asymptotic expansion:

(5.3) =I (ϑ̃(t),0) = ∓cn,kδ
2c̃(0)|t |−k + o(|t |−k) ast → ±∞,

wherek = 2`−n+ 1 (so that 1< k ≤ 2) andcn,k is some constant depending onn andk.
We postpone the proof of (5.3) to Proposition 5.2 below. Herafterck (resp.cn,k) stands for
various constants depending onk (andn). Notice thatδ1 of (2.1) in Lemma 4.3 is the size
of data. Hence, thanks to (5.1), there exists a constantcn,k such thatδ1 = cn,kδ

2. Then,
combining (4.1) with (4.4), we can conclude that

|A1(t)+ A2(t)| ≤ C(Mδ1 +M2δ2
1)Mδ1(1 + |t |)−k(5.4)

= cn,k(Mδ
2
+M2δ4)Mδ2(1 + |t |)−k.

Now, we go back to equation (4.2) of Lemma 4.2. Then, using (5.2)–(5.4), and integrating
equation (4.2), we see that, for large|t |,

c̃(t)2 − c2
±∞ = −

∫
±∞

t

=I (ϑ̃(τ ),0) dτ −

∫
±∞

t

=(A1(τ )+ A2(τ )) dτ(5.5)

≥ γ (k, n, δ)|t |−k+1,

where we set
γ (k, n, δ) ≡ cn,kδ

2c̃(0)− c′n,k(Mδ
2
+M2δ4)Mδ2.

Here we note thatγ (k, n, δ) > 0, sincec̃(0) =
√

1 + cn,kδ2 andδ is small. Thus, dividing
(5.5) byc̃(t)+ c±∞ (≤ C0), we get, for large|t |,

c̃(t)− c±∞ ≥ γ (k, n, δ)C−1
0 |t |−k+1,
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which implies that|ψ±(t)| → +∞ ast → ±∞ on account of our assumption 1< k ≤ 2.
This proves (3.3) and concludes the proof of Theorem 1.

PROOF OF(5.3). Let us prove (5.3) and Proposition 5.1. Note that we have putu1(x)=0
in (5.1). It follows from the definition ofI (r, t) and v±(·, t), and from Plancherel’s
theorem, thatI (ϑ̃(t),0) for data satisfying (5.1) can be rewritten as

I (ϑ̃(t),0) = −c̃(0)
∫

Rn
e2iϑ̃(t)|ξ |

|ξ |3|û0(ξ)|
2 dξ.

Then we prove the following:

PROPOSITION5.2. Let {u0(x), u1(x)} be as in(5.1). ThenI (ϑ̃(t),0) has the asymptotic
expansion(5.3). Moreover

(5.6) <I (ϑ̃(t),0) = ±cn,kδ
2c̃(0)|t |−k + o(|t |−k) (t → ±∞).

PROOF. Passing to polar coordinatesξ = ρω, ρ = |ξ |, ω ∈ Sn−1, we derive from Lemma
4.4 and (5.1) that

|ξ |3|û0(ξ)|
2
|ξ |n−1

= cn,kδ
2ρk−1

+ rk(ρ), with(5.7)

r
(j)
k (ρ) ∼ cn,k,jρ

k−j−1, j = 0,1,2, asρ → 0,

|ξ |3|û0(ξ)|
2
|ξ |n−1

= cn,kδ
2ρ(n+k+1)/2e−2ρ

+ r̃k(ρ), with(5.8)

r̃
(j)
k (ρ) ∼ cn,k,jρ

(n+k+1)/2e−2ρ, j = 0,1,2, . . . , asρ → ∞.

Now we introduce twoC∞ cut-off functionsχ1(ρ) andχ3(ρ) on [0,∞) such that 0≤

χ1(ρ), χ3(ρ) ≤ 1 for ρ ≥ 0, χ1(ρ) = 1 for 0 ≤ ρ ≤ 1/2 and= 0 for ρ ≥ 1, and
χ3(ρ) = 1 for ρ ≥ L and= 0 for ρ ≤ L − 1 with sufficiently largeL. We setχ2(ρ) =

1 − χ1(ρ)− χ3(ρ). Then we can write, by using (5.7)–(5.8),

(5.9) I (ϑ̃(t),0) = −c̃(0)cn,kδ
2(J1(t)+ J2(t)+ J3(t))+ R(t),

where

J1(t) =

∫
∞

0
e2iϑ̃(t)ρχ1(ρ)ρ

k−1 dρ,

J2(t) =

∫
∞

0
e2iϑ̃(t)ρχ2(ρ)ρ

n+2
|G(n+k−1)/2(ρ)|

2 dρ,

J3(t) =

∫
∞

0
e2iϑ̃(t)ρχ3(ρ)ρ

(n+k+1)/2e−2ρ dρ,

R(t) =

∫
∞

0
e2iϑ̃(t)ρχ1(ρ)rk(ρ) dρ +

∫
∞

0
e2iϑ̃(t)ρχ3(ρ)r̃k(ρ) dρ.

Let us develop asymptotic expansions ofJm(t) (m = 1,2,3) andR(t). Having in mind
that 1< k ≤ 2 and integrating by parts, we see that

J1(t) = −(2iϑ̃(t))−1(k − 1)
∫

∞

0
e2iϑ̃(t)ρρk−2χ1(ρ) dρ(5.10)

− (2iϑ̃(t))−1
∫

∞

0
e2iϑ̃(t)ρρk−1χ ′

1(ρ) dρ.
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Let us rewrite the first member of the right hand side as

−(2iϑ̃(t))−1
∫

∞

0
e2iϑ̃(t)ρρk−2 dρ + (2iϑ̃(t))−1

∫
∞

0
e2iϑ̃(t)ρρk−2(1 − χ1(ρ)) dρ.

(5.11)

We need the following lemma.

LEMMA 5.3. If 0< α < 1, then, for some complex constantcα,

(5.12)
∫

∞

0
e−ixρρ−1+α dρ = cαx

−α, ∀x > 0.

Moreover, ifχ1(ρ) is the cut-off function defined above, we have∫
∞

0
e−ixρχ1(ρ) dρ = −i

1

x
+ o(x−1) (x → +∞).

PROOF. To get the first equality it is sufficient to effect the change of variablexρ = ρ′.
To prove the second one, integrate by parts and observe thatχ ′

1(ρ) has compact support in
(0,∞). 2

Asymptotic expansion of=J1(t). Taking the imaginary part of the first term in (5.11) and
using (5.12), we see that for 1< k < 2,

=(1st term of (5.11)) = ck(2ϑ̃(t))
−1

|2ϑ(t)|−(k−1)
= ±ck|2ϑ̃(t)|

−k.(5.13)

Taking into account thatv(ρ) := ρk−2(1−χ1(ρ)) is of classC∞ andv(j)(0) = v(j)(∞) =

0, j = 0,1, . . . , we have, byN -fold integration by parts for everyN = 1,2, . . . ,

(5.14) 2nd term of (5.11)= o(ϑ̃(t)−N ) ast → ∞.

Hence we conclude from (5.11), (5.13) and (5.14) that

=

(
−(2iϑ̃(t))−1

∫
∞

0
e2iϑ̃(t)ρρk−2χ1(ρ) dρ

)
= ±ck|2ϑ̃(t)|

−k
+ o(|ϑ̃(t)|−k)(5.15)

ast → ±∞. In a similar way, we have, byN -fold integration by parts,

(5.16) −(2iϑ̃(t))−1
∫

∞

0
e2iϑ̃(t)ρρk−1χ ′

1(ρ)) dρ = o(ϑ̃(t)−N )

for everyN ≥ 2 ast → ∞. Summarizing (5.10), (5.15) and (5.16), we arrive at

(5.17) =J1(t) = ±ck|2ϑ̃(t)|
−k

+ o(|ϑ̃(t)|−k) ast → ±∞.

In the case whenn ≥ 2 andk = 2, we integrate (5.10) by parts once more to obtain (5.17).

Asymptotic expansion of<J1(t). We go back to (5.11). Then, proceeding in the same
way as for the imaginary part, we arrive at

(5.18) <J1(t) = −ck|ϑ̃(t)|
−k

+ o(|ϑ̃(t)|−k) ast → ±∞.
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Asymptotic expansions ofJ2(t), J3(t) andR(t). Setv(ρ) := χ2(ρ)ρ
n
|G(n+k−1)/2(ρ)|

2.
Sincev(ρ) is of classC∞

0 with support in{ρ; 1/2 ≤ ρ ≤ L}, we have, byN -fold
integration by parts,

(5.19) J2(t) = o(ϑ̃(t)−N ) for everyN ≥ 2 ast → ±∞.

It remains to obtain asymptotic expansions ofJ3(t) and R(t). Notice thatv(ρ) :=
χ3(ρ)ρ

(n+k−3)/2e−2ρ is of classC∞ and satisfiesv(j)(0) = v(j)(∞) = 0, j = 0,1, . . . .
Then we obtain, byN -fold integration by parts,

(5.20) J3(t) = o(ϑ̃(t)−N ) for everyN ≥ 2 ast → ±∞.

In a similar way, we conclude that

(5.21) R(t) = o(|ϑ̃(t)|−k) ast → ±∞.

Finally, noting|ϑ̃(t)| ∼= |t |, and summarizing (5.17)–(5.21), we arrive at

=

3∑
m=1

Jm(t) = ±ck|t |
−k

+ o(|t |−k) ast → ±∞,(5.22)

R(t) = o(|t |−k) ast → ±∞.(5.23)

Completion of proof of Proposition 5.2.We combine equation (5.9) with (5.22)–(5.23)
to deduce (5.3). In a similar way, by (5.18) and (5.19)–(5.21) we get (5.6). The proof of
Proposition 5.2 is now finished. 2

Thanks to Proposition 5.2, we are now in a position to prove Proposition 5.1:

PROOF OFPROPOSITION5.1. By Proposition 5.2 we have

|I (ϑ̃(t),0)| . |t |−k for all t ∈ R.

Therefore, the data{u0, u1} satisfying (5.1) belongs toYk. On the other hand, we can
conclude from Lemma 4.4 that{u0, u1} ∈ Ḣ s

× H s−1 for all s ≥ 1. Thus these data
satisfy the assumptions of Theorem A. Hence (K) has a unique solutionu(x, t) ∈ Ẋs(R)
provided the sizeδ of u0(x) is sufficiently small. Furthermore, for this solutionu(x, t),
the functionc̃(t) satisfies (4.1) in Lemma 4.1. The proof of Proposition 5.1, hence also of
Theorem 1, is complete. 2

CONCLUDING REMARK . We go back to the choice (5.1), i.e.,u1(x) = 0. We may take
u1(x) = δ〈x〉−(n+k−1)/2. For such a choice we need to obtain an asymptotic expansion of
<J1(t). Actually, we can derive<J1(t) ∼ |t |−k (t → ±∞) by minor modifications of the
former computations. In this way, we get Proposition 5.2.

6. PROOF OFPROPOSITION2.2

Our argument follows [17]. Recall the definition ofI (r, t) in §4:

I (r, t) = (|D|e2ir|D|v−(·, t), v+(·, t))L2, r, t ∈ R.
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Let {u0, u1} ∈ H σ(p),p
×H σ(p)−1,p, whereσ(p) = n(2/p−1)+1. Notice thatk(p) > 1

if and only if 1 ≤ p < 2(n− 1)/(n+ 1), where

k(p) =
n− 1

2

(
2

p
− 1

)
=
n− 1

2

(
1

p
−

1

q

)
with

1

p
+

1

q
= 1.

Then the classical Strichartz estimates imply that, forn ≥ 4,

sup
r∈R

(1 + |r|)k(p)|I (r,0)| = sup
r∈R

(1 + |2r|)k(p)|(|D|e2ir|D|v−(·,0), v+(·,0))L2|

≤ sup
r∈R

(1 + |2r|)k(p)‖e2ir|D|v−(·,0)‖Lq‖ |D|v+(·,0)‖Lp

. ‖v−(·,0)‖H n(1/p−1/q),p‖ |D|v+(·,0)‖Lp

. (‖u0‖H n(1/p−1/q)+1,p + ‖u1‖H n(1/p−1/q),p )(‖u0‖H2,p + ‖u1‖H1,p )

. (‖u0‖H n(1/p−1/q)+1,p + ‖u1‖H n(1/p−1/q),p )
2

= (‖u0‖H σ(p),p + ‖u1‖H σ(p)−1,p )
2

sinceH σ(p),p
= H n(1/p−1/q)+1,p

⊂ H 2,p. Hence we get

sup
r∈R

(1 + |r|)k(p)|I (r,0)| ≤ C1(‖u0‖H σ(p),p + ‖u1‖H σ(p)−1,p )
2.

On the other hand, sinceH σ(p)−1,p
⊂ H n/(n−1)

⊂ H 1 by the Sobolev imbedding theorem,
we can writeI (r,0) as an oscillatory integral by using Plancherel’s theorem,

I (r,0) =

∫
Rn
eir|ξ ||ξ |3|û0(ξ)|

2 dξ +

∫
Rn
eir|ξ ||ξ | |û1(ξ)|

2 dξ(6.1)

+

∫
Rn
eir|ξ ||ξ |2<(û0(ξ)û1(ξ)) dξ ≡ I1(r,0)+ I2(r,0)+ I3(r,0).

A similar computation to that made above shows thatI1(r,0), I2(r,0) andI3(r,0) satisfy
the same estimate as that proved above forI (r,0), thus we conclude that{u0, u1} ∈ Yk(p).
The proof of Proposition 2.2 is now complete. 2

7. PROOF OFTHEOREM 2

We go back to (6.1). We divide the proof into two cases:p > 1 andp = 1.

CASE I: p ∈ (1,2(n− 1)/(n+ 1)). In this case, for anỳ0 ∈ (n/p, n), take the data so
that

(7.1) û0(ξ) = δ|ξ |`0−ne−|ξ |/2, û1(ξ) = δ|ξ |`0−n+1e−|ξ |/2, 0< δ � 1.

Then

(7.2) u0(x) ∈ H s
∩H r,p, u1(x) ∈ H s−1

∩H r−1,p
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for all s, r ≥ 0. Hence it follows from Proposition 2.2 that (K) has a solutionu(x, t) ∈

Xs(R) (for all s ≥ 3/2) with data satisfying (7.1). We can derive, passing to the polar
coordinatesξ = ρω, ρ = |ξ |, ω ∈ Sn−1,

|ξ |3|û0(ξ)|
2
|ξ |n−1

= |ξ | |û1(ξ)|
2
|ξ |n−1

= <(|ξ |2û0(ξ)û1(ξ))|ξ |
n−1

= δ2ρ2`0−n+2e−ρ,

hence,

I (r,0) = δ2
|Sn−1

|(−c̃(0)+ c̃(0)−1
+ 2i)

∫
∞

0
e2irρρ2`0−n+2e−ρ dρ.

The next lemma is convenient for deriving asymptotic expansions of oscillatory integrals.

LEMMA 7.1 (Erd́elyi [7]). Letw(ρ) be of classCN on [α, β] (−∞ ≤ α < β ≤ ∞). Then∫ β

α

eirρw(ρ) dρ =

N−1∑
m=0

im−1w(m)(ρ)r−m−1eirρ
∣∣∣ρ=β

ρ=α
+ o(r−N ) asr → ±∞

provided thatw(N)(ρ) is integrable over(α, β). For the remainder termRN (r) we obtain

RN (r) = (−ir)−N
∫ β

α

eirρw(N)(ρ) dρ.

Sincev(ρ) := ρ2`0−n+2e−ρ is at least of classC[2`0−n+2] and satisfiesv(j)(0) =

v(j)(∞) = 0 for j = 0,1, . . . , [2`0 − n+ 1], it follows from Lemma 7.1 that

I (r,0) = o(|r|−[2`0−n+2]) as|r| → ∞.

Therefore, it follows from the definition ofYk that the data (7.1) belong toY[2`0−n+2].
Notice that

2`0 − n+ 2>
2n

p
− n+ 2> 4 +

2

n− 1
, i.e., 4≤ [2`0 − n+ 2] ≤ n+ 1

becausè0 ∈ (n/p, n) and 1< p < 2(n− 1)/n+ 1.
In the limiting casè 0 = n, take the data so that

(7.3) û0(ξ) = δ log
1

|ξ |
e−|ξ |/2, û1(ξ) = δ|ξ | log

1

|ξ |
e−|ξ |/2

for 0< δ � 1. These data also satisfy (7.2), and we can derive

|ξ |3|û0(ξ)|
2
|ξ |n−1

= |ξ | |û1(ξ)|
2
|ξ |n−1

= <(|ξ |2û0(ξ)û1(ξ))|ξ |
n−1

= δ2ρn+2(logρ)2e−ρ,

hence,v(ρ) = δ2ρn+2(logρ)2e−ρ is at least of classCn+1 and satisfiesv(j)(0) =

v(j)(∞) = 0 for j = 1, . . . , n+ 1. Thus we conclude from Lemma 7.1 that

I (r,0) = o(|r|−(n+2)) as|r| → ∞.

Therefore the data satisfying (7.3) belong toYn+2.
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CASE II: p = 1. In this case, take the data so that

(7.4) û0(ξ) = δe−|ξ |/2, û1(ξ) = δ|ξ |e−|ξ |/2, 0< δ � 1.

Clearly, these data satisfy (7.2) and

|ξ |3|û0(ξ)|
2
|ξ |n−1

= |ξ | |û1(ξ)|
2
|ξ |n−1

= <(|ξ |2û0(ξ)û1(ξ))|ξ |
n−1

= δ2ρn+2e−ρ .

Sincev(ρ) := δ2ρn+2e−ρ satisfiesv(n+2)(0) = cn(n + 2)! andv(n+2)(∞) = v(j)(0) =

v(j)(∞) = 0, j = 1, . . . , n+ 1, it follows from Lemma 7.1 that

I (r,0) = (n+ 2)!cn|r|
−(n+3)

+ o(|r|−(n+3)) as|r| → ∞,

hence, the data (7.4) belong toYn+3. The proof of Theorem 2 is now complete. 2

FINAL REMARK . (i) In view of Lemma 4.4, the data satisfying (7.1), (7.3) and (7.4) have
a similar behaviour to{δ〈x〉−`, δ|D|〈x〉−`} with ` ∈ (n/p, n) andp ∈ (1,2(n−1)/(n+1)),
` = n, ` > n, respectively.

(ii) By the argument of the proof of Theorem 2 we can prove that the Schwartz space
S is contained inYk for all k ∈ (1, n+ 1].
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