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ABSTRACT. — In [Böh] a structure theorem for Gorenstein algebras in codimension 2 was obtained. In Section 1
of this article we give a geometric application and prove a structure theorem for good birational canonical
projections of regular surfaces of general type withpg = 5 to P4 (Theorem 1.6). In Section 2 we show how this
can be used to analyze the moduli space of canonical surfaces withq = 0,pg = 5 andK2

= 11 (Theorem 2.4).
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0. INTRODUCTION

Open problems in the theory of algebraic surfaces of general type can roughly be put into
two classes: first, there are questions concerning the existence of surfaces with prescribed
invariants (the “geography”) and, secondly, the problem of describing their moduli spaces
and canonical resp. pluricanonical models has to be addressed (the “botany”). We want to
consider the aforementioned issues, especially the latter, in the special case of surfaces with
geometric genuspg = 5, more precisely for canonical surfaces inP4 (i.e. those for which
the 1-canonical map is a birational morphism onto the image inP4) with q = 0 andpg = 5.

A Gorenstein algebra in codimension 2 is a finiteR-algebraB (R some “nice” base
ring) with B ∼= Ext2R(B,R), possibly up to some twist if the base ring is graded (cf.
Section 1 below for precise definitions).

Given a regular surfaceS of general type with canonical mapS → Y ⊂ P4 a birational
morphism, the canonical ringR =

⊕
m≥0H

0(S,OS(mK)) is a codimension 2 Gorenstein
algebra overA = C[x0, . . . , x4], the homogeneous coordinate ring ofP4. In Section 1
we prove a converse to this assertion based on a structure theorem for Gorenstein algebras
proven in [B̈oh]: Starting from someA-moduleR with a Gorenstein symmetric resolution
of length 2 such that some mild depth condition on a certain ideal of minors associated
to a presentation matrix ofR asA-module is satisfied, one finds thatR is automatically
a Gorenstein algebra in codimension 2 (the point being, of course, thatR has a ring
structure). Then we can setX = ProjR, which turns out to be the canonical model of
a surfaceS as above, providedX has only rational double points as singularities. This is
our Theorem 1.6 on good birational canonical projections of regular surfaces of general
type withpg = 5 toP4. It is a generalization to higher codimension of a structure theorem
for Gorenstein algebras in codimension 1 proven in [Cat2] for the purpose of studying the
moduli of canonical surfaces inP3. The main difference is that within the codimension
1 setting the presence of a ring structure onR is equivalent to aclosedcondition on
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Fitting ideals of a presentation matrix ofR over A, the so-called “ring condition” or
“rank condition” or “condition of Rouch́e–Capelli”, aptly abbreviated R.C., whereas in
codimension 2 the ring condition is automatic, at least if we restrict attention to the case
where the canonical imageY ⊂ P4 has isolated non-normal locus.

In Section 2 we use Theorem 1.6 to analyze canonical surfaces withK2
= 11 and in

particular we prove that “generically” the presentation matrices of the canonical ringsR

asA-modules can be reduced to an explicit normal form (cf. Lemma 2.1; “generically”
here means that ifAY := A/AnnA R, then the subscheme ofP4 defined by the zeroth
Fitting ideal ofR/AY · 1 is a collection of three reduced points). The proof of Lemma 2.1
is an admittedly painstaking calculation, but it pays off immediately afterwards: Using
Lemma 2.1 one can explicitly solve the Gorenstein symmetry condition imposed on the
resolution of the canonical ringR for K2

= 11, a problem raised already in [Cat3, after
Remark 6.6]. We are then able to deduce that regular surfaces withpg = 5 andK2

= 11
whose canonical map is a birational morphism and whose canonical rings satisfy the above
genericity assumption, form an irreducible unirational open set of dimension 38 inside their
moduli space (Theorem 2.4).

One must mention that a theorem very similar to this last result was proven previously
by Daniel Roßberg by completely different methods in his long article [Ross]: He
constructs the canonical imageY as the degeneracy locus of a morphism between reflexive
sheavesF andG with rk G = rk F+1, and considers only thoseY which are smooth except
for a number of improper double points. He then deduces that the canonical surfaces with
pg = 5, q = 0,K2

= 11 such thatY has only improper double points form a unirational
open set of dimension 38 in their moduli space. Our approach is more algebraic and, in
our opinion, of some interest (apart from its novelty) because it allows one to analyze
also surfaces whereY could have more complicated singular locus, and it gives detailed
information on the structure of the canonical rings.

We do not repeat here the history of the ideas underlying our approach since it can be
found in [Cat3] and the introduction of [B̈oh].

Our commutative algebra notation agrees largely with [Ei], but the following point
(which traditionally seems to cause notational confusion) should be noted: ForI ⊂ R an
ideal in a Noetherian ring andM a finiteR-module, we write grade(I,M) for the length
of a maximalM-regular sequence contained inI (= min{i : ExtiR(R/I,M) 6= 0}), and
also, if there is no risk of confusion, gradeM := grade(AnnR(M),R) and gradeI :=
grade(I, R). Furthermore ifR = (R,m, k) is a Noetherian local ring or graded ring with
m a unique maximal element among the graded proper ideals ofR (e.g. a positively graded
algebra over a field), we write depthR := grade(m, R). This is in accordance with [B-He]
and the terminology seems to go back to Rees.

Finally, I would like to thank Fabrizio Catanese for introducing me to the problem and
for continuous stimulus and helpful suggestions.

1. THE STRUCTURE THEOREM FOR GOOD BIRATIONAL

CANONICAL PROJECTIONS TOP4

In this section we recall some facts for canonical surfaces inP4 needed in the following
and prove the structure theorem 1.6.
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DEFINITION 1.1. Let S be a smooth surface andπ : S → Y ⊆ P4 a morphism given
by a5-dimensional base-point free linear subspaceL of H 0(S,OS(K)) and such thatπ
is birational onto its imageY in P4. ThenY is called acanonical surfacein P4 (andπ a
good birational canonical projection).

In the above situation, sinceKS is nef,S is automatically a minimal model of a surface
of general type.

Henceforth we assume thatS is a regular surface, i.e. q = h1(S,OS) = 0, basically
because then the canonical ringR :=

⊕
n≥0H

0(S,OS(nK)) enjoys the following property
which makes it convenient to study by homological methods:

PROPOSITION1.2. R, viewed as a module over the homogeneous coordinate ringA =

C[x0, . . . , x4] of P4 via π , is a Cohen–Macaulay (CM) module iff S is a regular surface.

For a proof one can consult [Cil, Props. (1.1) and (5.1)].
On the other hand, the fact thatπ is a good birational canonical projection (OS(K) ∼=

π∗OP4(1)) implies that various remarkable duality statements hold forR, which we shall
frequently exploit and which can be best expressed in terms of properties of the minimal
free resolution ofR. Precisely:

DEFINITION 1.3. Let R := k[x1, . . . , xr ] be a polynomial ring inr indeterminates
over some fieldk, graded in the usual way, and letB be a gradedR-algebra. ThenB
is said to be aGorenstein algebra of codimensionc (and with twistd ∈ Z) overR if
B ∼= ExtcR(B,R(d)) asB-modules.

[The B-module structure on ExtcR(B,R(d)) is induced fromB by functoriality of
ExtcR(·, R(d)): If b ∈ B andmb : B → B is multiplication byb on B, then the map
ExtcR(mb, R(d)) is multiplication byb on ExtcR(B,R(d)).]

THEOREM 1.4. With the hypotheses and notation of Definition1.1, R is a Gorenstein
algebra of codimension2 overA and as such has a minimal graded free resolution of the
form

R• : 0 →

n+1⊕
i=1

A(−6 + ri)
(
−βt

αt )
−−−−→

n+1⊕
j=1

A(−6 + sj )⊕

n+1⊕
j=1

A(−sj )

(α β)
−−−−→

n+1⊕
i=1

A(−ri) → R → 0.

PROOF (SKETCH). SettingX := ProjR, the canonical model ofS, we see thatπ , being
given by a base-point free linear subsystem of|KS |, factors throughX as in the diagram

S Y ⊂ P4

X

-

J
J

JĴ 






�

π

ψκ
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andψ is a finite morphism ontoY . Hence by relative duality for finite morphisms (cf.
e.g. [Lip, p. 48ff.]),ψ∗ωX = HomOY

(ψ∗OX, ωY ), whereωY = Ext2OP4
(OY , ωP4) and

ωX are the Grothendieck dualizing sheaves ofY, X resp.; butHomOY
(ψ∗OX, ωY ) =

Ext2OP4
(ψ∗OX, ωP4) sinceY has codimension 2 inP4 (cf. also [Har, p. 242]). Furthermore

ψ∗ωX = R̃(1) (cf. [Cat2, p. 76, Prop. 2.7]) andψ∗OX = R̃. Thus we get

(1) R̃ = Ext2OP4
(R̃,OP4(−6)).

SinceR is CM we obtain a length 2 resolution

(2) 0 → F2 → F1 → F0 → R → 0,

with F0, , F1, F2 graded freeA-modules. Taking HomA(·,A(−6)) of (2) we get

(3) 0 → F∨

0 (−6) → F∨

1 (−6) → F∨

2 (−6) → Ext2A(R,A(−6)) → 0.

SinceExt2OP4
(R̃,OP4(−6)) is the sheaf associated to Ext2

A(R,A(−6)), andR̃ the sheaf

associated toR, and we have resolutions (2) and (3) of length 2 overA for these two
modules, it follows easily that Ext2

A(R,A(−6)) equals the full module of sections of the

sheafExt2OP4
(R̃,OP4(−6)), andR the full module of sections of̃R; thus from (1) we infer

the isomorphism ofA-modules

(4) R = Ext2A(R,A(−6)),

which is also an isomorphism ofR-modules since it is functorial with respect to
endomorphisms ofR (which follows from the functoriality of the isomorphismsψ∗ωX =

HomOY
(ψ∗OX, ωY ) and HomOY

(ψ∗OX, ωY ) = Ext2OP4
(ψ∗OX, ωP4) above). The iso-

morphism (4) lifts to an isomorphism of minimal graded free resolutions (2) and (3).
In particular, rankF0 = rankF2, and since AnnA R 6= 0 one has rankF0 − rankF1 +

rankF2 = 0, whence there exists an integern such that rankF0 = rankF2 = n + 1,
rankF1 = 2n+ 2. For the fact that now (2) can be symmetrized to give a resolutionR• as
in the statement of the theorem we refer to [Böh, Section 2] or [Gra, p. 938ff., Lemma 2.1
and Proposition 2.3]. 2

Next, we certainly havepg(S) ≥ 5 for surfacesS as in Definition 1.1, and for simplicity
we assumepg(S) = 5 in what follows. As forK2

S of such surfaces, we list here:

• One can only expect to find canonical surfaces inP4 with pg = 5 andq = 0 in the
range 8≤ K2

≤ 54. The lower bound follows from Castelnuovo’s inequalityK2
≥

3pg + q − 7. The upper bound follows from the Bogomolov–Miyaoka–Yau inequality
K2

≤ 3e(S) in combination with Noether’s formulaK2
+ e(S) = 12(1−q+p), where

e(S) is the topological Euler characteristic ofS.
• ForK2

= 8 resp. 9 the solutions one gets are the complete intersections of type(2,4)
resp.(3,3) (cf. [En, p. 284ff.]).

• Existence is known in the casesK2
= 10,11,12; the caseK2

= 10 is treated in [Cil],
subsequently also in [Cat3, p. 42ff.] and [Ross, p. 108ff.], by approaches different in taste
each time. Moreover, in the latter case one has a satisfactory picture of the moduli space
of these surfaces; forK2

= 11,12 a partial description of the moduli spaces is in [Ross].

Therefore let us also assumeK2
≥ 10 henceforth.
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For the casepg = 5, q = 0, K2
≥ 10, the numbersn, ri, si, i = 1, . . . , n + 1,

appearing in the resolutionR• of Theorem 1.4 are readily calculated; this is done in [Cil,
p. 304, Prop. (5.3)] (cf. also [Cat3, p. 41, Prop. 6.2]):

THEOREM 1.5. For a canonical surface inP4 with q = 0, pg = 5, K2
≥ 10 one has a

resolution of the canonical ringR,

(5) R• : 0 → A(−6)⊕ A(−4)n
(
−βt

αt )
−−−−→ A(−3)2n+2

(α β)
−−−−→ A ⊕ A(−2)n → R → 0,

wheren := K2
− 9.

However, what is important here is that there is a converse to the story told so far, on
which rests the analysis of canonical surfaces done in this work:

THEOREM 1.6. Let R be some finiteA-module with minimal graded free resolution as
in (5). WriteA := (α β), A′ := A with first row erased,In(A′) = Fitting ideal ofn × n

minors ofA′, and assume

• depthIn(A′) ≥ 4.

ThenR is a Gorenstein algebra; assume furthermore that

• X := ProjR has only rational double points as singularities.

EndowY := Supp(R) ⊆ P4 with its scheme structure given byIY = AnnA R. ThenX
is the canonical model of a surfaceS of general type withq = 0, pg = 5, K2

= n + 9.
More precisely, if we writeAY := A/IY , the morphismψ : X → Y ⊂ P4 induced by the
inclusionAY ⊂ R is a finite birational morphism, and is part of a diagram

S Y ⊂ P4

X

-

J
J

JĴ 






�

π

ψκ

whereS is the minimal desingularization ofX, κ is the contraction morphism contracting
exactly the(−2)-curves ofS to rational double points onX, and the compositeπ := ψ ◦κ

is a birational morphism withπ∗OP4(1) = OS(KS) (i.e. it is1-canonical forS). Moreover
Y is a canonical surface inP4.

PROOF. The fact thatR is a Gorenstein algebra (commutative, associative with 1∈ R)
follows from [Böh, Theorem 2.5].

Note that since the ideal of(n + 1) × (n + 1) minors of A, In+1(A) (i.e. the
zeroth Fitting ideal ofR), and AnnA R have the same radical, the Eisenbud–Buchsbaum
acyclicity criterion (cf. [Ei, Thm. 20.9, p. 500]) gives gradeIn+1(A) = grade AnnA R =

codimA AnnA R ≥ 2, whereas also gradeR ≡ grade(AnnA R,A) ≤ projdimA R = 2
(cf. e.g. [B-He, p. 25]), whenceY , defined by the annihilator ideal AnnA R ⊂ A, is in
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fact a two-dimensional algebraic subscheme ofP4. Note in particular thatY mighta priori
very well be reducible or non-reduced with the subscheme structure given by AnnA R. We
deliberately want to avoid assuming anything like AnnA R being prime or radical, since
this is awkward to verify (in machine computations of explicit examples).

R is CM because gradeR = projdimA R and thusR is a perfect module (cf. [B-He,
p. 59, Thm. 2.1.5]). Next, the morphismψ : X → Y induced by the inclusionAY ⊂ R is
finite sinceR is a finiteAY -module and thusψ∗OX = R̃ is a finiteOY -module over any
affine open ofY . NowA′ is a presentation matrix ofR/(AY ·1), whence by Fitting’s lemma,
In(A

′) ⊂ AnnA(R/AY ) and(In(A′) · AY )R ⊂ AY . SinceR is Cohen–Macaulay, we have
grade(In(A′),R) = dimR − dim(R/In(A′)R) ≥ 2, and there is thus a (homogeneous)
elementd ∈ In(A

′) · AY ⊂ AY which is a non-zerodivisor onR (therefore also onAY )
with dR ⊂ AY ⊂ R. Thus one gets

(6) R[d−1] = AY [d−1].

(By the way, this shows that the algebra structure onR is uniquely determined since it is
a subalgebra ofAY [d−1].) From (6) one sees thatψ gives an isomorphism on the degree
zero components of the total rings of quotients ofR resp.AY obtained by inverting all
homogeneous non-zerodivisors in these rings; thusψ is birational.

If R̃ denotes the sheaf onY associated toR, we have the picture

X = SpecR̃ → Y ⊂ P4.

The fact thatX has only rational double points as singularities implies thatX is locally
Gorenstein and the dualizing sheafωX is invertible,ωX = OX(KX), whereKX is an
associated (Cartier) divisor. Moreover, ifωY is the dualizing sheaf forY , we haveψ !ωY =

ωX sinceψ is finite. Moreover, by relative duality for the finite morphismψ ,

ψ∗ωX = ψ∗HomOX
(OX, ψ

!ωY ) = HomOY
(ψ∗OX, ωY ) = Ext2OP4

(R̃, ωP4),

whence, as̃R = Ext2(R̃,OP4(−6)), we get

(7) ψ∗ωX = R̃(1) = ψ∗(ψ
∗OP4(1)).

Thus, sheafifying onX = SpecR̃, we deduce from (7) thatψ∗OP4(1) = ωX, i.e. the
morphismψ is canonical. SinceR equals the full module of sections of the sheafR̃ and
the morphismψ is finite, we get

R =

⊕
m≥0

H 0(P4, ψ∗(ψ
∗OP4(m))) =

⊕
m≥0

H 0(X,OX(mKX)).

(The easiest way to see thatR is equal to the full module of sections ofR̃ is perhaps to
look at the exact sequence relating local and global cohomologies

0 → H 0
m(R) → R →

⊕
m

H 0(P4, R̃(m)) → H 1
m(R) → 0,

wherem = (x0, . . . , x4) is the irrelevant maximal ideal ofA, and to note that sinceR is
Cohen–Macaulay, depthR = dimR = 3 and thusH 0

m(R) = H 1
m(R) = 0.)
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By our assumption thatX has only rational double points as singularities, we see that
our X is a disjoint union of normal projective surfaces (reduced and irreducible) with
only rational double points as singularities such thatωX is ample on each irreducible
component: In fact, asR is a Cohen–Macaulay ring,X is pure two-dimensional by
Macaulay’s unmixedness theorem (cf. [Ei, Cor. 18.14 and Ex. 18.6]), reduced by
assumption, and if two irreducible components met, then removing all the rational
double points would disconnect them; this contradicts Hartshorne’s connectedness theorem
becauseX is Cohen–Macaulay (cf. [Ei, Thm. 18.12]).

Let S be the surface obtained by passing to the minimal desingularization of (each
connected component of)X: It comes equipped with a morphismκ : S → X which
contracts exactly the curves with self-intersection−2 on S. Let π := ψ ◦ κ be the
composition. Clearly it is birational onto the imageY . Then the assumption thatX has
only rational double points as singularities implies that alsoπ∗OP4(1) = ωS and

R =

⊕
m≥0

H 0(S,OS(mKS)).

Now we are almost done: It only remains to see thatY is irreducible and to calculate the
invariants ofS (which might still be a union of several connected components). This can
be done in one stroke now:

The invariantspg(S), q(S), K2
S are immediately found from the resolution (5): If

S had several connected components, their geometric genera would have to add up to
pg(S) = R1 = 5. This is impossible since the morphismπ is 1-canonical and birational
ontoY ⊂ P4.

For the higher plurigenera one hasPm =
(
m
2

)
K2
S+χ(OS),m ≥ 2, by Kodaira’s formula

(cf. [Bom, p. 185]); on the other hand, writingRm for themth graded piece ofR, and⊕
j A(−a0,j ) := A⊕A(−2)n,

⊕
j A(−a1,j ) := A(−3)2n+2,

⊕
j A(−a2,j ) := A(−6)⊕

A(−4)n, one has

dimC Rm =

2∑
i=0

(−1)i
∑
j

(
m− ai,j + 4

4

)

from the Hilbert resolution ofR (
(
k
l

)
= 0 for k < l). Comparing these one concludes that

K2
+ 6− q = 15+ n, 3K2

+ 6− q = 33+ 3n, whence the invariants are the ones given
in the theorem (q = 0 is clear sinceR is CM by Prop. 1.2). 2

REMARK 1.7 (cf. [Cil, §4]). With the set-up of Theorem 1.6,V (In(A′)) = non-normal
locus ofY . In fact,ψ : X → Y is the normalization map, and therefore the sheaf of ideals
AnnOP4 (ψ∗OX/OY ) = AnnOP4 (R̃/OY ) defines the non-normal locus ofY . But sinceA′

is a presentation matrix forR/AY , it is
√

AnnA(R/AY ) =
√
In(A′) (cf. e.g. [Ei, Prop.

20.6, p. 498]) and the assertion follows.

REMARK 1.8. If Y ⊂ P4 has only improper double points as singularities (i.e. points
with tangent cone consisting of two planes spanningP4), thenY is sometimes said to have
ordinary singularities. We state here (cf. [Cil, p. 306ff.]):
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THEOREM 1.9. Letπ : S → Y ⊂ P4 be a canonical surface withq = 0, pg = 5. If Y

has ordinary singularities, the numberδ(Y ) :=
(K2

S−8
2

)
is the number of improper double

points ofY (a very special case of the “double point formula of Severi”).

REMARK 1.10. Given a matrixA = (α β) with entries in the first row cubic forms
on P4 and linear entries otherwise, satisfyingαβ t = βαt , in machine computations
(e.g. with Macaulay 2, cf. [G-S]) one will usually check the following properties ofA

in order for the hypotheses of Theorem 1.6 to be satisfied: First, codimIn+1(A) = 2
and codimIn(A′) ≥ 4. Secondly, to check thatX = ProjR has only rational double
points as singularities, it suffices to check that the subscheme ofP4 defined byIn+1(A)

is regular away from a finite number of improper double points (i.e. it is in particular
reduced, whence coincides with the subscheme defined by AnnA R): Indeed,ψ : X → Y

is the normalization map (the fact thatX = ProjR is normal follows in this case because
X is isomorphic toY away from a codimension 2 subset and hence is non-singular in
codimension 1 and Cohen–Macaulay: thus it is normal by Serre’s criterion). If one knows
the singular points ofY explicitly, the fact that they are improper double points follows by
a tangent cone computation which is in general quite feasible.

2. ANALYSIS OF THE CASEK2
= 11

Let π : S → Y be a canonical surface inP4 with q = 0, pg = 5,K2
= 11. According to

Theorem 1.5, one has a resolution

(1) R• : 0 → A(−6)⊕ A(−4)2
(
−βt

αt )
−−−−→ A(−3)6

(α β)
−−−−→ A ⊕ A(−2)2 → R → 0

of the canonical ringR of S. We want to solve the ring condition (= Gorenstein symmetry
condition) explicitly in this case. More notation:

(2) A := (α β) =:

A1 A2 A3 B1 B2 B3
a1 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 b6

 ,

where theAi , Bi , i = 1,2,3, are cubic forms, theaj , bj , j = 1, . . . ,6, are linear forms;
A′ := A with first row erased,I2(A), I2(A′) := Fitting ideals of 2× 2 minors ofA, A′

respectively;IY := AnnA R, AY := A/IY . Furthermore we will assume that

(A) the zeroth Fitting ideal ofR/AY , i.e. I2(A′), definesscheme-theoreticallythree
reduced points inP4.

This is of course equivalent to saying that the saturation ofI2(A
′) is the homogeneous ideal

of three reduced points inP4. This is a natural condition from the point of view of Theorem
1.9: if Y has ordinary singularities, thenY has exactly three improper double points; the
three points are exactly the non-normal points ofY by Remark 1.7.

The following is the key result:

LEMMA 2.1. If assumption(A) holds, then acting on the tableau in(2) with elements(1
0

0
ϕ

)
, ϕ ∈ Gl2(C), from the left, and elements ofSp6(C) from the right, one can eventually
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obtain the normal form

(3) Ã =

 Ã1 Ã2 Ã3 B̃1 B̃2 B̃3

0 ã2 ã3 0 b̃2 b̃3

ã4 −ã2 0 b̃4 −b̃2 0

 =: (α̃ β̃)

such that Gorenstein symmetry still holds:α̃β̃ t = β̃α̃t . Theãi , b̃i are linear forms such
that

V (ã2, ã3, b̃2, b̃3) = {first non-normal point ofY },

V (ã4, ã2, b̃4, b̃2) = {second non-normal point ofY },

V (ã4, ã3, b̃4, b̃3) = {third non-normal point ofY }.

(TheÃj , B̃j , j ∈ {1,2,3}, are of course cubics, linear combinations of theAj , Bj .)

Before giving the proof we make a preliminary observation:

REMARK 2.2. Writeαµ resp.βν for theµth resp.νth column ofα resp.β. We want to
make a list of some invertible row and column operations onA that preserve the Gorenstein
symmetry:

(i) Elementary operations on rows: indeed,∀g =
(1

0
0
ϕ

)
, ϕ ∈ Gl2(C) : αβ t = βαt ⇒

(gα)(gβ)t = (gβ)(gα)t .
(ii) For λ ∈ C andµ a fixed but arbitrary column index, addingλβµ toαµ: Note that both

sides of each of the equations
∑
i αhiβli =

∑
i βhiαli are just changed by a summand

λβhµβlµ. This operation is of course as well applicable with the rôles ofα andβ
interchanged.

(iii) For λ ∈ C andµ, ν column indices, addingλβν to αµ and at the same time adding
λβµ to αν : Both sides of each of the equations

∑
i αhiβli =

∑
i βhiαli change by a

summandλ(βhνβlµ + βhµβlν) [(ii) is thus a special case of (iii) withµ = ν]; the
same operation also with the rôles ofα, β interchanged.

(iv) For λ ∈ C and µ 6= ν column indices, addingλαν to αµ and simultaneously
subtractingλβµ from βν : This is O.K. since it corresponds to changing the left side
of

∑
i αhiβli =

∑
i βhiαli by a summandλ(αhνβlµ−αhνβlµ) = 0, and the right side

by a summandλ(βhµαlν − βhµαlν) = 0; the same operation also with the rôles of
α, β interchanged.

(v) For µ 6= ν, interchanging columnsαµ, αν and at the same time interchanging
columnsβµ, βν , which clearly preserves the symmetry.

(vi) For a column indexµ, multiplying columnαµ by −1 and then interchanging columns
−αµ andβµ (i.e. the substitutionαµ 7→ βµ, βµ 7→ −αµ): Namely,

∑
i αhiβli =∑

i βhiαli ⇔
∑
i 6=µ αhiβli − βhµαlµ =

∑
i 6=µ βhiαli − αhµβlµ.

Call these operations (Op). Note that (Op)(ii)–(vi) correspond to multiplication onA from
the right by symplectic 6× 6 matrices. In fact, more systematically, one sees that since

symplectic matrices

(
S1 S2
S3 S4

)
∈ Gl2n+2(C), S1, S2, S3, S4 (n+ 1)× (n+ 1)matrices,

can be characterized by the equationsS1S
t
2 = S2S

t
1, S3S

t
4 = S4S

t
3, S1S

t
4 − S2S

t
3 = In+1,

if A = (α β) is an(n + 1) × (n + 1) matrix with αβ t symmetric (as in Thm. 1.5) then
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also(αS1 + βS3)(αS2 + βS4)
t is symmetric (this is also immediate because the symmetry

condition can be rephrased as saying that, for each choice of homogeneous coordinate
vector(x0 : . . . : x4) in P4, the rows of(α β) span an isotropic subspace for the standard
symplectic form onC2n+2, and a matrix is symplectic iff its transpose is).

To make the proof of Lemma 2.1 more transparent we state the following auxiliary
result separately; it will be invoked later a couple of times. The condition thatI2(A

′)

definesscheme-theoreticallythree reduced points was posed in order to have this result
at our disposal. Otherwise (A) could be replaced by the requirement thatY has exactly
three non-normal points.

LEMMA 2.3. A matrixA′ satisfying condition(A) cannot have a column with all entries
equal to zero.

PROOF. Assume that

A′
=

(
0 a2 a3 b1 b2 b3
0 a5 a6 b4 b5 b6

)
.

Then the three reduced points are defined scheme-theoretically by the vanishing of the
maximal minors of a 2× 5 matrix. Codimension 4 is the expected codimension for the
degeneracy locus of a 2× 5 matrix of linear forms; but then the degree of the subscheme
defined by the vanishing of the maximal minors must be 5, a contradiction. (This is a
special case of Porteous’ formula; see [Mi, Lemma 1.1.1].)2

PROOF OFLEMMA 2.1. First a general remark: Given a matrix of linear forms, call an
arbitrary linear combination of the rows with not all coefficients zero ageneralized row.
Then the locus where the rows are linearly dependent is the union, over all generalized
rows, of the linear spaces cut out by the linear forms which are the entries of the generalized

row. Therefore we can assumeA′
=

(
a1 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 b6

)
to be such that one of

the non-normal points is given by the vanishing of the linear forms in the upper row ofA′,
the second one by the vanishing of the linear forms in the lower row, and the third as the
zero set of the linear forms obtained by adding up the two rows.

The rest of the proof is a game on the tableauA′, using (Op) and symmetry, and
deriving Koszul sequences from the fact that the rows ofA′ resp. their sum define three
distinct points. To ease notation, we will treat theai , bi , i = 1, . . . ,6, andA′ as dynamical
variables. For clarity’s sake, we will box certain assumptions in the course of the following
argument.

Using (Op)(v)–(vi), then (iv) and finally (iii) one gets

(4) A′
=

(
0 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 b6

)
.

a4 = 0 : This cannot occur thanks to Lemma 2.3.

a4 6= 0 : Use (Op)(v), (vi), (iv), (iii) in this order to put a zero in place ofb6

(a4, a5, a6, b5, b6 are dependent!):

(5) A′
=

(
0 a2 a3 b1 b2 b3
a4 a5 a6 b4 b5 0

)
.
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We claim that nowa2, b1, b2, b3 are dependent: For if they are independent we can also
assumea4, a5, a6, b5 to be independent (otherwise interchange rows and use (Op)(v),
(vi)). Symmetry givesb1a4 + b2a5 + b3a6 + b5 · (−a2) = 0, which is a Koszul relation
saying there are antisymmetric matricesS, S̃ of scalars such that

a4
a5
a6
b5

 = S̃


b1
b2
b3

−a2

 ,


b1
b2
b3

−a2

 = S


a4
a5
a6
b5

 ,

S̃S = I , andS, S̃ are invertible. Now interchange the 4th and 5th columns ofA′ and

multiply by

S
t

· · · 0
... 1 0
0 0 1

 on the right. (This will in general destroy the symmetry but

preserve the points that are defined by the rows ofA′ and their sum; this operation is
only used to derive a contradiction.) The second row of the transformed matrix is then
(b1, b2, b3,−a2, b4,0), and one sees that it either defines∅ or the same point as the first
row, a contradiction because we assumed the points defined by the rows ofA′ to be distinct.
Thereforea2, b1, b2, b3 are dependent.

We claim further that thena2, b2, b3 are independent. Suppose not. Since the
possibility of a zero column was excluded by Lemma 2.3, we can then use (Op)(iii) and

if necessary (vi) to getA′
=

(
0 0 a3 b1 b2 b3
a4 a5 a6 b4 b5 0

)
. Herea3, b1, b2, b3 are

independent. We have two cases:

(1) a4, a5, a6 are independent. Then symmetry implies that there exist antisymmetric
matricesT , T̃ of scalars such that a4

a5
a6

 = T

 b1
b2
b3

 ,

 b1
b2
b3

 = T̃

 a4
a5
a6

 ;

but thenT , T̃ are invertible, contradicting the fact that a skew-symmetric matrix of
odd size has determinant zero.

(2) a4, a5, a6 are dependent. Since no zero column can occur (Lemma 2.3), we can use

(Op)(iv) to writeA′
=

(
0 0 a3 b1 b2 b3
a4 a5 0 b4 b5 0

)
; but the symmetrya4b1 = −a5b2

tells us that we are left with discussing the caseA′
=

(
0 0 a3 −a5 a4 b3
a4 a5 0 b4 b5 0

)
.

But then the points defined by the second row and the sum of the rows coincide, or the
linear forms in the sum of the rows define∅, a contradiction.

Using the last two boxed assumptions and (Op)(iii) and then (iv), we can pass from the
shape ofA′ in (5) to

(6) A′
=

(
0 a2 a3 0 b2 b3
a4 a5 a6 b4 b5 0

)
.
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Now we play the game again, but this time it is quicker. We claim:

a5, a6, b5 are dependent: If not, the symmetrya5b2 + a6b3 + b5(−a2) = 0 gives as
above the existence of 3× 3 invertible skew-symmetric matrices, a contradiction. But we
also claim: a5, b5 are independent: Otherwise we get, using (Op)(ii) and possibly (vi),

A′
=

(
0 a2 a3 0 b2 b3
a4 0 a6 b4 b5 0

)
, and using the symmetrya2b5 = a6b3, we must look

at A′
=

(
0 a6 a3 0 b2 b5
a4 0 a6 b4 b5 0

)
. But then either the points defined by the second

row ofA′ and the sum of its rows resp. coincide, or the linear forms in the sum of the rows
define∅, a contradiction. Using the previous two boxed assumptions and (Op)(iv) and then
(iii), we can pass from (6) to

(7) A′
=

(
0 a2 a3 0 b2 b3
a4 a5 0 b4 b5 0

)
.

Invoking the symmetrya2b5 = a5b2 a last time, we are through:

A′
=

(
0 a2 a3 0 b2 b3
a4 −a2 0 b4 −b2 0

)
.

This concludes the proof of Lemma 2.1. 2

We now proceed to apply the normal form obtained in Lemma 2.1 to solve the
Gorenstein symmetry condition imposed on the matrixA and to analyze the moduli space
of canonical surfacesπ : S → Y ⊂ P4 with q = 0, pg = 5 andK2

= 11. Combining
what has been said so far with Theorem 1.6, we conclude the following: The datum (D) of

a matrix

A =

A1 A2 A3 B1 B2 B3
0 a2 a3 0 b2 b3
a4 −a2 0 b4 −b2 0


with theAi, Bi, i = 1, . . . ,3, cubic forms,a2, a3, a4, b2, b3, b4 linear forms
onP4 satisfying the symmetryA2b2 + A3b3 + B2(−a2)+ B3(−a3) = 0, A1b4 +

A2(−b2) + B1(−a4) + B2a2 = 0, plus the open conditions thatI2(A′) defines
scheme-theoretically three reduced points inP4, and that withR := cokerA,
AnnA R be of codimension2 andX = ProjR have only rational double points as
singularities, modulo graded automorphisms ofA⊕A(−2)2 resp.A(−3)6 (acting
onA from the right resp. left) which preserve the normal form ofA just described,
modulo automorphisms ofP4,

is equivalent to the datum (D′) of

a canonical surfaceπ : S → Y ⊂ P4 with q = 0, pg = 5, K2
= 11 such that,

denoting byR the canonical ring ofS, the zeroth Fitting ideal ofR/A · 1R as a
module over the homogeneous coordinate ring ofP4 defines scheme-theoretically
three reduced points inP4, modulo isomorphism.
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We now describe the set of isomorphism classes of surfaces in (D′) inside their moduli
spaceMK2,χ = M11,6:

First one notes that the symmetry condition in (D) amounts to the existence of
skew-symmetric 4× 4 matricesP = (Pij ) and Q = (Qij ) of quadratic forms
such that (−B2,−B3, A2, A3)

t
= P(a2, a3, b2, b3)

t and (−B1,−B2, A1, A2)
t

=

Q(a4,−a2, b4,−b2)
t . Of course there is some ambiguity in the choice of(Pij ), (Qij ),

for the Koszul complexesK•(a2, a3, b2, b3) andK•(a4,−a2, b4,−b2) associated to these
regular sequences

A(−4)
d3
� A(−3)4

d2
−→ A(−2)6

d1
−→ A(−1)4

d0
−→ A � A/(a2, a3, b2, b3),

A(−4)
d ′

3
� A(−3)4

d ′

2
−→ A(−2)6

d ′

1
−→ A(−1)4

d ′

0
−→ A � A/(a4,−a2, b4,−b2)

show that e.g. the vector(Pij )i<j ∈ A(−2)64 is only determined up to addition of
d2(l) where l ∈ A(−3)44 is a vector of linear forms, and twol’s give rise to the same
(Pij )i<j iff they differ by d3(s) wheres ∈ A(−4)4 is a complex scalar. In other words,
dimC(ker(d1)4) = 19 and effectively, instead of the(Pij )i<j , one chooses(P ij )i<j ∈

A(−2)64/d2(A(−3)44/d3(A(−4)4)). Similarly for the(Qij ).

Next it is clear that whereas nowP24 and Q13 are subject to no further relations,
for the{(Pij )i<j } − {P24} and{(Qij )i<j } − {Q13} the relations

A2 = −P13a2 − P23a3 + P34b3, B2 = −P12a3 − P13b2 − P14b3,

A2 = −Q14a4 +Q24a2 −Q34b4, B2 = Q12a4 −Q23b4 +Q24b2

imply

Q14a4 + (P13 +Q24)(−a2)+ (−P23)a3 +Q34b4 + P34b3 = 0,(8)

Q12a4 + P12a3 + (−Q23)b4 + (P13 +Q24)b2 + P14b3 = 0.(9)

We claim that we can assume that the sequences(a4,−a2, a3, b4, b3) and (a4, a3, b4,

b2, b3) are both regular, whence (8) and (9) would be Koszul relations. According to
the normal form of the matrixA given in (D),a4, a3, b4, b3 are independent (and define
one of the non-normal points ofY ). Assume both−a2 and b2 were expressible in
terms of the latter. ThenV (a2, a3, b2, b3) andV (a4, a3, b4, b3) would not give distinct
points, a contradiction. Therefore at least one of the sequences(a4,−a2, a3, b4, b3)

and (a4, a3, b4, b2, b3) is regular. But if one of them,(a4,−a2, a3, b4, b3) say, is not
regular, then replacinga2 with a2 + b2 (which corresponds to applying once (Op)(ii)
to the matrixA) the sequence(a4,−(a2 + b2), a3, b4, b3) will be regular. Similarly if
(a4, a3, b4, b2, b3) fails to be regular.

Therefore considering (8) and (9) as Koszul relations, one gets two skew-symmetric
5 × 5 matricesL = (Lkl) andM = (Mkl) of linear forms such that

(Q14, P13 +Q24,−P23,Q34, P34)
t
= L(a4,−a2, a3, b4, b3)

t ,(10)

(Q12, P12,−Q23, P13 +Q24, P14)
t
= M(a4, a3, b4, b2, b3)

t .(11)
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Set a := (a4,−a2, a3, b4, b3) and a′ := (a4, a3, b4, b2, b3). Again looking at Koszul
complexes

A(−5)
D4
� A(−4)5

D3
−→ A(−3)10 D2

−→ A(−2)10 D1
−→ A(−1)5

D0
−→ A � A/a,

A(−5)
D′

4
� A(−4)5

D′

3
−→ A(−3)10 D′

2
−→ A(−2)10 D′

1
−→ A(−1)5

D′

0
−→ A � A/a′

one sees that whereas e.g. the(Lkl) are not unique, the(Lkl)k<l ∈ A(−2)10
3 /D2(A(−3)10

3 )

are, and dimC(ker(D1))3 = 10. Likewise for the(Mkl).
Now equations (10) and (11) should be interpreted as saying that after one ofP13 and

Q24, P13 say, is chosen freely, the otherP ’s andQ’s in (10) and (11) are determined by
L, M, a, a′.

Furthermore one remarks that then the six(Lkl)k<l, k 6=2, l 6=2 and the six

(Mkl)k<l, k 6=4, l 6=4 satisfy no further relations, but the other ones enter in the following

relation resulting from equating the second resp. fourth vector components of (10) resp.
(11):

(12) (M14 − L12)a4 + (M24 + L23)a3 + (M34 + L24)b4 + (−M45 + L25)b3 = 0.

The sequence(a4, a3, b4, b3) is regular by the characterization of the normal form ofA

given in (D). One therefore infers the existence of a skew-symmetric 4×4 matrixS = (Srs)

of complex scalars such that

(13) (M14 − L12,M24 + L23,M34 + L24,−M45 + L25)
t
= S(a4, a3, b4, b3)

t

and one notes that the(Srs) are then uniquely determined from equation (12). Moreover
upon choosingM14, M24, M34, M45 arbitrarily, we can recoverL12, L23, L24, L25

from S and(a4, a3, b4, b3) using (13); and the six scalars(Srs)r<s are not subject to any
other relation in the present set-up.

To get back to the study of the moduli space of surfaces in (D′), fit together the
at , bt , t = 2, . . . ,4, and all the boxed objects above into one big affine space of parameters:

P =


t ∈ {2,3,4}; k, l, κ, λ ∈ {1, . . . ,5}, κ < λ,

(at , bt , P24,Q13, k < l, k 6= 2, l 6= 2; r, s ∈ {1, . . . ,4}, r < s;

P13, Lkl,Mκλ, Srs) andP24, Q13, P13 quadratic, at , bt , Lkl,
Mκλ linear in the hom. coord. (x0 : . . . : x4),

Srs complex scalars

 .
Counting one finds that there are 3 quadratic forms, 22 linear forms and 6 scalars inP,
depending on 45, 110 and 6 parameters respectively, whence we haveP = A161.

According to the above discussion, for each choice in an open set ofP one gets a matrix
A meeting the requirements in (D) and a ringR which is the canonical ring of a surface
of general typeS as in (D′). In other words, the parameter space for the canonical rings
of the surfaces in (D′) is a projection of an open set ofP. One has to show that this open
set is non-empty; this is possible, making general choices inP and verifying that one gets
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a matrixA fulfilling the open conditions in (D) e.g. with the help of a computer algebra
package like Macaulay 2 (cf. [G-S]); it is convenient to choose

A′
=

(
0 x2 x0 − x4 0 x3 + x4 x3

x3 − x1 −x2 0 −x4 −x3 − x4 0

)
,

an example already showing up in [Ross]. It is easy to verify with Macaulay 2 that in
this case the saturation ofI2(A′) is radical and defines the points(1 : 0 : 0 : 0 : 0),
(0 : 1 : 0 : 0 : 0), (0 : 0 : 1 : 0 : 0) in P4. One then completes the matrixA′ to a matrixA
by making generic choices for the cubic formsAi , Bi , i = 1,2,3 (such that the symmetry
holds). Another check with Macaulay 2 shows that suchAwill have the required properties
listed in Remark 1.10. We give the necessary computations in the Appendix below.

In particular, by the preceding remark one finds that the surfaces in (D′) form an
irreducible open setU inside their moduli space, andU is unirational (sinceP is rational).

Moreover, the set of matricesA as in (D) can be identified with an open subset

V ⊂ Ad

where

d = 161 dimP − 38(dimC(ker(d1)4)+ dimC(ker(d ′

1)4))

−20(dimC(ker(D1)3)+ dimC(ker(D′

1)3)) = 103.

To calculate the dimension ofU we note that we have three groups acting on the setV of
normal forms of matricesA in (D):

(1) The groupΓ of graded automorphisms of the ringA, i.e. Γ = Gl5(C) and dimΓ
= 25.

(2) Λ =

graded auto.’s ofA ⊕ A(−2)2 of the form

 s1 q1 q2
0 s2 0
0 0 s2


with s1, s2 ∈ C\{0} andq1, q2 quadratic. Here dimΛ = 32.

(3) Θ =


group of invertible matrices


λ1 0 0 µ1 0 0
0 λ2 0 0 µ2 0
0 0 λ3 0 0 µ3
µ4 0 0 λ4 0 0
0 µ5 0 0 λ5 0
0 0 µ6 0 0 λ6




∩ Sp6(C),

whereλi ∈ C, µi ∈ C, i = 1, . . . ,6, and Sp6(C) denotes the group of symplectic
6 × 6 matrices. We have dimΘ = 9.

Denoting by% the homomorphism

% : Γ → Aut(Λ×Θ), γ 7→ ((L, T ) 7→ (γ (L), γ (T ))),

we find that the semi-direct product

(Λ×Θ)o% Γ
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acts onV from the left in the following way: forA ∈ V and((L, T ), γ ) ∈ (Λ×Θ)o% Γ

we have
((L, T ), γ ) · A = Lγ (A)T −1.

The subgroupI of the semi-direct product consisting of those((L, T ), γ ) with

L =

 s3 0 0
0 s 0
0 0 s

 , T = 6 × 6 identity matrix,

γ = the automorphism ofA that multipliesxi, i = 0, . . . ,4,

by s−1 for somes ∈ C∗,

acts trivially onV. We put
G := ((Λ×Θ)o% Γ )/I.

Then dimG = 65. ThenG acts onV with finite stabilizers: to see this it suffices to note
that, the surfaces under consideration being of general type, there are only finitely many
projectivities carryingY ⊂ P4 onto itself, and that secondly, the equation

LAT −1
= A

for A ∈ V, (L, T ) ∈ Λ×Θ can hold only if

L = ±3 × 3 identity matrix, T = ±6 × 6 identity matrix

(the latter follows from a direct calculation using the facts that thea2, a3, b2, b3 resp.a4,
−a2, b4, −b2 occurring inA are independent linear forms and thatT is symplectic, whence
if T is a homothety, it must be± the identity).

Thus an upper bound for the dimension ofU is

103 dimV − 65 dimG = 38.

On the other hand, dimU ≥ 10χ − 2K2
= 38 by general principles (see [Cat1b, p. 484]).

Thus dimU = 38 and one obtains the following theorem:

THEOREM 2.4. Regular surfacesS of general type withpg = 5, K2
= 11 such that the

canonical map is a birational morphism onto the imageY ⊂ P4 and such that assumption
(A) above is satisfied, form an irreducible unirational open setU of dimension38 inside
their moduli space.

3. APPENDIX

Here we describe the Macaulay 2 computation [G-S] to prove existence of matricesA

fulfilling the conditions of datum (D) on page 50 above. We do it by checking the required
properties listed in Remark 1.10. For the sake of brevity, we do not reproduce our entire
Macaulay 2 session here, but use a mixture of code and words to explain it. We first input
the example of the matrixA′

A′
=

(
0 x2 x0 − x4 0 x3 + x4 x3

x3 − x1 −x2 0 −x4 −x3 − x4 0

)
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given on page 53 above (we call itAsmall ) and check that the saturation ofI2(A′) is
radical. The code is:

R=ZZ/31991[x_0..x_4];
Asmall=matrix{{0,x_2,x_0-x_4,0,x_3+x_4,x_3},

{-x_1+x_3,-x_2,0,-x_4,-x_3-x_4,0}}
Ismall=minors(2,Asmall);
Ismallsat=saturate Ismall;
Ismallsat==radical Ismallsat

Thus the matrixA′ scheme-theoretically defines the pointsP1 = (1 : 0 : 0 : 0 : 0),
P2 = (0 : 1 : 0 : 0 : 0) andP3 = (0 : 0 : 1 : 0 : 0) in P4. Then we have to choose
a random vector(A1, A2, A3, B1, B2, B3) of cubic forms such that, after concatenating it
with the matrixA′, we get a matrixA = (α β) which satisfies the symmetryαβ t = βαt .
Such a vector of cubics is in the kernel of the following matrixM:

M =

(
0 x3 + x4 x3 0 −x2 −x0 + x4

−x4 −x3 − x4 0 x1 − x3 x2 0

)
.

Thus we createA as follows:

M=matrix{{0,x_3+x_4,x_3,0,-x_2,-x_0+x_4},
{-x_4,-x_3-x_4,0,x_1-x_3,x_2,0}}

G=generators (kernel M);
Aux1=random(Rˆ1,Rˆ{-2,-2,-2});
Auxx1=transpose Aux1;
Aux2=random (Rˆ1,Rˆ{-1,-1,-1,-1,-1,-1,-1,-1});
Auxx2=transpose Aux2;
Aux3=Auxx1||Auxx2;
C=G*Aux3;
D=transpose C;
A=D||Asmall;
alpha=submatrix(A,{0,1,2},{0,1,2});
beta=submatrix(A,{0,1,2},{3,4,5});
alpha*(transpose beta)==beta*(transpose alpha)

One then checks that the subscheme defined by the maximal minors ofA is of codimen-
sion 2 and its singular locus coincides with the pointsP1, P2, P3:

Isurface1=saturate minors(3,A);
codim Isurface1
Sing=Isurface1+minors(2, jacobian Isurface1);
Sing=saturate Sing;
Ismallsat==radical Sing

It remains to investigate the nature of the singularities of the subscheme defined byI3(A)

at the pointsP1, P2, P3. In fact, they all turn out to be improper double points. For this
we compute the tangent cone at these points. Let us look for example atP1. Unfortunately,
if we put x0 = 1 in the polynomials that are the generators ofIsurface1 and then
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take leading terms, it is not necessarily true that the resulting polynomials determine the
tangent cone atP1 (cf. [CLS, Chapter 9, §7, p. 485]). However, this procedure does yield
the correct result if we first compute a Gröbner basis ofIsurface1 with respect to
a monomial order such that any monomial involvingx0 is greater than any monomial
involving only x1, . . . , x4 (cf. [CLS, Ch. 9, §7, Prop. 4]). For example the lexicographic
order withx0 > x1 > x2 > x3 > x4 will do:

Rnew=ZZ/31991[x_0,x_1,x_2,x_3,x_4,MonomialOrder=>Lex];
Isurface2=substitute(Isurface1,Rnew);
Gro=transpose gens gb Isurface2;

The elements of the desired Gröbner basis are now stored in the matrixGro (it had
178 entries in our test computation which might seem slightly large, but the rest of the
computational steps went through). We now have to putx0 = 1 in the polynomials which
are the entries ofGro and create the idealtangentconepoint1 generated by the
leading terms of the resulting polynomials. This is most efficiently done by successively
differentiating the entries ofGro with respect tox0: If e is one of the entries and
∂j+1e/∂x

j+1
0 = 0, but ∂j e/∂xj0 6= 0, then we store∂j e/∂xj0 among the generators of

the idealtangentconepoint1 (in our test computation, differentiating the entries of
Gro four times with respect tox0 already yielded the zero matrix). We can then extract the
information we want by typing

codim tangentconepoint1
degree tangentconepoint1
genera tangentconepoint1
tangentconepoint1==top tangentconepoint1
tangentconepoint1==radical tangentconepoint1

One finds that tangentconepoint1 defines a pure two-dimensional reduced
subscheme of degree 2 inP4 whose general hyperplane section has arithmetic genus−1:
This hyperplane section thus consists of two skew lines inP4 andtangentconepoint1
defines two planes that spanP4 and intersect in the pointP1.

The computations for the pointsP2 andP3 are of course completely analogous.
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