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ABSTRACT. — We find sufficient conditions for a probability measureµ to satisfy an inequality of the type∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
Rd
f 2c∗

(
|∇f |

|f |

)
dµ+ B

∫
Rd
f 2 dµ,

whereF is concave andc (a cost function) is convex. We show that under broad assumptions onc andF the
above inequality holds if for someδ > 0 andε > 0 one has∫ ε

0
Φ

(
δc

[
tF (1/t)

Iµ(t)

])
dt < ∞,

whereIµ is the isoperimetric function ofµ andΦ = (yF (y)− y)∗. In the particular case when

Iµ(t) ≥ ktϕ1−1/α(1/t),

whereϕ is a concave function growing not faster than log,k > 0, 1< α ≤ 2 andt ≤ 1/2, we establish a family
of tight inequalities interpolating between theF -Sobolev and modified inequalities of log-Sobolev type. A basic
example is given by convex measures satisfying certain integrability assumptions.
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1. INTRODUCTION

The celebratedlogarithmic Sobolev inequality

(1) Entµ f
2 :=

∫
Rd
f 2 log

(
f 2∫

Rd f
2 dµ

)
dµ ≤ 2C

∫
Rd

∣∣∇f ∣∣2 dµ,
whereµ = e−V dx is a probability measure, has numerous applications in probability
theory, mathematical physics, and geometry. It appeared first in the work of Gross [19],
where he established (1) for the standard Gaussian measure. Gross discovered that (1)
implies hypercontractivity of the semigroupetL generated byL = ∆− 〈∇V,∇〉.

Necessary and sufficient conditions for (1) have been intensively studied by many
authors (see [1]). It is well-known that for every probability measure satisfying (1) there
existsε > 0 such that

(2) eε|x|
2

∈ L1(µ).

It has been shown by Wang [26] that this assumption is sufficient providedµ is convex, i.e.,
has the formµ = e−V dx, whereV is a convex function (in the literature convex measures
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are also called log-concave). Wang’s proof employs the associated diffusion semigroup.
Bobkov [6] gave another proof of this result by applying the Prékopa–Leindler theorem and
isoperimetric inequalities. There exist non-convex measures satisfying (1). For example,
according to a result of Holley and Stroock, ifµ satisfies (1), every probability measure
eϕ · µ with a ≤ ϕ ≤ b satisfies the logarithmic Sobolev inequality withC′

= e2(b−a)C.
Recall that (1) implies thePoincaŕe inequality

(3) Varµ f :=
∫

Rd
f 2 dµ−

(∫
Rd
f dµ

)2

≤ C

∫
Rd

|∇f |
2 dµ.

The log-Sobolev inequality can be considered as a Poincaré-type inequality for the
L2 logL-Orlicz norm. By using this observation and some classical results on Hardy’s
inequality with weights, Bobkov and G̈otze [7] established necessary and sufficient
conditions for (1) on the real line. Namely,µ = ρ dx satisfies (1) if and only if

sup
x<m

F(x) log

(
1

F(x)

) ∫ m

x

dx

ρ(x)
< ∞,

sup
x>m

(1 − F(x)) log

(
1

1 − F(x)

) ∫ x

m

dx

ρ(x)
< ∞,

whereF(x) = µ((−∞, x]) andm is the median ofµ.
It is well-known that (1) (as well as the classical Sobolev inequalities) is closely related

to the isoperimetric inequalities. For every BorelA ⊂ Rd we denote byµ+(A) the surface
measure of the boundary∂A:

µ+(A) = lim
h→0

µ(Ah)− µ(A)

h
,

whereAh = {x : dist(x,A) ≤ h} is theh-neighborhood ofA. It was proved by Ledoux
[23] that the isoperimetric inequality of the Gaussian type

µ+(A) ≥ cϕ(Φ−1(µ(A)))

implies (1). Here

ϕ(x) =
1

√
2π
e−x

2/2, Φ(x) =

∫ x

−∞

ϕ(s) ds.

Some sufficient conditions for (1) can be obtained by perturbation methods. For
example, Carlen and Loss applied in [12] the log-Sobolev inequality∫

Rd
f 2 logf 2 dx ≤

1

πe2

∫
Rd

|∇f |
2 dx,

∫
Rd
f 2 dx = 1,

for Lebesgue measure. In particular, they proved thatµ = e−V dx satisfies (1) provided
that

1

4
|∇V |

2
−

1

2
∆V − πe2V

is bounded from below andµ satisfies (3) (see also [3] and [13]).
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It follows from (2) thatµ has a very fast decay. However, many distributions exhibit
some weaker, yet useful properties. Below we consider the following generalizations of (1):

1) Thedefective log-Sobolev inequality

Entµ f
2

≤ 2C
∫

Rd
|∇f |

2 dµ+ B

∫
Rd
f 2 dµ.

2) TheF -Sobolev inequality∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ 2C

∫
Rd

|∇f |
2 dµ+ B

∫
Rd
f 2 dµ,

whereF is a concave function.
3) Themodified log-Sobolev inequality

(4) Entµf
2

≤ C

∫
Rd
f 2c∗

(
|∇f |

|f |

)
dµ

for some convexc : R+
→ R+. Herec∗(x) = supy∈R+(〈x, y〉 − c(y)).

Inequality of type 1) implies the hyperboundedness of the associated semigroups (see
[15]). A basic example for 2) and 3) is given by the following measure on the real line:

µα = Zαe
−|x|α dx,

where 1< α ≤ 2. It was proved in [16] thatµα satisfies (4) with

(5) c(x) = cA,α(x) =


x2

2
if |x| ≤ A,

A2−α |x|α

α
+ A2α − 2

2α
if |x| ≥ A,

for every A > 0. By the tensorization argument the result holds also in the
multidimensional case for the product measure

∏d
i=1µα( dxi) and the cost function

cd,A,α(x) =
∑d
i=1 cA,α(xi). On the other hand, by a result from [3],µα satisfies∫

f 2 log2/β(1 + f 2) dµ−

(∫
f 2 dµ

)
log2/β

(
1 +

∫
f 2 dµ

)
≤ C

∫
|∇f |

2 dµ,

where 1/α + 1/β = 1. One can easily verify thatc∗A,α = cA,β .
The caseα ≥ 2 has been considered in [9]. In this case the measure

µ = Zα,d

d∏
i=1

e−|xi |
α

dxi

onRd satisfies the inequality

(6) Entµ |f |
β

≤ C

∫
Rd

∑
i

|∂xif |
β dµ.
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Among other generalizations of (1) let us mention an important result from [22] on
a family of inequalities interpolating between log-Sobolev and Poincaré. If 1 < α ≤ 2,
1 ≤ p ≤ 2, then for every smoothf one has∫

Rd
f 2 dµα −

(∫
Rd

|f |
p dµα

)2/p

≤ C(2 − p)2(1−1/α)
∫

Rd
|∇f |

2 dµα.

Inequalities of this type were first proved by Beckner in [5] for Gaussian measures. For
further development and connections with theF -Sobolev inequality, see [3], [4], and [27].

Inequality (4) is closely related to theTalagrand transportation inequality

(7) Wc(µ, f · µ) ≤ Entµ f,

wheref · µ is another probability measure andWc is the minimum of the Kantorovich
functional for the cost functionc (see [25] for details). In fact, under broad assumptions
on c, inequality (4) is stronger than (7). This was shown in [24] for the case of quadratic
cost function. It was proved in [14] by the optimal transportation method that (4) holds for
measures of the typeµ = e−V dx, whereV satisfies

V (b)− V (a) ≥ 〈∇V (a), b − a〉 + αc(b − a)

for someα > 0 and a proper choice ofc. For recent progress in transportation inequalities,
including some exponential- and power-type estimates, see [10], [11], [17], [18], [21], and
the references therein.

In this paper we obtain sufficient conditions which guarantee inequalities of the
following type:

(8)
∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
Rd
f 2c∗

(
|∇f |

|f |

)
dµ+ B

∫
Rd
f 2 dµ,

whereF is concave andc : R+
→ R+ is convex (Theorem 2.1). This inequality unifies

the defective modified log-Sobolev inequalities and theF -Sobolev inequalities. Obviously,
the tightF -Sobolev inequality corresponds to the casec = |x|2, B = 0, and the modified
Sobolev inequality corresponds to the caseF = log,B = 0.

An important assumption onc which we use below (though not everywhere) is the
following:

(H) for anyk > 0 there isn(k) > 0 such that

c(kx) ≤ n(k)c(x), c∗(kx) ≤ n(k)c∗(x).

Our estimate is based on the use of a special isoperimetric function

IF (r) = sup
A∈Mr

µ(A)F(1/µ(A))

µ+(A)
.

HereMr = {A : µ(A) = µ({x : |x| > r})}. Assume that (H) holds. The main result
(Theorem 2.1, Remark 2.4) can be roughly formulated in the following way:

Integrability ofΦ(δc(IF )) for someδ > 0, whereΦ = (yF (y)− y)∗, implies(8).



MODIFIED LOG-SOBOLEV INEQUALITIES AND ISOPERIMETRY 183

Let us give some important examples of the functionIF . In the case of a convex
measureµ andF = log, the functionIF (r) can be estimated for large values ofr by
Cr with someC > 0. This follows from an estimate obtained in [8] (see Lemma 4.1). In
the case of an entropy functionalF growing as logτ (x), τ ≤ 1, and under the additional
assumption that exp(|x|α) ∈ L1(µ), this result combined with Chebyshev’s inequality
yieldsIF (r) ≤ Cr1−α(1−τ) (see Lemma 4.2 for a precise result).

The integrability assumption can be rewritten in an even more elegant way if we
employ the classical isoperimetric functionIµ of µ defined by

(9) Iµ(t) = inf
A⊂Rd :µ(A)=t

µ+(A).

Assume thatc satisfies (H). It turns out that (8) holds for a broad class ofF andc if for
someδ > 0,K > 1 one has

(10)
∫ 1/K

0
Φ

(
δc

[
tF (1/t)

Iµ(t)

])
dt < ∞

(see Theorem 2.3 and Remark 2.4).
Let us list our main assumptions on the entropy functionF which will be used below.

A typical example is given byF = log.

A1. F is concave, increasing andF(1) = 0.
A2. limy→0 yF(y) = 0, limy→∞ F(y) = ∞.
A3. yF(y) is convex on [0,1 +∆] for some∆ > 0.
A4. There existsy0 ≥ 1 such thatyF ′(y) is non-increasing andyF ′(y) ≤ 1 on [y0,∞).

REMARK . Assumptions A1 and A2 will be used throughout the paper. Assumptions A3
and A4 will be used for tight estimates.

In Section 3 we obtain sufficient conditions for the related tight inequalities. The case
of theF -inequality follows immediately from the main result (Theorem 2.5) without any
further assumptions. In the case of modified log-Sobolev inequalities we restrict ourselves
to a special choice of a cost function. Namely, we consider for every 1< α ≤ 2
the corresponding family of cost functionscA,α given by (5). Under some additional
assumptions on the entropy, we prove a modification of (8), where

∫
Rd f

2 dµ is replaced
by Varµ f (Theorem 3.6). In the proof we use techniques developed in [16].

Before we give the precise formulation of the main result of Sections 3 and 4, let
us briefly explain the relationships between the functionsF , c, andIµ leading to tight
inequalities. We want to prove (10). It turns out that under assumptions A1–A4 onϕ every
entropy functionF such thatF ∼ Aϕτ , τ ≤ 1, satisfies

(11) Φ(x) ≤ F−1(1 + x) ∼ ϕ−1
([
x + 1

A

]1/τ)
.

Assume, in addition, thatIµ(t) ≥ ktϕ1−1/α(t) for some 1< α ≤ 2. Now take a cost
functionc such thatc ∼ B|x|q . We set

q =
τ

τ − 1 + 1/α
.
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Then

Φ

(
δc

[
tF (1/t)

Iµ(t)

])
≤ F−1(1 + ε(δ)F (1/t)),

where limδ→0 ε(δ) = 0. Taking into account property A4, one can easily show that
F−1(1 + εF (1/t)) ≤ at−p for somep < 1 and sufficiently smallε. Hence (10) holds.

We consider the generalized entropies defined by

f 7→

∫
Rd
fFτ

(
f

µ(f )

)
dµ,

where

Fτ (x) =

ϕ(x) if 0 < x ≤ x0,

1

τ
(ϕτ (x)− 1)+ 1 if x ≥ x0,

ϕ satisfies A1–A4,τ ≤ 1 andx0 is chosen in such a way thatϕ(x0) = 1.
Recall thatmf = inf{t : µ(f > t) ≤ 1/2} is called themedianof f . Throughout the

paper we assume thatµ has convex support.

THEOREM 1.1. Letϕ satisfyA1–A4 and letIµ satisfy

Iµ(t) ≥ ktϕ

(
1

t

)1−1/α

for somek > 0, 1 < α ≤ 2 and all t ≤ 1/2. Then for every2(1 − 1/α) ≤ τ ≤ 1 there
existsCτ > 0 depending onτ, α, k, λ2,∆ such that for every smoothf one has∫

Rd
f 2Fτ

(
f 2∫

Rd f
2 dµ

)
dµ ≤ Cτ

∫
Rd
f 2cA,ατ/(α−1)

(
|∇f |

|f |

)
dµ.

In particular,∫
Rd
f 2F2(1−1/α)

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C2(1−1/α)

∫
Rd

|∇f |
2 dµ,∫

Rd
f 2ϕ

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C1

∫
Rd
f 2c∗A,α

(
|∇f |

|f |

)
dµ

= C1

∫
Rd
f 2cA,α/(α−1)

(
|∇f |

|f |

)
dµ.

In particular, the result holds ifµ is convex andg : R+
→ R is increasing such that∫

Rd e
g(r) dµ = 1 and for someC > 0 one has

g(r)

ϕ1−1/α(eg(r))
≥ Cr.

Obviously, ifµ is convex,ϕ = log and

(12)
∫

Rd
eε|x|

α

dµ < ∞
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for someε > 0, we obtain

Entµ f
2

≤ C1

∫
Rd
f 2cA,α/(α−1)

(
|∇f |

|f |

)
dµ.

In particular, we generalize Wang’s criterion for convex measures as well as the result
of [16]. Note that unlike [16] we deal directly with multidimensional distributions and
use a slightly different cost function ford ≥ 2. We also apply the method developed in
Theorem 2.1 to establish the following result (Theorem 4.4): letµ be a convex measure
satisfying (12) for someα > 1. Then

Entµ |f |
β

≤ C

[∫
Rd

|∇f |
β dµ+ Varµ |f |

β/2
]
.

This inequality is weaker than (6) but unlike (6) it is established for an arbitrary convex
measure.

During the preparation of the paper the author learned from Franck Barthe that
modified Sobolev inequalities for convex measures can be obtained by using the transfer
principle method (see [2]) and the results from [16]. However, this requires proving first
inequalities on the real line by different methods. Another achievement in this direction
has been obtained by Nathael Golzan [18], who proved a criterion for transportation
inequalities of Talagrand type for the real line. In particular, his result implies modified
Sobolev inequalities for convex measures on the real line, since they are known to be
equivalent to transportation inequalities in the log-concave case.

2. MAIN RESULT

Consider a probability measureµ = ρ dx on Rd . We assume throughout thatX :=
supp(µ) is convex. In addition, without loss of generality we assume that 0∈ X. Set

Br = {x : |x| ≤ r}.

We denote byR(X) ∈ (0,∞] the smallest number such thatX ⊂ BR(X). Recall that for
every measurable mappingF : X → Y the image measureµF onY is defined by

µF (A) = µ({x : F(x) ∈ A})

for every Borel setA ⊂ Y . For every non-negative functionf we denote byf̃ the
corresponding spherical rearrangement, i.e., the function of the formf̃ (x) = g(|x|) such
thatg is increasing and

µ ◦ f−1
= µ ◦ f̃−1.

This can be rewritten as
µf = µr ◦ g−1

whereµf = µ ◦ f−1 andµr is the image ofµ underx 7→ |x|. For a probability measure
ν onR+ set

Fν(t) = ν([0, t)) and Gν(u) = {inf s : Fν(s) ≥ u}.
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Theng has the form

(13) g = Gµf ◦ Fµr .

We denote byBcr the complement ofBr and byRt > 0 the number such that

µ(|x| ≤ Rt ) = t, R1 = R(X).

SinceX is convex and 0∈ X, Rt is well-defined.
For everyF : R+

→ R we define the corresponding isoperimetric functionIF . First
we set

JF (s) =
sF (1/s)

Iµ(s)
.

Equivalently,

JF (s) = sup
A :A⊂Rd , µ(A)=s

[
sF (1/s)

µ+(A)

]
.

Then we define
IF (r) = JF (1 − µ(Br)).

This is equivalent to

IF (r) = sup
A∈Mr

µ(A)F(1/µ(A))

µ+(A)
, where Mr = {A : µ(A) = 1 − µ(Br)}.

We follow the convention thatIF (R(X)) = 0.
In what follows we consider a convex cost functionc : R+

→ R+. Let

c∗(x) = sup
y∈R+

(〈x, y〉 − c(y)).

We recall thatc is calledsuperlinearif lim x→∞ c(|x|)/|x| = ∞. In what follows, for
simplicity we setµ(f 2) =

∫
Rd f

2 dµ.

THEOREM 2.1. Let c : R+
→ R+ be a convex superlinear function such thatc(0) = 0

and letF be a function onR+ satisfying assumptionsA1 andA2. LetK > 1. Assume that
for R = R(K−1)/K one has

(14)
∫
BcR

Φ(4c ◦ IF (|x|)) dµ < ∞,

where
Φ(x) = sup

y∈R+

(〈x, y〉 − yF(y)+ y) = (yF (y)− y)∗(x).

Then there existB,C > 0 such that for every smoothf the following estimates hold:∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ 4

∫
{f 2≥K

∫
f 2 dµ}

f 2c∗
(

|∇f |

|f |

)
dµ+ B

∫
Rd
f 2 dµ,(15) ∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
Rd
(f − µ(f ))2c∗

(
|∇f |

|f − µ(f )|

)
dµ+ B Varµ f.(16)
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PROOF. Let us fix some Lipschitz functionf . Without loss of generality we may assume
thatf ≥ ε > 0. Setν := g · µ, whereg = F(f 2/

∫
f 2 dµ). By a well-known result from

measure theory one has∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ =

∫
Rd
f 2g dµ =

∫
Rd
f 2 dν =

∫
∞

0
ν(f 2(x) > t) dt

=

∫
∞

0

(∫
{x : f 2(x)>t}

g dµ

)
dt.

We split this integral into the following two parts:

I1 =

∫ Kµ(f 2)

0

(∫
{x : f 2(x)>t}

g dµ

)
dt, I2 =

∫
∞

Kµ(f 2)

(∫
{x : f 2(x)>t}

g dµ

)
dt.

The following proof will be divided into several steps.

STEP 1 (Estimation ofI1). We show that for someC(K) > 0 one has

I1 ≤ C(K)Varµ f.

This part is quite elementary. By the concavity ofF one has

g ≤ F ′(1)

(
f 2

µ(f 2)
− 1

)
.

Hence

I1

F ′(1)
≤

1

µ(f 2)

∫
Rd
(f 2

− µ(f 2))

(∫ Kµ(f 2)

0
I{x : f 2(x)>t} dt

)
dµ.

=
1

µ(f 2)

∫
Rd
(f 2

− µ(f 2))min(f 2,Kµ(f 2)) dµ

=
1

µ(f 2)

∫
Rd
(f 2

− µ(f 2))[min(f 2,Kµ(f 2))− µ(f 2)] dµ.

The latter equals

1

µ(f 2)

∫
{f 2≤Kµ(f 2)}

(f 2
− µ(f 2))2 dµ

+ (K − 1)
∫

{f 2≥Kµ(f 2)}

(f 2
− µ(f 2)) dµ.

The first term can be estimated in the following way:

1

µ(f 2)

∫
{f 2≤Kµ(f 2)}

(f 2
− µ(f 2))2 dµ

≤
2

µ(f 2)

∫
{f 2≤Kµ(f 2)}

(f 2
− µ(f )2)2 dµ+

2

µ(f 2)
[Varµ f ]2

≤ 4(K + 1)
∫

Rd
(f − µ(f ))2 dµ+ 2 Varµ f

= (4(K + 1)+ 2)Varµ f.



188 A . V. KOLESNIKOV

Further we get∫
{f 2≥Kµ(f 2)}

(f 2
− µ(f 2)) dµ ≤

∫
{f 2≥Kµ(f 2)}

(f 2
− µ(f )2) dµ.

One can easily check that

|f + µ(f )| ≤

√
K + 1

√
K − 1

|f − µ(f )|

on {f 2
≥ Kµ(f 2)}. Hence

(17)
∫

{f 2≥Kµ(f 2)}

(f 2
− µ(f 2)) dµ ≤

√
K + 1

√
K − 1

Varµ f.

Finally, we obtain

I1 ≤ [(4K + 6)+ (
√
K + 1)2]F ′(1)Varµ f.

STEP 2. Here we estimateI2 by a quantity depending on the isoperimetric functionIF .
Set

At = {x : f 2(x) > t}.

By the concavity ofF one has

I2 =

∫
∞

Kµ(f 2)

∫
Rd
IAtF

(
f 2∫

Rd f
2 dµ

)
dµ dt

≤

∫
∞

Kµ(f 2)

µ(At )

[
F

(∫
At

f 2

µ(At )
∫
Rd f

2 dµ

)
dµ

]
dt

≤

∫
∞

Kµ(f 2)

µ(At )F

(
1

µ(At )

)
dt

=

∫
∞

Kµ(f 2)

µ({x : f 2(x) > t})F

(
1

µ({x : f 2(x) > t})

)
dt.

Sincef is continuous andX is convex, the functiont 7→ µ(At ) is strictly decreasing on

[ inf
x∈X

f 2(x), sup
x∈X

f 2(x)].

Hence one can find a nondecreasing functionrf 2(s) such that

µ(As) = µ(Bcr
f 2(s)

)

andrf 2(0) = 0, rf 2(s) = R(X) if s ≥ supf 2. Set

fh(x) = sup
{|x−y|≤h}

f (y).
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By the definition ofIF we have

I2 ≤

∫
∞

Kµ(f 2)

IF (rf 2(t))µ
+(At ) dt ≤ lim

h→0+

∫
∞

Kµ(f 2)

IF (rf 2(t))
µ(Aht )− µ(At )

h
dt,

where{x ∈ Rd : f 2
h (x) > t} = {x ∈ Rd : f 2(x) > t}h = Aht . Assume for a while that

s 7→ IF (rf 2(s)) is locally integrable and define

Z(t) :=


∫ t

Kµ(f 2)

IF (rf 2(s)) ds, t ≥ Kµ(f 2)

0, t ≤ Kµ(f 2).

Applying the formula ∫
Φ(f 2) dµ =

∫
∞

0
Φ ′(t)µ(At ) dt,

which holds for every increasingΦ such thatΦ(0) = 0, we get

I2 ≤ lim
h→0+

∫
Rd

Z(f 2
h )− Z(f 2)

h
dµ ≤ 2

∫
{f 2≥Kµ(f 2)}

IF (rf 2(f
2))|f | |∇f | dµ.

It remains to note that this estimate still holds even ifIF (rf 2) is not locally integrable.

Indeed, approximatingIF by INF = IF ∧N , we find in the same way as above that∫
∞

Kµ(f 2)

INF (rf 2(t))µ
+(At ) dt ≤ 2

∫
{f 2≥Kµ(f 2)}

INF (rf 2(f
2))|f | |∇f | dµ

≤ 2
∫

{f 2≥Kµ(f 2)}

IF (rf 2(f
2))|f | |∇f | dµ.

We apply the monotone convergence theorem

I2 ≤

∫
∞

Kµ(f 2)

IF (rf 2(t))µ
+(At ) dt = lim

N

∫
∞

Kµ(f 2)

INF (rf 2(t))µ
+(At ) dt,

and obtain the claim.

STEP 3. We now estimate∫
{f 2≥Kµ(f 2)}

IF (rf 2(f
2))|f | |∇f | dµ.

We complete the desired estimate by using the Young inequality. In this part rearrangement
techniques will be employed. Namely, in the estimate below we replaceIF (rf 2(f 2)) by

IF (rf 2(f̃ 2)) and take into account thatrf 2(f̃ 2(x)) = |x| on the set{x : |∇f (x)| 6= 0}.

Let Rδ = {t : µ ◦ (f 2)−1(t) > 0} be the set of atoms of the measureµ ◦ (f 2)−1.
Note that|∇f | = 0 almost everywhere onD = {x : f 2(x) ∈ Rδ}. Hence by the Young
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inequality we find

(18) 2
∫

{f 2≥Kµ(f 2)}

IF (rf 2(f
2))|f | |∇f | dµ ≤ 2

∫
{f 2≥Kµ(f 2)}

f 2c∗
(

|∇f |

|f |

)
dµ

+ 2
∫

{f 2≥Kµ(f 2)}∩Dc
f 2[c ◦ IF (rf 2(f

2))] dµ.

LetOK = {x : f 2(x) ≥ Kµ(f 2)} ∩Dc. One has

IOK = I{f 2≥Kµ(f 2)} · IRcδ (f
2)

and by the Young inequality

2
∫
OK

f 2c(IF (rf 2(f
2))) dµ = 2

∫
Rd
f 2IOK c(IF (rf 2(f

2))) dµ

=
1

2
µ(f 2)

∫
Rd

[
f 2

µ(f 2)

]
[4IOK c(IF (|rf 2(f

2)|))] dµ

≤
1

2

∫
Rd
f 2

[
F

(
f 2

µ(f 2)

)
− 1

]
dµ+

1

2
µ(f 2)

∫
Rd
Φ(4IOK c(IF (rf 2(f

2)))) dµ.

Sincef andf̃ have the same laws considered as random variables on the probability space
(Rd , µ), one has∫

Rd
Φ(4IOK c(IF (rf 2(f

2)))) dµ =

∫
Rd
Φ(4I

ÕK
c(IF (rf 2(f̃

2)))) dµ

whereÕK = {x : f̃ 2(x) ≥ Kµ(f 2)} ∩ {x : f̃ 2(x) ∈ Rcδ}. Let x ∈ ÕK . By the definition
of f̃ we have

µ({y : f 2(y) > f̃ 2(x)}) = µ({y : f̃ 2(y) > f̃ 2(x)}).

Then for every suchx by the definition ofrf 2 we have

µ(Bc
r
f 2(f̃

2)
) = µ({y : f̃ 2(y) > f̃ 2(x)}) = µ({y : |y| > |x|}).

Indeed, otherwise there existr1 < r2 such thatf̃ (z) = f̃ (x) for everyz with r1 ≤ |z| ≤ r2.
But this implies thatµ({y : f (y) = f̃ (x)}) > 0. This contradicts the choice ofx. Hence
rf 2(f̃ 2)(x) = |x| on ÕK . Moreover, ifx ∈ {f̃ 2

≥ Kµ(f̃ 2)}, then by the Chebyshev
inequality

µ(Bc
|x|) = µ(Bc

r
f 2(f̃

2)
) ≤ µ({f̃ 2

≥ Kµ(f̃ 2)}) ≤ 1/K.

Hence|x| = rf 2(f̃ 2(x)) ≥ R(K−1)/K if x ∈ {f̃ 2
≥ Kµ(f̃ 2)}. Thus

ÕK ⊂ {x : |x| ≥ R(K−1)/K}.

Hence∫
Rd
Φ(4I

ÕK
c(IF (rf 2(f̃

2)))) dµ ≤ Φ(0)+

∫
BcR(K−1)/K

Φ(4c(IF (|x|))) dµ =: B̃ < ∞.
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Finally,

1

2

∫
Rd
f 2

[
F

(
f 2

µ(f 2)

)
− 1

]
dµ+

µ(f 2)

2

∫
Rd
Φ(4IOK c(IF (rf 2(f

2)))) dµ

≤
1

2

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ+

B̃ − 1

2

∫
Rd
f 2 dµ

and

I2 ≤
B̃ − 1

2

∫
Rd
f 2 dµ+

1

2

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ+ 2

∫
{f 2≥Kµ(f 2)}

f 2c∗
(

|∇f |

|f |

)
dµ.

Combining all the inequalities obtained above, we get (15).
The proof of (16) is similar and we just briefly describe the main difference. Instead of

(18) we use

2
∫

{f 2≥Kµ(f 2)}

IF (rf 2(f
2))|f | |∇f | dµ

≤ C′

∫
{f 2≥Kµ(f 2)}

(f − µ(f ))2c∗
(

|∇f |

|f − µ(f )|

)
dµ

+ C′

∫
OK

(f − µ(f ))2[c ◦ IF (rf 2(f
2))] dµ.

This follows from the Young inequality and the observation that

f 2
≤

K

(
√
K − 1)2

(f − µ(f ))2

on {f 2
≥ Kµ(f 2)}. In the same way as above we estimate the second term by Varµ f and∫

Rd f̃
2F(f̃ 2/

∫
Rd f̃

2 dµ) dµ, wheref̃ = f − µ(f ). Finally, by (15) one has∫
Rd
f̃ 2F

(
f̃ 2∫

Rd f̃
2 dµ

)
dµ ≤ 4

∫
Rd
(f − µ(f ))2c∗

(
|∇f |

|f − µ(f )|

)
dµ+ B Varµ f.

The proof is complete. 2

EXAMPLE 2.2. Assume thatc is a convex superlinear function satisfying(H). Letµ be a
convex measure such that

∫
Rd e

εc(r) dµ < ∞ for someε > 0. Then for everyK there exist
B,C > 0 such that

(19) Entµf
2

≤ C

∫
{f 2≥K

∫
f 2 dµ}

f 2c∗
(

|∇f |

|f |

)
dµ+ B

∫
Rd
f 2 dµ.

PROOF. Let F = log. It will be shown below that supr≥R1/2
Ilog(r)/r < ∞ for every

convexµ (Lemma 4.1). The result then follows immediately from Theorem 2.1.2
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THEOREM 2.3. Let c : R+
→ R+ be a convex superlinear function such thatc(0) = 0.

Assume thatF satisfies assumptionsA1–A2 and there existsK > 1 such that

(20)
∫ 1/K

0
Φ

(
4c

[
tF (1/t)

Iµ(t)

])
dt < ∞.

Then inequalities(15)and(16)hold.

PROOF. By the definition ofIF one has

IF (r) =

(1 − µ(Br))F
( 1

1−µ(Br )

)
Iµ(1 − µ(Br))

.

It suffices to show that ∫
BcR(K−1)/K

Φ(4c ◦ IF (|x|)) dµ < ∞.

The mappingRd 3 x 7→ 1 − µ(y : |y| ≤ |x|) = t ∈ [0,1] transformsµ into Lebesgue
measure on [0,1]. Hence the integrability ofΦ(4c(IF )) is equivalent to (20) for some
ε > 0. 2

REMARK 2.4. Note that the constant 4 in (14) and (20) yields the term

4
∫

{f 2≥K
∫
f 2 dµ}

f 2c∗
(

|∇f |

|f |

)
dµ

in (15). However, ifc satisfies (H), it is more convenient to assume that∫ 1/K

0
Φ

(
δc

[
tF (1/t)

Iµ(t)

])
dt < ∞

for someδ > 0 andK > 1. It is easy to check (just apply Theorems 2.1 and 2.3 toc̃ = εc

with appropriateε) that (15), (16) still hold (possibly with some other constant in place
of 4).

The following theorem is a direct corollary of (16).

THEOREM 2.5. LetF andµ satisfy the assumptions of Theorem2.1with c = δ|x|2 and
someδ > 0. Then for every smoothf one has∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
Rd

|∇f |
2 dµ+ B Varµ f.

In particular, the result holds if assumptionsA1–A2 are satisfied and there existK > 1,
δ > 0 such that

(21)
∫ 1/K

0
Φ

(
δ

[
tF (1/t)

Iµ(t)

]2)
dt < ∞.
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EXAMPLE 2.6 (d = 1). Consider a probability measure on the real lineµ = e−V (t) dt . In
the one-dimensional case the proof can be simplified. We omit the details and just briefly
explain the main ideas. Instead of using the coarea inequality one can apply the Newton–
Leibniz formula

f (x) = f (m)+

∫ x

m

f ′(s) ds,

wherem ∈ R. It is convenient to take form the median ofµ. The use of the Newton–
Leibniz formula allows one to apply the simplified analog of the isoperimetric function
Ĩµ. Let 0≤ t ≤ 1/2. Defineu(t) ≤ m andv(t) ≥ m as follows:

µ((−∞, u(t)]) = µ([v(t),∞) = t.

Then
Ĩµ(t) = min{eV (u(t)), eV (v(t))}t.

One can get the following analog of Theorem 2.5:

Let assumptionsA1–A2 be satisfied and letK > 2 andδ > 0 be such that

(22)
∫ 1/K

0
Φ

(
δ

[
tF (1/t)

Ĩµ(t)

]2)
dt < ∞.

Then

(23)
∫

R
f 2F

(
f 2∫

R f
2 dµ

)
dµ ≤ C

∫
R

|f ′
|
2 dµ+ B ·

∫
R
(f − f (m))2 dµ

for someB,C > 0 and every smoothf .
If, in addition,µ satisfies the Poincaré inequality, then the term

∫
R(f − f (m))2 dµ

can be estimated byC′
∫
R |f ′

|
2 dµ (see [9])and be omitted in(23):

(24)
∫

R
f 2F

(
f 2∫

R f
2 dµ

)
dµ ≤ C

∫
R

|f ′
|
2 dµ.

As an example consider the following measure on the line:

µ = Ze−|x| log(1+x2) dx.

It can be easily verified that ass → ∞ one has

µ((−∞,−s]) = µ([s,∞)) ∼
Ze−|s| log(1+s2)

log(1 + s2)
.

Sinceµ+([s,∞)) = Ze−|s| log(1+s2), we get

Ĩµ(t) ≥ C′t log(log(1/t))

for someC′ and everyt < ε with some sufficiently smallε. Let us choose a functionF
satisfying assumptions A1–A2 of Theorem 2.1 such that

F(x) ∼ log2(logx)
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for large values ofx. In this case

Φ(y) ∼ exp(e
√
y)

for largey. Hence for any sufficiently smallδ and allt ∈ [0,1/2] one has

Φ

(
δ

[
tF (1/t)

Ĩµ(t)

]2)
≤ exp(logp(1/t)),

wherep can be taken arbitrarily small. Since∫ 1/2

0
exp(logp(1/t)) dt < ∞

for p < 1, we obtain (24).

3. TIGHT ESTIMATES

In this section we establish sometight estimates, i.e., estimates whose right-hand sides
vanish on constant functions. The case of theF -Sobolev inequality has already been
considered in Theorem 2.5. Unlike theF -Sobolev inequality, the case of tight modified
log-Sobolev inequalities is more difficult. We use an idea from [16] and consider two
cases: of large and small entropy. The large entropy case follows immediately from our
main result. In the case of small entropy we reduce the problem to theF -inequality.

In what follows we assume that there existsλ2 > 0 such that for every smoothf one
has

(25)
∫

Rd
(f −mf )

2 dµ ≤ λ2

∫
Rd

|∇f |
2 dµ.

Since
∫
Rd (f −

∫
Rd f dµ)

2 dµ ≤
∫
Rd (f − mf )

2 dµ, this inequality is stronger than the
classicalL2-Poincaŕe inequality.

DEFINITION 3.1. We say that a probability measureµ satisfies theCheeger isoperimetric
inequalityif there existsλ1 > 0 such that for every Borel setA one has

(26) min(µ(A),1 − µ(A)) ≤ λ1µ
+(A).

Inequality (26) is equivalent to the followingL1-Poincaŕe-type inequality:

(27)
∫

Rd

∣∣∣∣f −

∫
Rd
f dµ

∣∣∣∣ dµ ≤ λ1

∫
Rd

|∇f | dµ.

It was shown in [8] that (26) implies (25). It is known that every convex measure satisfies
(27) with someλ1 (see [20] and [8]).

We start this section with several lemmas.

LEMMA 3.2. Let F satisfy assumptionsA1, A2 and A4. Then for everyδ ∈ (0,1/2],
there existsT depending onδ andy0 such that for anyy ≥ T one has

Φ(δF(y)) ≤ y2δ.
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PROOF. SinceF is increasing and limy→∞ F(y) = ∞, the supremum ofxy−yF(y)+y

is attained at somey∗. Moreover, there existsx0 such thaty∗
≥ y0 if x ≥ x0. In this case

one has

(28) x = F(y∗)+ y∗F ′(y∗)− 1

and by the properties ofF ,
F(y∗)− 1 ≤ x ≤ F(y∗).

Consequently,y∗
≤ F−1(1 + x) and by (28) we find

Φ(x) = xy∗
− y∗F(y∗)+ y∗

= (y∗)2F ′(y∗).

Hence for anyx ≥ x0 one has

(29) Φ(x) ≤ y∗
≤ F−1(1 + x).

Next, for anyy ≥ y0, we have

F(y2δ)− F(y2δ
0 ) = 2δ

∫ y

y0

s2δ−1F ′(s2δ) ds.

Taking into account thats2δ
≤ s, by A4 we get

F(y2δ)− F(y2δ
0 ) = 2δ

∫ y

y0

s2δF ′(s2δ)

s
ds ≥ 2δ

∫ y

y0

sF ′(s)

s
ds = 2δ(F (y)− F(y0)).

Finally,

δF (y) ≤ δF (y0)−
1

2
F(y2δ

0 )+
1

2
F(y2δ).

Thus, ifF(y) ≥ x0/δ, by (29) we obtain

Φ(δF(y)) ≤ F−1
(

1 + δF (y0)−
1

2
F(y2δ

0 )+
1

2
F(y2δ)

)
.

ChoosingT ≥ F−1(x0/δ) such that12F(y
2δ) ≥ 1 + δF (y0) −

1
2F(y

2δ
0 ) for y ≥ T , we

obtain

Φ(δF(y)) ≤ F−1
(

1 + δF (y0)−
1

2
F(y2δ

0 )+
1

2
F(y2δ)

)
≤ F−1(F (y2δ)) ≤ y2δ. 2

LEMMA 3.3. Letµ be a probability measure and letF satisfy assumptionsA1, A2, and
A4. Then there existsC > 0 such that for allf, g ∈ L2(µ) one has∫

Rd
f 2F

(
g2∫

Rd g
2 dµ

)
dµ ≤ 2

∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ+ C

∫
Rd
f 2 dµ.
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PROOF. Set

u = F

(
g2

µ(g2)

)
+

g2

µ(g2)
F ′

(
g2

µ(g2)

)
− 1.

SinceF ′ > 0, one has∫
Rd
f 2F

(
g2

µ(g2)

)
dµ ≤

∫
Rd
f 2u dµ+

∫
Rd
f 2 dµ.

By the Young inequality∫
Rd
f 2u dµ =

∫
Rd
f 2 dµ

∫
Rd

f 2

µ(f 2)
u dµ

≤ 2
∫

Rd
f 2 dµ

(∫
Rd

[
f 2

µ(f 2)
F

(
f 2

µ(f 2)

)
−

f 2

µ(f 2)

]
dµ

)
+ 2

∫
Rd
f 2 dµ

∫
Rd
Φ(u/2) dµ.

Hence∫
Rd
f 2F

(
g2

µ(g2)

)
dµ≤ 2

∫
Rd
f 2 dµ

(∫
Rd

[
f 2

µ(f 2)
F

(
f 2

µ(f 2)

)
−

f 2

µ(f 2)

]
dµ

)
+2

∫
Rd
f 2 dµ

∫
Rd
Φ(u/2) dµ+

∫
Rd
f 2 dµ

= 2
∫

Rd
f 2F

(
f 2

µ(f 2)

)
dµ+

∫
Rd
f 2 dµ

(∫
Rd
(2Φ(u/2)−1) dµ

)
.

Using the estimateΦ(x) ≤ F−1(1 + x) obtained in the proof of Lemma 3.2 for large
values ofx, we find that for sufficiently large values ofg2/µ(g2),

Φ(u/2) ≤ F−1
(

1 +
u

2

)
≤ F−1

(
1 +

1

2
F

(
g2

µ(g2)

))
≤ F−1

(
F

(
g2

µ(g2)

))
=

g2

µ(g2)
.

HenceΦ(u/2) is bounded byg2/µ(g2) + B for a sufficiently large numberB depending
only onF and

∫
Rd (2Φ(u/2)− 1) dµ ≤ 2B + 1. This completes the proof. 2

In the following lemma we prove some simple estimates which will be used below.

LEMMA 3.4. Suppose thatF satisfies assumptionsA1–A3. For everyK > 1 there exist
a numberB depending onK and a numberC depending onK and∆ such that for every
f ∈ L2(µ) one has∫

{f 2≥Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ ≤ C Varµ f +

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ,∫

Rd
f 2F

(
f 2

µ(f 2)

)
dµ ≤ B Varµ f + 2

∫
Rd

(
f (x)−

√
Kµ(f 2)

)2

+

F

(
f 2

µ(f 2)

)
dµ.
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PROOF. To prove the first estimate let̃K = min(K,1 + ∆). SinceF(y) ≥ 0 for y ≥ 1,
one has

−

∫
{f 2≤Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ ≤ −

∫
{f 2≤K̃µ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ.

By the concavity of−yF(y) on [0,1 +∆] one has

−yF(y) ≤ (−yF(y))′y=1(y − 1) = F ′(1)(1 − y).

Hence

−

∫
{f 2≤K̃µ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ ≤ F ′(1)µ(f 2)

∫
{f 2≤K̃µ(f 2)}

(
1 −

f 2

µ(f 2)

)
dµ

= F ′(1)µ(f 2)

∫
{f 2≥K̃µ(f 2)}

(
f 2

µ(f 2)
− 1

)
dµ.

The desired estimate now follows from (17).
Let us prove the second estimate. SinceF(y) ≥ 0 for y ≥ K > 1 and

f 2
≤ 2Kµ(f 2)+ 2

(
f −

√
Kµ(f 2)

)2

+

,

one has∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ

≤

∫
{f 2≤Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ+

∫
{f 2≥Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ.

≤

∫
Rd

min(f 2,Kµ(f 2))F

(
f 2

µ(f 2)

)
dµ+ 2Kµ(f 2)

∫
{f 2≥Kµ(f 2)}

F

(
f 2

µ(f 2)

)
dµ

+ 2
∫

Rd

(
f −

√
Kµ(f 2)

)2

+

F

(
f 2

µ(f 2)

)
dµ.

The first term on the right-hand side does not exceed

F ′(1)
∫

Rd
min(f 2,Kµ(f 2))

(
f 2

µ(f 2)
− 1

)
dµ.

This can be estimated bỹC(K)Varµ f (see Step 1 in the proof of Theorem 2.1). Applying
(17) and concavity ofF we get a similar estimate of the second term. The proof is
complete. 2

Now we are ready to prove the main result on the tight inequalities. Following an idea
from [16] we reduce the problem toF -Sobolev inequalities. Setβ = α/(α − 1). For every
τ ≥ 2/β, we consider the following perturbation ofF :

Fτ,β = ψτ,β(F ),
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where

ψτ,β(x) =

{
x, x ≤ 1,
1
2β([1 + τ(x − 1)]2/τβ − 1)+ 1, x ≥ 1.

Note thatψτ,β(x) is a concave increasing function such thatψτ,β(x) ≤ x. Obviously,
ψ2/β,β(x) = x.

REMARK 3.5. It can be easily verified that this perturbation preserves functions
satisfying assumptions A1–A4.

THEOREM 3.6. Letα > 1 and1 ≥ τ ≥ 2/β. Consider the cost functionc = c∗A,ατ/(α−1),
whereA, ε > 0. Assume thatF , c, µ, andK satisfy the assumptions of Theorem2.1 for
someK ≥ 2. Assume in addition that

1) F satisfies assumptionsA3–A4,
2) there existsδ > 0 such that forR = R(K−1)/K one has∫

BcR

Φτ,β(δ|IFτ,β |
2) dµ < ∞,

where

Φτ,β(x) = sup
{y>0}

(〈x, y〉 − yFτ,β(y)+ y) = (yFτ,β(y)− y)∗(x),

3) µ satisfies(25) for someλ2.

Then there existB,C > 0 such that the following modifiedF -Sobolev inequality holds:

(30)
∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
{f 2≥K

∫
Rd f

2 dµ}

f 2c∗
(

|∇f |

|f |

)
dµ+ B Varµ f.

PROOF. We follow the arguments from [16]. The caseτ = 2/β follows from Theorem 2.5
and Remark 2.4. Letτ > 2/β. Consider a smooth functionf . Without loss of generality
one can assume that infx∈X f (x) > 0. If f satisfies the inequality∫

Rd
f 2 dµ ≤

1

2B

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ,

whereB = B(K) is as in (15), then (30) follows directly from Theorem 2.1. Hence one
can assume that

(31)
∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ 2B

∫
Rd
f 2 dµ.

Note that if supx∈X f
2

≤ Kµ(f 2), then by the concavity ofF ,∫
Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C(K)Varµf
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(see the reasoning of Theorem 2.1, Step 1). Hence without loss of generality one can
assume that there existsx0 such thatf (x0) =

√
Kµ(f 2). Set

g(x) = f (x0)+ (f (x)− f (x0))+P

(
f 2

µ(f 2)

)
/P (K),

where

P(x) =

√
F(x)

Fτ,β(x)
=

√
F(x)

ψτ,β(F (x))
.

Obviously, g ≥ f , since x 7→ x/ψτ,β(x) is increasing. In addition, sinceψτ,β is
increasing, we get

ψτ,β

(
F

(
f 2

µ(f 2)

))
≥ ψτ,β(F (K))

if f (x) ≥ f (x0). Hence by the Cauchy inequality we get∫
Rd
g2 dµ ≤ C1(K)

(∫
Rd
f 2 dµ+

∫
{f 2≥Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ

)
for someC1(K). By Lemma 3.4,

(32)
∫

{f 2≥Kµ(f 2)}

f 2F

(
f 2

µ(f 2)

)
dµ ≤

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ+ C2(K)Varµ f.

Hence by (31) there existsM = M(K) such that∫
Rd
g2 dµ ≤ M

∫
Rd
f 2 dµ.

Taking into account thatg ≥ f , one gets

∫
Rd
([g − g(x0)]+)

2Fτ,β

(
g2

µ(g2)

)
dµ ≥

∫
Rd
([g − g(x0)]+)

2Fτ,β

(
f 2

Mµ(f 2)

)
dµ

=
1

P 2(K)

∫
Rd
([f − f (x0)]+)

2F

(
f 2

µ(f 2)

)
Fτ,β(f

2/Mµ(f 2))

Fτ,β(f 2/µ(f 2))
dµ.

By the concavity ofFτ,β one has infx≥2M Fτ,β(x/M)/Fτ,β(x) = a > 0. Hence

∫
Rd
([g − g(x0)]+)

2Fτ,β

(
g2

µ(g2)

)
dµ

≥
a

P 2(K)

∫
{f 2≥2Mµ(f 2)}

([f − f (x0)]+)
2F

(
f 2

µ(f 2)

)
dµ

− sup
K≤t≤2M

∣∣∣∣Fτ,β(t/M)Fτ,β(t)
F (t)

∣∣∣∣ ∫Rd
([f − f (x0)]+)

2 dµ.
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Thus for someA1 = A1(K) > 0 one has∫
Rd
([f − f (x0)]+)

2F

(
f 2

µ(f 2)

)
dµ

≤ A1

∫
Rd
([g − g(x0)]+)

2Fτ,β

(
g2

µ(g2)

)
dµ+ A1

∫
Rd
([f − f (x0)]+)

2 dµ.

We observe that the second term on the right-hand side can be estimated by Varµf , since
(f − f (x0))+ ≤ |f − µ(f )|. By Lemma 3.3 we obtain∫

Rd
([g − g(x0)]+)

2Fτ,β

(
g2

µ(g2)

)
dµ

≤ 2
∫

Rd
([g − g(x0)]+)

2Fτ,β

(
([g − g(x0)]+)2

µ([g − g(x0)]+)2)

)
dµ+ c′

∫
Rd
([g − g(x0]+)

2 dµ.

Since

µ({x : g(x) > g(x0)}) = µ({x : f (x) > f (x0)}) ≤
1

K
≤

1

2
,

0 is the median of(g − g(x0))+. Hence by (25),∫
Rd
([g − g(x0)]+)

2 dµ ≤ λ2

∫
Rd

|∇g|2 dµ.

By assumption 2) and Theorem 2.5,µ satisfies theFτ,β -Sobolev inequality, hence∫
Rd
([g − g(x0)]+)

2Fτ,β

(
([g − g(x0)]+)2

µ([g − g(x0)]+)2

)
dµ ≤ A2

∫
Rd

|∇g|2 dµ.

Combining the estimates obtained above, we get∫
Rd
([f − f (x0)]+)

2F

(
f 2

µ(f 2)

)
dµ ≤ C′

(∫
Rd

|∇g|2 dµ+ Varµf

)
.

Let us estimate∇g. Seth = f 2/µ(f 2). One has

∇g =

[
(f − f (x0))+

P(h) · P(K)

(
F ′

ψτ,β(F )
−
Fψ ′

τ,β(F )F
′

ψ2
τ,β(F )

)
(h)

f

µ(f 2)

]
∇f

+

[
I{f≥f (x0)}

P(h)

P (K)

]
∇f.

Let us show that for someB1 = B1(K) > 0 one has

|∇g|2 ≤ B1P
2(h)|∇f |

2.

It is sufficient to verify that

(f − f (x0))+

P 2(h)

(
F ′

ψτ,β(F )
−
Fψ ′

τ,β(F )F
′

ψ2
τ,β(F )

)
(h)

f

µ(f 2)
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is bounded. Sincef (f − f (x0))+/µ(f
2) ≤ h andP 2

= F/ψτ,β(F ), we have to show
that

xψτ,β(F )

F

(
F ′

ψτ,β(F )
−
Fψ ′

τ,β(F )F
′

ψ2
τ,β(F )

)
=
xF ′

F
−
xψ ′

τ,β(F )F
′

ψτ,β(F )
=
xF ′

F

(
1−

Fψ ′
τ,β(F )

ψτ,β(F )

)
is uniformly bounded on [K,∞). Indeed, it can be verified directly that

0 ≤
xψ ′

τ,β(x)

ψτ,β(x)
≤ 1.

The boundedness ofxF ′/F is obvious. Finally, we obtain∫
Rd
([f − f (x0)]+)

2F(h) dµ ≤ C

∫
{f 2≥Kµ(f 2)}

|∇f |
2 F(h)

ψτ,β(F (h))
dµ.

The right-hand side can be estimated by

CNβτ

∫
{f 2≥Kµ(f 2)}

f 2
∣∣∣∣∇ff

∣∣∣∣βτ dµ+
C

N (βτ /2)∗

∫
{f 2≥Kµ(f 2)}

f 2
∣∣∣∣ F(h)

ψτ,β(F (h))

∣∣∣∣(βτ /2)∗ dµ
for arbitraryN . Here

βτ =
ατ

α − 1
,

(
βτ

2

)∗

=
ατ

2 + α(τ − 2)
.

We note that there existsC′
= C′(K) such that forx ≥ K one has(

x

ψτ,β(x)

) ατ
2+α(τ−2)

≤ C′x
(1−

2(α−1)
τα

)( ατ
2+α(τ−2) ) = C′x.

Hence for arbitraryε > 0 and all sufficiently largeN ,
∫
Rd ([f − f (x0)]+)2F(h) dµ does

not exceed

CNβτ

∫
{f 2≥Kµ(f 2)}

f 2
∣∣∣∣∇ff

∣∣∣∣βτ dµ+
CC′

N (βτ /2)∗

∫
{f 2≥Kµ(f 2)}

f 2F(h) dµ.

We recall that
c∗(x) = cA,ατ/(α−1)(x) ≤ λ|x|ατ/(α−1).

for |x| > 1 and someλ = λ(A, α, τ). Obviously, there exists a numbera(A, α,K) > 0
such that

|x|βτ ≤ a(A, α,K)c∗(x)

for x ≥ K. Hence by (32) there existsC = C(α,A,K) such that∫
Rd
(f − f (x0))

2
+F

(
f 2

µ(f 2)

)
dµ

≤ C

∫
{f 2≥Kµ(f 2)}

f 2c∗
(

|∇f |

|f |

)
dµ+ C Varµ f + ε

∫
Rd
f 2F

(
f 2

µ(f 2)

)
dµ,
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whereε can be chosen arbitrarily small. It remains to estimate the last term on the right-
hand side by Lemma 3.4:∫

Rd
f 2F

(
f 2

µ(f 2)

)
dµ ≤ B(K) · Varµf + 2

∫
Rd
(f −

√
Kµ(f 2))2+F

(
f 2

µ(f 2)

)
dµ

and choose a sufficiently smallε. The proof is complete. 2

Now let us apply this result in the case of a special lower bound for the isoperimetric
function.

THEOREM 3.7. Letϕ be a function satisfying assumptionsA1–A4 such thatϕ(x0) = 1.
For everyτ ≤ 1 define the corresponding generalized entropy

F(x) = Fτ (x) :=

{
ϕ(x) if 0< x ≤ x0,
1

τ
(ϕτ (x)− 1)+ 1 if x ≥ x0.

Assume that

Iµ(t) ≥ Ctϕ

(
1

t

)1−1/α

(33)

for some1< α ≤ 2 andt ≤ 1/2. Then, whenever1 ≥ τ ≥ 2/β = 2(1−1/α), there exists
Cτ > 0 such that for every smoothf one has∫

Rd
f 2Fτ

(
f 2∫

Rd f
2 dµ

)
dµ ≤ Cτ

∫
Rd
f 2cA,τα/(α−1)

(
|∇f |

|f |

)
dµ.

PROOF. The result follows from Theorem 3.6. Obviously,Fτ satisfies A1–A4. Let us show
thatµ satisfies (25). Indeed, it suffices to show thatµ satisfies (26). But (26) easily follows
from (33), sinceϕ is increasing. Note that

Fτ,β = ψτ,β(Fτ ) = F2/β .

So it suffices to check that∫
BcR(K−1)/K

Φτ,β(δ|IFτ,β |
2) dµ < ∞,

∫
BcR(K−1)/K

Φτ (δc(IFτ )) dµ < ∞

for δ sufficiently small andK sufficiently large. Here

Φτ = (yFτ (y)− y)∗, Φτ,β = (yFτ,β(y)− y)∗ = (yF1/β(y)− y)∗.

Recall that the cost function is given by

c = c∗
A, τα

τ−1
= cA, τα

α(τ−1)+1
.

By the definition ofIFτ andIµ for all r ≥ R1/2 we have

IFτ (r) ≤

Fτ
( 1

1−µ(Br )

)
Cϕ1−1/α

( 1
1−µ(Br )

) .
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Hence

(34) IFτ (r) ≤ c1ϕ
τ−1+1/α

(
1

1 − µ(Br)

)
and

c(IFτ (r)) ≤ c̃1ϕ
τ

(
1

1 − µ(Br)

)
.

Analogously,

IFτ,β (r) ≤

F2/β
( 1

1−µ(Br )

)
Cϕ1−1/α

( 1
1−µ(Br )

) ≤ c2ϕ
1/β

(
1

1 − µ(Br)

)
and

I2
Fτ,β

(r) ≤

F2/β
( 1

1−µ(Br )

)
Cϕ1−1/α

( 1
1−µ(Br )

) ≤ c2
2ϕ

2/β
(

1

1 − µ(Br)

)
.

Hence by Lemma 3.2 for someC1, R0 > 0 and sufficiently smallδ one has

Φτ (δc(IFτ (r))) ≤
C1

(1 − µ(Br))2c1δ
if r ≥ R0.

In the same way we obtain

Φτ,β(δI
2
Fτ,β

(r))) ≤
C2

(1 − µ(Br))2c2δ
if r ≥ R0.

Hence forδ sufficiently small andK large the functionsΦτ (δc(IFτ )) andΦτ,β(δI2
Fτ,β

)) are
dominated byN/(1 − µ(Br))

p with somep < 1 andN > 0. Since the mapping

x 7→ 1 − µ({y : y ≤ |x|})

transformsµ into Lebesgue measure on [0,1], we obtain∫
BR(K−1)/K

Φτ (δc(IFτ (r))) dµ ≤ N

∫ 1/K

0

dt

tp
< ∞.

The same estimate holds forΦτ,β(δI2
Fτ,β

). Hence the assumptions of Theorem 3.6 are
satisfied. Thus, by Theorem 3.6 we have∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
{f 2≥K

∫
Rd f

2 dµ}

f 2c∗
(

|∇f |

|f |

)
dµ+ B Varµ f.

By the Poincaŕe inequality Varµ f ≤
∫
Rd |∇f |

2 dµ (note that the Poincaré inequality is
valid since (25) holds). One can easily verify that|x|2 ≤ B̃c∗(x) for someB̃ > 0. Hence

|∇f |
2

≤ B̃f 2c∗
(

|∇f |

|f |

)
and ∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ (C + B̃B)

∫
Rd
f 2c∗

(
|∇f |

|f |

)
dµ.

The proof is complete. 2



204 A . V. KOLESNIKOV

4. APPLICATION TO CONVEX MEASURES

LEMMA 4.1. Letµ be a convex measure. Thensupr≥R1/2
Ilog(r)/r < ∞.

PROOF. We apply the following estimate from [6]:

(35) 2rµ+(A) ≥ µ(A) log
1

µ(A)
+ (1 − µ(A)) log

1

1 − µ(A)
+ logµ{|x − x0| ≤ r},

which holds for every convex measureµ, every setA, every pointx0, and anyr > 0. Let
µ(A) ≤ 1/2 − ε, whereε > 0. Chooser in such a way thatµ(A) = µ(Bcr ). Then

(36) (1 − µ(A)) log
1

1 − µ(A)
+ logµ(Br) = µ(Bcr ) logµ(Br).

Pick δ = δ(ε) such that (
1

2
+ ε

)1/(1−δ)

≥
1

2
− ε.

Then

µ(Br) ≥

(
1

2
+ ε

)
≥

(
1

2
− ε

)1−δ

≥ µ1−δ(Bcr ).

Therefore,

(1 − δ)µ(A) log
1

µ(A)
+ µ(Bcr ) logµ(Br) = µ(A)

(
log

µ(Br)

µ1−δ(Bcr )

)
≥ 0.

Hence by (36) we obtain

(1 − δ)µ(A) log
1

µ(A)
+ (1 − µ(A)) log

1

1 − µ(A)
+ logµ{|x − x0| ≤ r} ≥ 0

and 2r
δ
µ+(A) ≥ µ(A) log 1

µ(A)
. It remains to show that

sup
R1/2≤r≤R1/2+ε

Ilog(r)

r
< ∞.

But this follows easily from (35). One has to choose a sufficiently large numberR̃ such
that

inf
0≤τ≤ε

(1/2 + τ) log
1

1/2 + τ
+ logµ({x : |x| ≤ R̃}) ≥ 0.

ThenIlog(r) ≤ R̃. The proof is complete. 2

COROLLARY 4.2. Let µ be a convex measure and letϕ satisfy assumptionsA1–A4.
Suppose thatg : R+

→ R is increasing and∫
Rd
eg(r) dµ = 1.
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If for someC > 0 and1< α ≤ 2 one has

(37)
g(r)

ϕ1−1/α(eg(r))
≥ Cr,

then

Iµ(t) ≥ ktϕ

(
1

t

)1−1/α

with somek > 0 andt ≤ 1/2.

PROOF. By the previous lemma

µ+(A) ≥ k0
µ(A) log(1/µ(A))

r

if µ(A) = 1 − µ(Br) andr ≥ R1/2. By the Chebyshev inequality

µ(Bcr ) ≤

∫
Rd e

g(|x|) dµ(x)

eg(r)
=

1

eg(r)
.

Hence by (37) one has
log

ϕ1−1/α

(
1

µ(Bcr )

)
≥ Cr

for anyr ≥ R1/2. Consequently,

µ+(A) ≥ k0
µ(A) log(1/µ(A))

r
≥ Ck0µ(A)ϕ

1−1/α
(

1

µ(A)

)
.

The proof is complete. 2

PROOF OFTHEOREM 1.1. Follows from Theorem 3.7 and Corollary 4.2. 2

EXAMPLE 4.3. Letµ = Ze−V dx be a convex probability measure onRd such that
V (x) ∼ |x| logp |x| with p > 0 as|x| → ∞. Suppose thatF satisfies A1–A4 andF ∼

logαp/(α−1) log |x| as|x| → ∞. Applying Theorem 1.1 one sees that for everyA > 0 there
existsC > 0 such that for every smooth functionf one has∫

Rd
f 2F

(
f 2∫

Rd f
2 dµ

)
dµ ≤ C

∫
Rd
f 2cA,α/(α−1)

(
|∇f |

f

)
dµ.

Finally, we prove an inequality of the type (6).

THEOREM 4.4. Letµ be a convex measure such that
∫
Rd e

ε|x|α dµ < ∞ for someα > 1
andε > 0. Then

Entµ |f |
β

≤ C

[∫
Rd

|∇f |
β dµ+ Varµ |f |

β/2
]
.
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PROOF. Setg2
= |f |

β . Apply Theorem 2.1 tog2 in place off 2. Following the proof of
that theorem we get

Entµ |f |
β

≤ C Varµ |f |
β

+ C

∫
|f |β≥Kµ(|f |β )

Ilog(r|f |β (f
β))|f |

β−1
|∇f | dµ

with someK > 1. By the Ḧolder inequality for everyδ > 0 there existsN(C, δ) > 0 such
that

C

∫
|f |β≥Kµ(|f |β )

Ilog(r|f |β (f
β))|f |

β−1
|∇f | dµ

≤ N

∫
Rd

|∇f |
β dµ+ δ

∫
|f |β≥Kµ(|f |β )

I
β/(β−1)
log (r|f |β (f

β))|f |
β dµ.

Since|f | ≤ C(K, β)|f − µ(f )| on {|f |
β

≥ Kµ(|f |
β)}, we get, by the same arguments

as in Theorem 2.1,

δ

∫
|f |β≥Kµ(|f |β )

I
β/(β−1)
log (r|f |β (f

β))|f |
β dµ

≤ δC(K, β)

∫
Rd
I
β/(β−1)
log (r|f |β (f

β))|f − µ(f )|β dµ

≤ C

∫
Rd

|f − µ(f )|β dµ+
1

2
Entµ |f − µ(f )|β ,

whereC < ∞ whenever ∫
BcR

exp(δIβ/(β−1)
log (|x|))) dµ < ∞

with R = R(K−1)/K . By Corollary 4.2 one hasIβ/(β−1)
log (|x|) ≤ C′

|x|β/(β−1)
= C′

|x|α.

Hence, choosingδ sufficiently small, we obtain∫
BcR

exp(δIβ/(β−1)
log (|x|)) dµ < ∞.

Sinceµ is convex, it satisfies the Cheeger inequality, hence there existsC(β) such that for
everyf one has ∫

Rd
|f − µ(f )|β dµ ≤ C(β)

∫
Rd

|∇f |
β dµ

(see [8] for the proof). Finally, we arrive at the estimate

(38) Entµ |f |
β

≤ C Varµ |f |
β/2

+N ′

∫
Rd

|∇f |
β dµ+

1

2
Entµ |f − µ(f )|β .

In particular, applying (38) tof − µ(f ), we get

Entµ |f − µ(f )|β ≤ 2C
∫

Rd
|f − µ(f )|β + 2N ′

∫
Rd

|∇f |
β dµ

≤ (2CC(β)+ 2N ′)

∫
Rd

|∇f |
β dµ.

Combining this estimate again with (38) we get the claim. 2
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