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ABSTRACT. — We perform a general reduction scheme that can be applied in particular to the spectral study of
operators of the typeP = P(x, y, hDx ,Dy ) ash tends to zero. This scheme permits us to reduce the study of
P to the one of a semiclassical matrix operator of the typeA = A(x, hDx ). Here, for any fixed(x, ξ) ∈ Rn, the
eigenvalues of the principal symbola(x, ξ) of A are eigenvalues of the operatorP(x, y, ξ,Dy ).
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1. INTRODUCTION

In the last decade, many efforts have been made by several authors in order to apply
semiclassical techniques to problems in which extra nonsemiclassical variables occur
(see, e.g., [GMS, Ha, KMSW, Ne, NeSo, So]). Such efforts have shown that, despite
the presence of these extra variables, in many situations it is still possible to perform
semiclassical constructions related to the existence of some hidden effective semiclassical
operator.

In particular, this has been completely clarified in the case of the spectral study of
molecules. In this case, the Hamiltonian can be written in the form

H = −h2∆x −∆y + V (x, y) = −h2∆x +Hel(x),

wherex ∈ Rn represents the position of the nuclei,y ∈ Rp is the position of the electrons,
h is proportional to the inverse of the square-root of the nuclear mass, andV (x, y) is the
sum of all the interactions. The operatorHel(x) is the so-called electronic Hamiltonian and
its eigenvalues are the so-called electronic levels. Then, by using symbolic calculus, it has
been proved in [KMSW] that the spectral study ofH onL2(Rn+p) can be reduced to that
of a semiclassical pseudodifferential matrix operatorHeff = Heff(x, hDx) onL2(Rn)⊕N ,
whereN > 0 depends on the energy level. Moreover, the principal part ofHeff can
be explicitly related to the electronic levels in agreement with the original intuition of
M. Born and R. Oppenheimer. Let us observe that, actually,Heff = H λ

eff also depends on
the spectral parameterλ, but this dependence is analytic and involves onlyO(h2) terms.
In compensation, the reduction is exact in the sense that one has the following equivalence
(without error terms):

(1.1) λ ∈ σ(H) ⇔ λ ∈ σ(H λ
eff).
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(Hereσ stands for the spectrum.) If one accepts error terms of sizeO(h∞), then other
techniques exist that permit constructing aλ-independent effective Hamiltonian (see, e.g.,
[NeSo, So]). However, when one wants to study exponentially small quantities (such as
the tunneling effect), it becomes necessary to use (1.1).

The way in which (1.1) has been proved relies on the construction of an operator acting
on a greater space (the so-called Grushin operator) by means of the eigenfunctions of
Hel(x), and is closely related to the older Feshbach method (see, e.g., [CDS]).

In the same spirit, another reduction has been proved in [GMS] for differential
operators of the typeP(x, y, hDx + Dy), whereP(x, y, ξ) is periodic iny. Here again,
the idea was to construct a Grushin operator by means of the eigenfunctions of the operator
Q(x) := P(x, y,Dy).

Although these two constructions seem to be rather different from each other, actually
there exists a unified way to see them. Indeed, in both cases the construction is based on
the eigenfunctions of the operator obtained by substituting a vector (say,ξ ) for the operator
hDx (that is, the same procedure that relates quantum mechanics to classical mechanics).
In the first case, the operator one obtains isξ2

+Hel(x) (which has the same eigenfunctions
asHel(x)), and in the second case, one obtainsP(x, y, ξ + Dy), the eigenfunctions of
which are deduced from those ofP(x, y,Dy) by conjugating witheiξ ·y . Because of the
explicit dependence of these eigenfunctions onξ (indeed, trivial in the first case), the
constructions performed in [KMSW, GMS] could be done without particular problems.

Here we plan to give a unified version of these reduction schemes, which can be applied
to a general class of operators of the typeP(x, y, hDx,Dy). In particular, we have to
overcome the additional difficulty that the eigenfunctions ofP(x, y, ξ,Dy) may depend
on ξ in an essentially arbitrary way. However, our assumptions will permit us to quantize
this dependence, and to obtain in this way a Grushin problem in the same spirit as in
[KMSW, GMS]. Note that we consider only time-independent problems here: for related
time-dependent results, one may consult e.g. [HaJo, MaSo1, MaSo2, PST, SpTe].

2. ASSUMPTIONS AND RESULT

Let H1 andH2 be two Hilbert spaces such thatH1 ⊂ H2 and the natural injection
H1 ↪→ H2 is continuous. We denote byH1,2 := L(H1;H2) the space of bounded
linear operators fromH1 to H2 and we consider a family of operator-valued functions
(ph)0<h≤h0 in C∞(R2n

;H1,2) (here h0 > 0 is some fixed small number) such that
ph(x, ξ) = p0(x, ξ) + hrh(x, ξ) with p0 independent ofh, and for every multi-index
α ∈ N2n,

(2.1) ‖∂αp0(x, ξ)‖H1,2 + ‖∂αrh(x, ξ)‖H1,2 = O(1)

uniformly with respect toh ∈ (0, h0] and(x, ξ) ∈ R2n. For anyh > 0 small we consider
the pseudodifferential operatorPh with symbolph,

Ph : L2(Rn;H1) → L2(Rn;H2), u 7→ Phu,



A GENERAL EFFECTIVE HAMILTONIAN METHOD 271

where for almost allx ∈ Rn, Phu(x) ∈ H2 is defined by the oscillatory integral (the
so-called Weyl quantization ofph, see, e.g., [Ma1])

(2.2) Phu(x) = OpWh (ph)u(x) :=
1

(2πh)n

∫
ei(x−y)ξ/hph

(
x + y

2
, ξ

)
u(y) dy dξ.

Note that Ph maps continuouslyL2(Rn;H1) into L2(Rn;H2), thanks to (a slight
generalization of) the Calderón–Vaillancourt theorem (see [Ma1, Theorem 2.8.1]).

We assume that for any(x, ξ) ∈ R2n, the spectrumσ(p0(x, ξ)) of p0(x, ξ) contains a
finite subsetσ1(x, ξ) such that the following conditions hold for all(x, ξ) ∈ R2n:

(H1) There existϕ1, . . . , ϕm ∈ C∞

b (R
2n

;H1) such that for all(x, ξ) ∈ R2n the family
(ϕ1(x, ξ), . . . , ϕm(x, ξ)) forms an orthonormal basis of the vector spaceE(x, ξ) :=∑
λ∈σ1(x,ξ)

∑
k≥1 Ker(p0(x, ξ) − λ)k. (HereC∞

b stands for the space of functions
that are uniformly bounded together with all their derivatives.)

(H2) The spaceH2 can be split intoE(x, ξ) ⊕ F(x, ξ) whereF(x, ξ) is stable under
p0(x, ξ), in the sense thatp0(x, ξ) mapsF(x, ξ) ∩ H1 into F(x, ξ). Moreover
the two (not necessarily orthogonal) projectionsΠE/F andΠF/E associated with
the decompositionH2 = E(x, ξ) ⊕ F(x, ξ) are uniformly bounded and depend
continuously on(x, ξ) in R2n.

In particularσ1(x, ξ) is included in the discrete spectrum ofp0(x, ξ) and consists of the
eigenvalues of them×m complex matrix

(2.3) M(x, ξ) = (〈p0(x, ξ)ϕk(x, ξ), ϕj (x, ξ)〉)1≤j,k≤m,

where〈·, ·〉 stands for the scalar product inH2.
Set

σF :=
⋃

(x,ξ)∈R2n

σ(p0(x, ξ)|F(x,ξ)∩H1).

Our main result is the following:

THEOREM 2.1. Assume(2.1)and(H1)–(H2). Then for anyz ∈ C\σF there exists anm×

m matrixAz = (A
j,k
z )1≤j,k≤m of h-pseudodifferential operators, bounded onL2(Rn)⊕m,

with principal symbolM(x, ξ), and such that the following equivalence holds:

z ∈ σ(Ph) ⇔ z ∈ σ(Az).

Moreover,Az depends analytically onz in the interior of C \ σF .

EXAMPLE . For anyx ∈ Rn, let Q(x) be a (possibly unbounded) nonnegative self-
adjoint operator on some Hilbert spaceH2 with domainH1 such thatσ(Q(x)) =

{λ1(x), . . . , λm(x)} ∪ Σ(x), where λ1(x), . . . , λm(x) depend continuously onx, re-
main uniformly separated outside some compact subset ofRn, and infΣ(x) ≥

max{λ1(x), . . . , λm(x)} + δ for someδ > 0 and for allx ∈ Rn. Assume also thatQ(x)
depends smoothly onx and is uniformly bounded together with all its derivatives as an
operator fromH1 toH2. Then our result can be applied with

Ph = (−h2∆x +Q(x)+ 1)−1
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and
σ1(x, ξ) = {(ξ2

+ λj (x)+ 1)−1 : 1 ≤ j ≤ m}.

Indeed, using the method of [DiSj, Section 8], we see that both (2.2) and (2.1) are satisfied,
andp0(x, ξ) = (ξ2

+ Q(x) + 1)−1. Moreover, the constructions in [KMSW] show the
existence of an orthonormal family(ϕ1(x), . . . , ϕm(x)) inH2 which depends smoothly on
x ∈ Rn, has all its derivatives uniformly bounded inH2, and generates

⊕m
j=1 Ker(Q(x)−

λj (x)). Since, by the spectral mapping theorem, this latter space is equal to

m⊕
j=1

Ker((ξ2
+Q(x)+ 1)−1

− (ξ2
+ λj (x)+ 1)−1),

we see that (H1) is also satisfied. Finally, condition (H2) is automatically satisfied by taking
F(x, ξ) as the orthogonal space ofE(x, ξ), sincep0(x, ξ) is self-adjoint onH2. In this case
σF = (0, (1 + λ+)

−1] with

λ+ := inf
Rn
(σ (Q(x)) \ {λ1(x), . . . , λm(x)}),

and our result recovers the reduction method used, e.g., in [Ma2] (see also [KMSW] for
the Coulomb case) for studying the spectrum of the molecular Schrödinger operatorH :=
−h2∆x +Q(x) (typically,Q(x) = −∆y +V (x, y) acts onL2(Rpy ) wherey stands for the
electronic position variables).

REMARK . As one can see from the proof, there is no real difficulty in generalizing this
theorem to unbounded symbols that, instead of (2.1), satisfy, e.g., estimates of the type

‖∂αp0(x, ξ)‖H1,2 + ‖∂αrh(x, ξ)‖H1,2 = O(〈ξ〉k)

for somek ≥ 0. However, as illustrated by the previous example, it is often possible in
applications to transform the problem to one that involves bounded symbols only.

3. PROOF

The idea of the proof is to reduce the problem to the inversion of some Grushin problem,
and to use the semiclassical symbolic calculus in order to construct the inverse.

We denote byB the operatorL2(Rn)⊕m → L2(Rn;H2) defined by

B(u1 ⊕ · · · ⊕ um) =

m∑
j=1

1

(2πh)n

∫
ei(x−y)ξ/hϕj

(
x + y

2
, ξ

)
uj (y) dy dξ,

and byB∗ its adjointL2(Rn;H2) → L2(Rn)⊕m given by

B∗u(x) =

m⊕
j=1

1

(2πh)n

∫
ei(x−y)ξ/h

〈
u(y), ϕj

(
x + y

2
, ξ

)〉
H2

dy dξ.

Then for z ∈ C we consider the following matrix operator (the so-calledGrushin
operator):

P(z) :=

(
Ph − z B

B∗ 0

)
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that mapsL2(Rn;H1) ⊕ L2(Rn)⊕m into L2(Rn;H2) ⊕ L2(Rn)⊕m. In particular, we see
thatP(z) can be seen as anh-pseudodifferential operator with operator-valued principal
symbolPz(x, ξ) given by

(3.1) Pz(x, ξ) =

(
p0(x, ξ)− z b(x, ξ)

b∗(x, ξ) 0

)
: H1 ⊕ Cn → H2 ⊕ Cn

whereb(x, ξ)(α1, . . . , αm) = α1ϕ1(x, ξ) + · · · + αmϕm(x, ξ), (α1, . . . , αm ∈ C), and
b∗(x, ξ)f = (〈f, ϕ1(x, ξ)〉H2, . . . 〈f, ϕm(x, ξ)〉H2) (f ∈ H1). In order to show thatP(z)
is invertible, we first prove the following lemma:

LEMMA 3.1. Denote byΠ0
E the orthogonal projection ontoE(x, ξ). Then for allz ∈

C \ σF and for all (x, ξ) ∈ R2n, the operatorPz(x, ξ) defined in(3.1) is invertible and its
inverse is given by

Pz(x, ξ)−1
=: Qz(x, ξ) =

(
Qz(x, ξ) Q+

z (x, ξ)

Q−
z (x, ξ) Q±

z (x, ξ)

)
,

where, forg ∈ H2 andβ = (β1, . . . , βm) ∈ Cn,

Qz(x, ξ)g := (1 −Π0
E )(p

′

0(x, ξ)− z)−1ΠF/Eg,

Q+
z (x, ξ)β :=

m∑
j=1

βjϕj ,

Q−
z (x, ξ)g := (〈ΠE/Fg + (p0(x, ξ)− z)Π0

E (p
′

0(x, ξ)− z)−1ΠF/Eg, ϕj 〉)1≤j≤m,

Q±
z (x, ξ)β := (z−M(x, ξ))β.

Here we have denoted by(p′

0(x, ξ)− z)−1 the inverse of(p0(x, ξ)− z)|F(x,ξ).

PROOF. Forg ∈ H2 andβ = (β1, . . . , βm) ∈ Cn we have to solve the problem

(3.2) Pz(x, ξ)(f ⊕ α) = g ⊕ β

where the unknownf ⊕ α = f ⊕ (α1, . . . , αm) is inH1 ⊕ Cn. We can rewrite (3.2) as (p0(x, ξ)− z)f +

m∑
j=1

αjϕj (x, ξ) = g,

〈f, ϕj (x, ξ)〉 = βj (j = 1, . . . , m),

and, writingf = fE + fF with fE ∈ E(x, ξ) and fF ∈ F(x, ξ), we obtain (since
(ϕ1(x, ξ), . . . , ϕm(x, ξ)) is an orthonormal basis ofE(x, ξ))

(3.3)


fE =

m∑
j=1

(βj − 〈fF , ϕj 〉)ϕj ,

(p0 − z)fF + (p0 − z)fE +

m∑
j=1

αjϕj = g.
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(Here we have omitted the dependence on(x, ξ) to simplify the notation.) Since both
spacesE(x, ξ) andF(x, ξ) are stable underp0(x, ξ) we see that (3.3) is equivalent to

(3.4)



fE =

m∑
j=1

(βj − 〈fF , ϕj 〉)ϕj ,

(p0 − z)fF = ΠF/Eg,

(p0 − z)fE +

m∑
j=1

αjϕj = ΠE/Fg,

and thus, since by assumption(p0 − z)|F(x,ξ) is invertible for all(x, ξ) ∈ Rn,

(3.5)


fF = (p′

0 − z)−1ΠF/Eg,

fE =

m∑
j=1

(βj − 〈fF , ϕj 〉)ϕj ,

αj = 〈ΠE/Fg − (p0 − z)fE , ϕj 〉 (j = 1, . . . , m).

In particularfF , fE , α1, . . . , αm can all be determined in terms ofg andβ, and using (2.3)
and the fact thatΠ0

Ev =
∑m
j=1〈v, ϕj 〉ϕj , we obtain the formulae given in the lemma. 2

The next step is important, since it will permit us to construct the inverse ofP(z)
by means of the symbolic calculus ofh-pseudodifferential operators (see [Ma1] and the
appendix of [GMS]).

LEMMA 3.2. For anyz ∈ C \ σF , the map

Qz : R2n
→ L(H2 ⊕ Cn;H1 ⊕ Cn), (x, ξ) 7→ Qz(x, ξ),

isC∞ and uniformly bounded together with all its derivatives onR2n. Moreover, it depends
analytically onz in the interior ofC \ σF .

PROOF. Thanks to assumptions (H1) and (H2), it is straighforward to verify thatQz(x, ξ)
is uniformly bounded onR2n as an operatorH2 ⊕ Cn → H1 ⊕ Cn. Since, moreover,
Pz(x, ξ) depends smoothly on(x, ξ) and is uniformly bounded together with all its deriva-
tives, the continuity and differentiability follow by writing, for all(x, ξ), (x′, ξ ′) ∈ R2n,

Qz(x, ξ)−Qz(x′, ξ ′) = Qz(x, ξ)(Pz(x′, ξ ′)− Pz(x, ξ))Qz(x′, ξ ′).

This yields
(∇x,ξQz)(x, ξ) = −Qz(x, ξ)(∇x,ξPz)(x, ξ)Qz(x, ξ),

and the result follows by differentiating iteratively this equality. The analyticity of
Qz(x, ξ) with respect toz is also a direct consequence of the analytic dependence of
Pz(x, ξ) on z. 2

Thanks to Lemma 3.2, we can consider the Weyl quantizationQ(z) = OpWh (Qz) of
Qz(x, ξ), defined onL2(Rn;H2 ⊕ Cn) ' L2(Rn;H2) ⊕ L2(Rn)⊕m by the oscillatory
integral

Q(z)ψ(x) =
1

(2πh)n

∫
ei(x−y)ξ/hQz

(
x + y

2
, ξ

)
ψ(y) dy dξ.
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Hereψ = u⊕ u1 ⊕ · · · ⊕ um ∈ L2(Rn;H2)⊕ L2(Rn)⊕m. By the Caldeŕon–Vaillancourt
theorem,Q(z) is a bounded operator fromL2(Rn;H2) ⊕ L2(Rn)⊕m to L2(Rn;H1) ⊕

L2(Rn)⊕m, and as a consequence we can perform the two compositionsQ(z)P(z) and
P(z)Q(z). Moreover, the symbolic calculus permits us to estimate it as follows:

Q(z)P(z) = OpWh (QzPz)+ hR1 = I + hR1

with
‖R1‖L(L2(Rn;H1)⊕L

2(Rn)⊕m) = O(1)

uniformly with respect toh. Similarly, we also have

P(z)Q(z) = OpWh (PzQz)+ hR2 = I + hR2

with
‖R2‖L(L2(Rn;H2)⊕L

2(Rn)⊕m) = O(1)

uniformly with respect toh. As a consequence, forh small enoughP(z) is invertible and
its inverse is given by the convergent Neumann series

(3.6) P(z)−1
=

(+∞∑
k=1

hkRk1

)
◦Q(z) = Q(z) ◦

(+∞∑
k=1

hkRk2

)
.

Therefore, we have proved the first part of the following proposition:

PROPOSITION3.3. The operatorP(z) : L2(Rn;H1) ⊕ L2(Rn)⊕m → L2(Rn;H2) ⊕

L2(Rn)⊕m is invertible and its inverse can be written as

P(z)−1
=

(
Q(z) Q+(z)

Q−(z) Q±(z)

)
whereQ(z),Q+(z),Q−(z), andQ±(z) areh-pseudodifferential operators with principal
symbolsQz(x, ξ), Q+

z (x, ξ), Q
−
z (x, ξ), andQ±

z (x, ξ) respectively. Moreover, we have
the following equivalence:

(3.7) z ∈ σ(Ph) ⇔ 0 ∈ σ(Q±(z)).

PROOF. In view of (3.6) it remains only to prove thatQ(z), Q+(z), Q−(z), andQ±(z)

areh-pseudodifferential operators and that the equivalence (3.7) holds. The first assertion
comes from the fact thatP(z)−1 is the inverse of an elliptich-pseudodifferential operator,
and it can be proved in a standard way by using the Beals characterization theorem (see
[DiSj, Proposition 8.3]). The second assertion comes from the following two series of
algebraic identities:

(Ph − z)u = v ⇔ P(z)(u⊕ 0) = v ⊕ B∗u ⇔ Q(z)(v ⊕ B∗u) = u⊕ 0(3.8)

⇔

{
Q(z)v +Q+(z)B∗u = u,

Q−(z)v +Q±(z)B∗u = 0,
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and

Q±(z)α = β ⇔ Q(z)(0 ⊕ α) = Q+(z)α ⊕ β ⇔ P(z)(Q+(z)α ⊕ β) = 0 ⊕ α(3.9)

⇔

{
(Ph − z)Q+(z)α + Bβ = 0,
B∗Q+(z)α = α.

Since we also haveB∗Q+(z) = 1 (just write explicitly thatP(z)Q(z) = I ), we see that
if z /∈ σ(Ph), then (3.9) implies the following equivalence:

Q±(z)α = β ⇔ α = −B∗(Ph − z)−1Bβ.

In particular 0/∈ σ(Q±(z)) and

(3.10) Q±(z)−1
= −B∗(Ph − z)−1B.

Conversely, if 0/∈ σ(Q±(z)), then (3.8) gives the following equivalence:

(Ph − z)u = v ⇔

{
B∗u = −Q±(z)−1Q−(z)v,

u = Q(z)v −Q+(z)Q±(z)−1Q−(z)v.

Moreover, the fact thatB∗Q(z) = 0 andB∗Q+(z) = 1 shows that, actually, the first equa-
tion of the latter system is implied by the second. As a consequence, in this case we have

(Ph − z)u = v ⇔ u = Q(z)v −Q+(z)Q±(z)−1Q−(z)v,

and thusz /∈ σ(Ph) and

(3.11) (Ph − z)−1
= Q(z)−Q+(z)Q±(z)−1Q−(z).

This completes the proof of the proposition. 2

To complete the proof of the theorem, it just remains to observe that, by construction,
Q±(s) is an h-pseudodifferential operator onL2(Rn)⊕m, that is, anm × m matrix of
pseudodifferential operators onL2(Rn). Therefore the theorem follows from Proposition
3.3 and Lemma 3.1 by settingAz = Q±(z)− z. 2
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[Ho] L. H ÖRMANDER, The Analysis of Linear Partial Differential Operators. Vols. I to IV,
Springer, 1985.

[KMSW] M. K LEIN - A. M ARTINEZ - R. SEILER - X. WANG, On the Born–Oppenheimer
expansion for polyatomic molecules. Comm. Math. Phys. 143 (1992), 607–639.

[Ma1] A. M ARTINEZ, An Introduction to Semiclassical and Microlocal Analysis. Springer,
New York, 2002.
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