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ABSTRACT. — We obtain Gaussian lower bounds for the fundamental solution of a class of hypoelliptic
equations, by using repeatedly an invariant Harnack inequality. Our main result is given in terms of the value
function of a suitable optimal control problem.
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1. INTRODUCTION

We consider a class of linear second order operators inRN+1 of the form

(1.1) L :=
m∑

k=1

X2
k + X0 − ∂t .

In (1.1) theXk ’s are smooth vector fields onRN , i.e. denotingz = (x, t) the point inRN+1,

Xk(x) =

N∑
j=1

ak
j (x)∂xj

, k = 0, . . . , m.

We will also consider theXk ’s as vector fields inRN+1 and write

(1.2) Y = X0 − ∂t .

Our main assumption on the operatorsL is the invariance with respect to a homogeneous
Lie group structure, and a controllability condition:

HYPOTHESIS[H]. There exists a homogeneous Lie groupG = (RN+1, ◦, δλ) such that

(i) X1, . . . , Xm, Y are left translation invariant onG;
(ii) X1, . . . , Xm are δλ-homogeneous of degree one andY is δλ-homogeneous of degree

two.

HYPOTHESIS[C]. For every(x, t), (y, s) ∈ RN+1 with t > s, there exists an absolutely
continuous pathγ : [0, t − s] → RN such that

(1.3)

 γ̇ (τ ) =

m∑
k=1

ωk(τ )Xk(γ (τ )) + X0(γ (τ )),

γ (0) = x, γ (t − s) = y,

with ω1, . . . , ωm ∈ L∞([0, t − s]).
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The solution of (1.3) will be denoted byγ ((x, t), (y, s), ω).
Operators of the form (1.1), satisfying hypotheses [C] and [H], have been considered

by Kogoj and Lanconelli in [10] and [11]. An invariant Harnack inequality for the positive
solutions ofLu = 0 is proved in [10], and a general procedure for the construction
of sequences of operators satisfying [C] and [H] is given in [11]. We next give some
comments about these assumptions. We first compare the controllability property [C] with
some properties of the commutators ofX1, . . . , Xm, Y . It is known that condition [H]
implies that the coefficientsak

j ’s of theXk ’s are polynomial functions, hence we can rely
on classical results (see Derridj and Zuily [5] and Oleı̆nik and Radkevǐc [16, Chap. II,
Sec. 8]) to see that [C] yields

(1.4) rank Lie{X1, . . . , Xm, Y }(z) = N + 1, ∀z ∈ RN+1.

Note that it is not true that [C] is a consequence of (1.4); nevertheless it is well known that
the condition

(1.5) rank Lie{X1, . . . , Xm}(x) = N, ∀x ∈ RN ,

(which is stronger than (1.4)) implies [C] (see for instance the books of Agrachev and
Sachkov [1] and Jurdjevic [9]).

In the theory of partial differential equations, the above properties are strongly related
to the regularity problem forL. Specifically, condition (1.4) is the well known sufficient
condition for the hypoellipticity ofL introduced by Ḧormander in [7]. In [10] it is proved
thatL has a fundamental solutionΓ which is invariant with respect to the group operation,
is smooth outside its poles andδλ-homogeneous of degree 2− Q:

(1.6) Γ (z, ζ ) = Γ (ζ−1
◦ z, 0), Γ (δλz, 0) = λ2−QΓ (z, 0),

for everyz, ζ ∈ RN+1 andλ > 0 (hereQ denotes the homogeneous dimension of the Lie
groupG, see Section 2). Moreover,Γ (x, t, ξ, τ ) > 0 for t > τ , andΓ (x, t, ξ, τ ) = 0 for
t ≤ τ .

The main purpose of this paper is to adapt a method due to Moser [14] and used by
Aronson and Serrin [2], [3], in order to prove a Gaussian lower bound ofΓ . We recall that
the method of Moser has been introduced in the study of uniformly parabolic operators
and is based on repeated use of an invariant Harnack inequality. In that framework,
the Gaussian bound reads as follows:Let h be the fundamental solution of a uniformly
parabolic operator. Then there exists a positive constantc such that

(1.7) h(x − y, t − s) ≥
c

(t − s)N/2
e
−

|x−y|
2

c(t−s)

for every(x, t), (y, s) ∈ RN+1 with t > s. In order to adapt the method to operators of
type (1.1), we rely on the following invariant Harnack inequality proved by Kogoj and
Lanconelli. Consider the setsHr(z0) = z0 ◦ δr(H1) andSr(z0) = z0 ◦ δr(S1), where

H1 = {(x, t) ∈ RN+1
| ‖(x, t)‖G ≤ 1, t ≤ 0},

S1 = {(x, t) ∈ H1 | 1/4 ≤ −t ≤ 3/4}.
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Then the following result holds (see [10, Theorem 7.1]).LetΩ be an open subset ofRN+1

containingHr(z0) for somez0 ∈ RN+1 andr > 0. Then there exist two positive constants
θ andM, only depending on the operatorL, such that

(1.8) sup
Sθr (z0)

u ≤ Mu(z0)

for every non-negative solutionu of Lu = 0 in Ω. Our first result is anon-local lower
bound for positive solutions toLu = 0 obtained by the (local) Harnack inequality (1.8).

PROPOSITION1.1. LetL be as defined in(1.1), satisfying assumptions[C] and[H] . Then
there exist three constantsθ ∈ ]0, 1[, h > 0 andM > 1, only depending on the operator
L, such that the following statement is true. Ifu : RN

× ]T0, T1] → R is a positive solution
to Lu = 0, (x, t), (y, s) ∈ RN

× ]T0, T1] are two points such thatT1 − θ2(T1 − T0) ≤ s <

t ≤ T1, andγ ((x, t), (y, s), ω) is a solution to(1.3), then

u(y, s) ≤ M1+Φ(ω)/hu(x, t),

where

Φ(ω) =

∫ t−s

0
(ω2

1(τ ) + · · · + ω2
m(τ )) dτ.

The above proposition extends a previous result by Pascucci and Polidoro (Theorem
1.1 in [17]) and gives a bound forany solution γ of (1.3). In order to obtain the best
exponent we formulate a natural optimal control problem: we consider the functionω =

(ω1, . . . , ωm) as thecontrol of the pathγ in (1.3) and we look for the one minimizing the
total costΦ among the pathsγ satisfying (1.3). We then define the value function

(1.9) V (x, t, y, s) = inf{Φ(ω) | γ ((x, t), (y, s), ω) is a solution to (1.3)}.

As a straightforward corollary of Proposition 1.1, we obtain

(1.10) u(y, s) ≤ M1+V (x,t,y,s)/hu(x, t),

provided thatu satisfies the assumptions of Proposition 1.1. A further direct consequence
is the following lower bound for the fundamental solutionΓ of L:

THEOREM 1.2. Let L be as defined in(1.1), satisfying assumptions[C] and [H] . Then
there exist two constantsC > 0 and θ ∈ ]0, 1[, only depending on the operatorL, such
that

Γ (x, t, 0, 0) ≥
1

C t (Q−2)/2
e−CV (x,θ2t,0,0), ∀(x, t) ∈ RN

× R+.

Thanks to (1.6), Theorem 1.2 provides a lower bound forΓ (x, t, y, s) with t > s.
We next compare the above result with the known estimates of the fundamental solution

due to Jerison and Sánchez-Calle [8], Kusuoka and Stroock [12], Varopoulos, Saloff-Coste
and Coulhon [18], concerning operators in the form (1.1) without the drift termX0. The
main result in [8], [12], and [18] is the bound

(1.11)
1

C
√

|Bt−s(x)|
e−

Cd2(x,y)
t−s ≤ Γ (x, t, y, s) ≤

C√
|Bt−s(x)|

e
−

d2(x,y)
C(t−s)
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for every(x, t), (y, s) ∈ RN
× ]T0, T1] with t > s, whered(x, y) denotes the Carnot–

Carath́eodory distance associated to the problem (1.3), in which the vector fieldX0 is set
to zero (see [15]) and|Br(x)| is the volume of the metric ball with centerx and radiusr.
The lower bound stated in Theorem 1.2 agrees with the one stated in (1.11), since

(1.12) V (x, t, y, s) =
d2(x, y)

t − s
whenX0 = 0.

The identity (1.12) fails to hold when the drift termX0 is needed to fulfill condition [C].
Consider for instance the Kolmogorov operators

Ku =

p0∑
i,j=1

ai,j∂xixj
u +

N∑
i,j=1

bi,jxi∂xj
u − ∂tu,

where A = (aij )i,j=1,...,p0 and B = (bij )i,j=1,...,N are constant real matrices,A is
symmetric and positive. We recall that assumptions [C] and [H] are equivalent to some
explicit conditions on the matricesA andB (see [13]). Moreover, the explicit expression
of the value function for this class of operators is explicitly known (see [6]). In the simplest
case, the Kolmogorov equation reads

∂2
x1

u + x1∂x2u = ∂tu

and the value function related to the Kolmogorov group is

V (x, t, y, s) =
(x1 − y1)

2

t − s
+3

(x1 − y1)(x2 + (t − s)y1 − y2)

(t − s)2
+3

(x2 + (t − s)y1 − y2)
2

(t − s)3
,

which clearly does not satisfy equation (1.12).
Aiming to show that the estimate given in Theorem 1.2 is sharp, we remark that one

can prove an analogous upper bound for the fundamental solution. More specifically, under
suitable conditions on the vector fieldsX0, . . . , Xm, which guarantee the existence of
global solutions of the problem (1.3), and assuming that there are no singular minimizers,
one has

Γ (x, t, 0, 0) ≤
Cε

t (Q−2)/2
e−V ((0,εt)◦(x,t)◦(0,εt),0,0)/32, ∀(x, t) ∈ RN

× R+,

for every positiveε. The above inequality is obtained by a suitable adaptation of the method
introduced by Aronson in [2] (details are given in [4]).

We recall that in the case of Kolmogorov equations, for everyc̃ > 1 there exists a
positive constant̃C such thatV (x, t, 0, 0) ≤ C̃V (x, c̃t, 0, 0) ≤ C̃V (x, t, 0, 0) for every
(x, t) ∈ RN

× R+ (see formula (6.13) in [6]). As a consequence, bounds analogous to
(1.11) hold:

1

C(t − s)(Q−2)/2
e−CV (x,t,y,s)

≤ Γ (x, t, y, s) ≤
C

(t − s)(Q−2)/2
e−V (x,t,y,s)/C

for every(x, t), (y, s) ∈ RN+1 with t > s.
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2. PROOF OF THE MAIN RESULTS

A Lie group G = (RN+1, ◦) is calledhomogeneousif there exists a family of dilations
(δλ)λ>0 on G with δλ(z ◦ ζ ) = (δλz) ◦ (δλζ ) for everyz, ζ ∈ RN+1 and for anyλ > 0. In
our setting, hypotheses [C] and [H] imply thatRN has a direct sum decomposition

RN
= V1 ⊕ · · · ⊕ Vn

such that, ifx = x(1)
+ · · · + x(n) with x(k)

∈ Vk, then the dilations are

(2.1) δλ(x
(1)

+ · · · + x(n), t) = (λx(1)
+ · · · + λnx(n), λ2t)

for any(x, t) ∈ RN+1 andλ > 0. We may assume that

x(1)
= (x1, . . . , xm1, 0, . . . , 0) ∈ V1,

x(k)
= (0, . . . , 0, x

(k)
1 , . . . , x(k)

mk
, 0, . . . , 0) ∈ Vk,

for some basis ofRN , where

x
(k)
i = xm1+···+mk−1+i, i = 1, . . . , mk ≡ dimVk.

The natural number

Q =

n∑
k=1

kmk + 2

is usually called thehomogeneous dimensionof G with respect to(δλ). We also introduce
the followingδλ-homogeneous norms onRN andRN+1:

|x|G = max{|x(k)
i |

1/k
| k = 1, . . . , n, i = 1, . . . , mk},

‖(x, t)‖G = max{|x|G, |t |1/2
}.

SinceX1, . . . , Xm andY are smooth vector fields which areδλ-homogeneous respectively
of degree one and two, we have

Xk =

n∑
j=1

ak
j−1(x

(1), . . . , x(j−1)) · ∇
(j), k = 1, . . . , m,

Y =

n∑
j=2

bj−2(x
(1), . . . , x(j−2)) · ∇

(j)
− ∂t ,

(2.2)

where
∇

(j)
= (0, . . . , 0, ∂

x
(j)

1
, . . . , ∂

x
(j)
mj

, 0, . . . , 0),

and ak
j and bj are δλ-homogeneous polynomial functions of degreej with values in

Vj+1 and Vj+2 respectively. Let us explicitly mention that formula (2.2) says that
span{X1(0), . . . , Xm(0)} = V1; then we may assumem = m1 and Xj (0) = ej for
j = 1, . . . , m where{ei}1≤i≤N denotes the canonical basis ofRN . Also note that from
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(2.2) it follows thatV2 = span{X0(0), [Xj , Xk](0) : j, k = 1, . . . , m}. Moreover, up
to the linear change of variable(x, t) 7→ (x − tb0, t), we may (and will) assume that
b0 = X0(0) = 0.

As said in the introduction, our argument mainly relies on the Harnack inequality (1.8)
by Kogoj and Lanconelli ([10, Theorem 7.1]). We first state a corollary of it; we refer to
Proposition 3.2 in [17] for the proof.

PROPOSITION2.1. Let Ω be an open set inRN+1 containingHr(z0) for somez0 ∈

RN+1 andr > 0. Then

(2.3) u(z0 ◦ z) ≤ Mu(z0)

for every non-negative solutionu of Lu = 0 in Ω and for everyz in the positive cone

(2.4) Pr = {(x, −t) ∈ RN+1
| |x|

2
G ≤ 2t, 0 < t ≤ 2θ2r2

}.

In order to prove Proposition 1.1 we need a preliminary result.

LEMMA 2.2. Let γ : [0, T ] → RN be a solution to(1.3), and letr =
√

2T /2θ . There
exists a positive constanth, only depending on the operatorL, such that(γ (s), t − s) ∈

(x, t) ◦ Pr for everys ∈ [0, T ] such that
∫ s

0 |ω(τ)|2 dτ ≤ h.

PROOF. We first prove the claim in the case(x, t) = (0, 0), namely

(2.5) γ̇ (τ ) =

m∑
j=1

ωj (τ )Xj (γ (τ )) + X0(γ (τ )), γ (0) = 0.

The result in the general case directly follows from the invariance of the vector fields
X1, . . . , Xm andY with respect to the operation “◦”. We prove that, for sufficiently smalls,
(γ (s), −s) ∈ Pr , that is,

(2.6) |γ (k)(s)|2G = max
i=1,...,mk

|γ
(k)
i (s)|2/k

≤ 2s

for anyk = 1, . . . , n. To this end, we consider the function

F(s) =

∫ s

0
|ω(τ)|2 dτ for 0 ≤ s ≤ T .

We claim that

(2.7) |γ (k)(s)|2 ≤ ck(F (s) + F(s)k)sk for everys ∈ [0, T ],

for k = 1, . . . , n, and for some positive constantsc1, . . . , cn that only depend on the
operatorL. SinceF(0) = 0 andF is a continuous increasing function, from (2.7) it follows
that we can choose a positiveh such that condition (2.6) holds wheneverF(s) ≤ h. Hence
we only need to prove (2.7).
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We first considerγj (τ ) for j = 1, . . . , m. SinceXj (0) = ej for j = 1, . . . , m, we have

(2.8) |γj (s)| =

∣∣∣∣∫ s

0
ωj (τ ) dτ

∣∣∣∣ ≤

∫ s

0
|ωj (τ )| dτ ≤

(∫ s

0
|ω(τ)|2 dτ

)1/2
√

s,

so that condition (2.7) is satisfied fork = 1 with c1 = 1/2.
Next, we have

γ̇ (2)(τ ) =

m∑
j=1

ωj (τ )a
j

1(γ (1)(τ ))

where thea1
1, . . . , am

1 are linear functions (recall thatb0 = 0). Then

|γ (2)(s)| ≤ c′

2

∫ s

0
|ω(τ)| |γ (1)(τ )| dτ ≤ c′

2

(∫ s

0
|ω(τ)|2 dτ

)1/2

s
√

F(s)/2,

by (2.8), where the constantc′

2 only depends on the coefficientsa
j

1. Hence the components
γ (2)(s) satisfy condition (2.7) withc2 = (c′

2)
2/2.

We also explicitly considerk = 3:

γ̇ (3)(τ ) =

m∑
j=1

ωj (τ )a
j

2(γ (1)(τ ), γ (2)(τ )) + b1(γ
(1)(τ ))

where theaj

2 ’s areδλ-homogeneous functions of degree 2 andb1 is linear. Then

|γ (3)(s)| ≤ c′

3

∫ s

0
(|ω(τ)|(|γ (1)(τ )|2 + |γ (2)(τ )|) + |γ (1)(τ )|) dτ

≤ c′′

3

((∫ s

0
|ω(τ)|2 dτ

)1/2

F(s)s3/2
+ F(s)1/2s3/2

)
,

by the previous estimates ofγ (1) andγ (2), where the constantc′

3 only depends on the

coefficients ofaj

2 andb1, while c′′

3 depends onc1 andc2. Hence the componentsγ (3)(s)

satisfy condition (2.7) for somec3 that depends onL.
Fork = 4, . . . , n, we have

γ̇ (k)(τ ) =

m∑
j=1

ωj (τ )a
j

k−1(γ
(1)(τ ), . . . , γ (k−1)(τ ))

+ bk−2(γ
(1)(τ ), . . . , γ (k−2)(τ )),

and, sinceaj
k andbk areδλ-homogeneous functions of degreek, a straightforward inductive

argument yields

|γ (k)(s)| ≤ c′

k

∫ s

0
(|ω(τ)|τ (k−1)/2(F (τ)1/2

+ F(τ)(k−1)/2)

+ τ (k−2)/2(F (τ)1/2
+ F(τ)(k−2)/2)) dτ
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where the constantc′

k depends onc1, . . . , ck−1 and on the coefficientsaj

k−1 andbk−2. By
the Hölder inequality we find

|γ (k)(s)| ≤ c′′

k

((∫ s

0
|ω(τ)|2 dτ

)1/2

· (F (s)1/2
+ F(s)(k−1)/2)

+ (F (s)1/2
+ F(s)(k−2)/2)

)
sk/2,

and then the inequality (2.7) follows fork. This concludes the proof. 2

PROOF OFPROPOSITION1.1. Leth, θ andM be the constants of Lemma 2.2, letT =

t − s and note thatHr(x, t) ⊂ RN
× ]T0, T1] for r =

√
t − T0.

If ∫ t−s

0
|ω(τ)|2 dτ ≤ h,

then the result is an immediate consequence of Lemma 2.2 and Proposition 2.1, since
t − s < θ2r2, by our assumption.

If the above inequality is not satisfied, we set

(2.9) k = max

{
j ∈ N : jh <

∫ t−s

0
|ω(τ)|2 dτ

}
,

and define

σj = inf
σ>0

∫ σ

0
|ω(τ)|2 dτ > jh, tj = t − σj , j = 1, . . . , k.

Note thats < tk < · · · < t1 < t , so that

(2.10) Hrj (γ (σj ), tj ) ⊂ RN
× ]T0, T1] for rj =

√
tj − T0, j = 0, . . . , k,

andtj − tj+1 < θ2r2
j for j = 0, . . . , k (heret0 = t), andtk − s < θ2r2

k .
By Lemma 2.2,(γ (σ1), t1) ∈ (x, t) ◦ Pr0, and we can use Proposition 2.1 to get

u(γ (σ1), t1) ≤ Mu(x, t). We next repeat the above argument: Lemma 2.2 ensures that
(γ (σ2), t2) ∈ (γ (σ1), t1) ◦ Pr1. We then recall (2.10) and apply Proposition 2.1, which
givesu(γ (σ2), t2) ≤ Mu(γ (σ1), t1) ≤ M2u(x, t). We iterate the argument until, at the
(k + 1)-th step, we find

u(y, s) ≤ Mu(γ (σk), tk) ≤ Mk+1u(x, t).

The assertion then follows from (2.9). 2

PROOF OFTHEOREM 1.2. Let(x, t) ∈ RN
× R+. Under the hypothesis of Proposition

1.1, applied withT0 = 0, T1 = t and(y, s) = (0, (1 − θ2)t), it follows from (1.10) that

Γ (x, t, 0, 0) ≥ M−1−V (x,t,0,(1−θ2)t)/hΓ (0, (1 − θ2)t, 0, 0).
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The conclusion then follows from the fact that

Γ (0, (1 − θ2)t, 0, 0) =
Γ (0, 1, 0, 0)

(t (1 − θ2))(Q−2)/2
,

as a consequence of the second identity in (1.6), and that

V (x, t, 0, (1 − θ2)t) = V (x, θ2t, 0, 0). 2

ACKNOWLEDGMENTS. We thank A. A. Agrachev and E. Lanconelli for their interest in our work and for

helpful discussions.

REFERENCES

[1] A. A. A GRACHEV - Y. L. SACHKOV, Control Theory from the Geometric Viewpoint.
Encyclopaedia Math. Sci. 87, Springer, Berlin, 2004.

[2] D. G. ARONSON, Bounds for the fundamental solution of a parabolic equation. Bull. Amer.
Math. Soc. 73 (1967), 890–896.

[3] D. G. ARONSON- J. SERRIN, Local behavior of solutions of quasilinear parabolic equations.
Arch. Ration. Mech. Anal. 25 (1967), 81–122.

[4] C. CINTI - S. POLIDORO, Pointwise local estimates and Gaussian upper bounds for a class of
uniformly subelliptic ultraparabolic operators, J. Math. Anal. Appl. (2007), to appear.

[5] M. D ERRIDJ- C. ZUILY , Régularit́e analytique d’oṕerateurs d́eǵeńerés, C. R. Acad. Sci. Paris
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