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Probability theory. — On the martingale problem associated to the 2D and
3D stochastic Navier—Stokes equations, by GIUSEPPE DA PRATO and ARNAUD
DEBUSSCHE.

ABSTRACT. — We consider a Markov semigroup (Pr);>( associated to the 2D and 3D Navier—
Stokes equations. In the two-dimensional case P; is unique, whereas in the three-dimensional case
(where uniqueness is not known) it is constructed as in [4]] and [7].

For d = 2, we specify a core, identify the abstract generator of (Pt);>o with the differential
Kolmogorov operator L on this core and prove existence and uniqueness for the corresponding
martingale problem. In dimension 3, we are not able to prove a similar result and we explain
the difficulties encountered. Nonetheless, we specify a core for the generator of the transformed
semigroup (St);>(, obtained by adding a suitable potential and then using the Feynman-Kac
formula. Then we identify the abstract generator (S;);>¢ with a differential operator N on this core
and prove uniqueness for the stopped martingale problem.

KEY WORDS: Stochastic Navier—Stokes; Kolmogorov equations; martingale problems; weak
uniqueness.
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1. INTRODUCTION

We consider the stochastic Navier-Stokes equations on a bounded domain & of R¢,
d = 2 or 3, with Dirichlet boundary conditions, the unknowns being the velocity
X (2, &) and the pressure p(t, &) defined forr > O and &€ € O

dX(1,8) = [AX(1,8) — (X(1,8) - V)X (1, §)]dt

(1.1) —Vpt,&)dt + f(E)dt +/0dW,
divX(t, &) =0,

with Dirichlet boundary conditions
X(t,& =0, t>0E€00,
and supplemented with the initial condition
X0,6)=x¢), &te€0.

We have taken the viscosity equal to 1 since it plays no particular role in this work.
The understanding of the stochastic Navier—Stokes equations has recently
progressed considerably. In dimension two, impressive progress has been obtained
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and difficult ergodic properties have been proved (see [11], [8]], [10], [L3]], [14]-[19]).
In dimension three, the theory is not so advanced. Uniqueness is still an open problem.
However, Markov solutions have been constructed and ergodic properties have been
proved (see [2]-[41], [7], [9], [11], [12], [22], [23], [26]). In [20], [21], a general form of
the stochastic Navier—Stokes equations is derived from the assumptions that the fluid
particles are subject to turbulent diffusion. These equations are studied theoretically in
the martingale and strong sense. Also, in dimension two, it is shown that the equations
are equivalent to an infinite system of deterministic PDEs obtained by Wiener chaos
decomposition.

In this article, our aim is to try to improve the understanding of the martingale
problems associated to these equations. Let us first set some notations. Let

H={xeL*0) :divx=0in0, x-n=00n30)},

where n is the outward normal to 90, and V = (Hol(ﬁ))d N H. The norm and
inner product in H will be denoted by | - | and (-, -) respectively. Moreover, W is a
cylindrical Wiener process on H and the covariance of the noise Q is trace class and
nondegenerate (see and below for more precise assumptions).

We also denote by A the Stokes operator in H:

A=PA, DA =H*0) NV,
where P is the orthogonal projection of (L%(0))? onto H, and by b the operator
b(x,y)=—P((x-V)y), bx)=>bx,x), x,yeV.

With these notations we rewrite the equations as

12 {dX — (AX + b(X))dt + VO dW,

X(0) =x.

We assume that

(1.3) Tr((—A)'T8Q) < 0o for some g > 0
and
(1.4) 1072x| < ¢|(=A)' x| forsomer € (1,3/2).

In dimension d = 3, it is well known that there exists a solution to the martingale
problem, but weak or strong uniqueness is an open problem (see [9] for a survey).
However, it has been proved in [4]], [7]] (see also [L1]]) that the above assumptions
allow constructing a transition semigroup (FP;);>o associated to a Markov family of
solutions

((X(t7 x))tz()v Q}C’ yx, I[:D)C)
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for x € D(A). Moreover, for sufficiently regular ¢ defined on D(A), P;¢ is a solution
of the Kolmogorov equation associated to (1.2),

U 1w 1> 0. x e D(A)
(1.5) ar PR ’

u0,x) =¢kx), x e D(A),

where the Kolmogorov operator L is defined by

1
Lo(x) = 5 Tr{QD?*¢(x)} + (Ax + b(x), Dp(x))

for sufficiently smooth functions ¢ on D(A).

In all the article, we choose ((X (7, x));>0, £2x, #x, Py) to be the Markov family
constructed in [7]].

The fundamental idea in [4] is to introduce a modified semigroup (S;);>¢ defined
by

(1.6) Sip(x) = B(e K o IAX60Pds o x (¢ x))).

It can be seen that for K large enough, this semigroup has very nice smoothing
properties and various estimates can be proved. Note that, thanks to the Feynman—Kac
formula, this semigroup is formally associated to the following equation:

w_y 0. x e D(A
1.7 E_ v, t>0 x¢e DA,

v(0,x) =¢(x), xe€ D(A),

where N is defined by

1
No(x) =2 Tr{QD*(x)} + (Ax + b(x), Dp(x)) — K |Ax > (x),

for sufficiently smooth functions ¢ on D(A).

In [4], [[7], this semigroup is defined only on the Galerkin approximations of (1.2).
Let P, denote the projector associated to the first m eigenvalues of A. We consider the
following equation in P, H:

(18) {de = (AXy + by (Xp)) dt + \/Qm aw,

Xm(o) = me9

where b, (x) = P, b(Py,x) and Q,, = Py, QO P,,. This defines, with obvious notations,
(P/")t=0 and (S;")s>0. The following formula holds by a standard argument:

t
P =S"p+ K/ St(A - |2Psm<p) ds, ¢eCy(PyH).
0

Various estimates are proved on (S;");>¢ and transferred to (P/");>¢ thanks to
this identity. A compactness argument allows one to construct (P;);>o. Moreover,
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a subsequence my can be constructed so that for any x € D(A), (Xp, (-, x))i>0
converges in law to (X (-, x))>0.

Note also that similar arguments to those in [4] may be used to prove that for
smooth ¢, (S;¢);>0 is a strict solution to (1.7).

In dimension 2 this result also holds with exactly the same proofs since all
arguments for d = 3 are still valid. Note that it is well known that for d = 2 conditions
(L.3)—(1.4) imply that, for x € H, there exists a unique strong solution to (I.2)), and
the proof of the above facts can be simplified.

In the following, we give some properties of the generator of (P;);>¢ and (S;)s>0.
For d = 2, we specify a core, identify the abstract generator with the differential
operator L on this core and prove existence and uniqueness for the corresponding
martingale problem. (See [24] for a similar result.) Again, this follows from strong
uniqueness but we think that it is interesting to have a direct proof. Moreover, it can be
very useful to have a better knowledge of the Kolmogorov generator and we think that
this work is a contribution in this direction. In dimension 3, we are not able to prove
a similar result. We explain the difficulties encountered. We hope that this article will
help the reader to get a better insight into the problem of weak uniqueness for the three-
dimensional Navier—Stokes equations. Nonetheless, we specify a core for the generator
of the transformed semigroup (S;);>0, identify it with the differential operator N on
this core and prove uniqueness for the stopped martingale problem. In other words, we
prove weak uniqueness up to the time when solutions are smooth. Again, this could be
proved directly thanks to local strong uniqueness.

2. THE GENERATORS

The space of continuous functions on D(A) is denoted by Cp(D(A)). Its norm is
denoted by || - ||o. For k € N, C*(D(A)) is the space of C* functions on D(A). We
need several other function spaces on D(A).
Let us introduce the set & C Cp(D(A)) of C3 functions on D(A) such that there

exists a constant ¢ satisfying

|(=A)'Df)|m < c(Ax] + 1),

[(=A) ' D f()(=A) 2y < c(Ax]* + 1),

|(=A) 2D F ) (= A) 2 gy < e(|Ax|° + 1),

ID? £ ) ((=A) 1 (=A) " (AT < e(|Ax|° + 1),

1D F (= A) 7, (=AY 7 (A7) < c(|Ax[® + 1),

IDf @)l < c(JAx[* 4+ 1),

forall y € (1/2, 1], and

£ {f DAY sup £ ) = fFO)

< 4o00g.
xyen(a) [AGx = Y1+ [Ax|]2 + |Ay[?) }
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Note that we identify the gradient and the differential of a real-valued function. Also,
the second differential is identified with a function with values in % (H). The third
differential is a trilinear operator on D(A), and the norm || - || above is the norm of
such operators.

Slightly improving the arguments in [4], it can be provecﬂ that P, maps &; into
itself and that there exists a constant ¢ > 0 such that

.1 1P flle < cllflle-

Moreover, for f € &1, P, f is a strict solution of (I.3) in the sense that it is satisfied
forany x € D(A) and ¢ > 0. Again, the result of [4] has to be slightly improved to get
this result. In fact, using an interpolation argument, Proposition 5.9 and various other
estimates in [4], it is easy to deduce that, for any x € D(A), L P; f(x) is continuous
on [0, T].

For f € &, P, f is still a solution of (I.3)), but in the mild sense. We define the
Ornstein—Uhlenbeck semigroup associated to the linear equation by

1
Rio(x) = (p(e“‘x +/ e*‘(f—”\/édvv(s)), t >0, ¢ € Ch(D(A)).
0

Then it is shown in [4] that

t
22 Pf() = RfO0)+ / Ri_s(b, DP,f)ds, 120, feé&.
0

For any A > 0 we set

o0
Fxf=/ eMPfdt, feCp(D(A)).
0
Then since || P; fllo < || fllo, we have

1
I1E5. fllo = Xllfllo-
Moreover, since P; is Feller, by dominated convergence we have
Fy.f € Cp(D(A)).
It can be easily deduced that
F)Lf_Fp.f:(,u_)\)F)LFufa m, A >0,
and

o0
lim AF, f(x) = lim / e "Prp(x)dt = f(x), x e D(A).
A—00 A—>00 Jo

T In fact, only Lemma 5.3 there has to be improved. In that lemma, the term L can in fact be
estimated in a single step by using Proposition 3.5 of [[7] instead of Proposition 5.1 of [4].
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It follows classically (see for instance [23]) that there exists a unique maximal
dissipative operator L on Cp(D(A)) with domain D (L) such that

Ff=0-0L)"f

We recall the following well known characterization of D(L): f e D(L) if and only
if

(1) f € Cr(D(A)),
(i1) t’1||P,f — fllo is bounded for ¢ € [0, 1],
(ii1) fl(P,f(x) — f(x)) has alimit as t — O for any x € D(A).

Moreover, in this case we have
_ 1
Lf () = lim —(P f (x) = f(x).
Recall also that
o0
h—D)y'f= f e P fdl, [ € ChD(A)).
0
By (2.1) we deduce that
- _ C
(23) 10— D)~ fllg, = Sl
Similarly, we may define, for k > 0, c%k as the space of C3 functions on D(A) such
that there exists a constant ¢ satisfying
(=) 'DF ) |a < c(lAx + 1),
(=A) ' D f () (—A) N pm) < c(Ax|F + 1),
1(=A) 2D £ () (—A) 2 gy < c(lAx|F + 1),
ID3 fF ) (—A) 7L, ()7L ()™ < caxF 4+ 1),
1D f()((—A) 7, (A7, (=A) )| < c(JAx|F + 1),
IDf(X)|g < c(lAx|* + 1),

forall y € (1/2, 1]. By various estimates given in [4], it is easy to check that, provided
K is chosen large enough, S; maps é‘g‘ into itself and there exists a constant ¢ > 0 such
that

(2.4) IS: fllgr =< ell fllgx-

Moreover, for f € é‘;k, S; f is a strict solution of (1.7)) in the sense that it satisfies (1.7)
forany x € D(A) and t > 0.
For any A > 0 we set

fxf=/oo€_”5zfdt, f € Cp(D(A)),
0
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and prove that there exists a unique maximal dissipative operator N on Cp(D(A)) with
domain D(N) such that ~ B

FEf=0-N7"f,
and f € D(N) if and only if

(i) f € Cp(D(A)),
(i) YIS, f — fllo is bounded for ¢ € [0, 1],
(ii1) t_l(Stf(x) — f(x)) has alimit as t — O for any x € D(A).

Finally, by (2.4), we see that

2.5) 16-= 807" Fllgg < 21 F g

3. CONSTRUCTION OF CORES AND IDENTIFICATION OF THE GENERATORS

In this section, we analyse the generators defined in the preceding section. We start
with the following definition.

DEFINITION 3.1. Let K be an operator with domain D(K). A set 9 C D(K) is
a w-core for K if for any ¢ € D(K), there exists a sequence (¢p)neN in & which
w-converges*|to ¢ and such that (K ¢,)neN 7 -converges to K ¢.

Let us set 4 = (A — L)"'& for some A > 0. Clearly, for any ¢ € 4 we have
¢ € D(L), and by 2.3), ¢ € &1. Moreover,

!
Pro(x) —o(x) :/o LPsp(x)ds,

since (Pr¢);>0 is a strict solution of the Kolmogorov equation. By (2.1I) and the
definition of &7, for any x € D(A) we have

ILPp(x)] < c(1 4 |Ax|%)[ Pygllg < c(1+1Ax|9) ol

Moreover, since t — L P;@(x) is continuous, we have

1
lim —(Prp(x) — ¢(x)) = Lo(x).
t—0t
We deduce that
Lo(x) = Lp(x), x € D(A).

Since & is m-dense in Cp(D(A)), we deduce that 4, is a 7 -core for L.
Also & C & so that .
Y CY%=(— L)_léaz

and % is also a w-core for L.

¥ Recall that the m-convergence (also called b.p. convergence) is defined by: (fu),cN
m-converges to f iff f,(x) — f(x) for any x € D(A) and sup,cN | fullo < oo.
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These results hold both in dimension 2 and 3. The problem is that these cores are
abstract and strongly depend on the semigroup (P;);>0. In dimension 3, this is a real
problem since we do not know if the transition semigroup is unique. If we were able
to construct a core in terms of the differential operator L, this would certainly imply
uniqueness of this transition semigroup.

In dimension 2, we are able to construct such a core. Of course, in this case,
uniqueness is well known. However, we think that it is important to have explicit cores,
as they give much information on the transition semigroup (P;);>0.

THEOREM 3.2. Set
%={f€gliLf€éal}.

Then, in dimension d = 2, ¢ C D(L) and it is a 7w-core for L. Moreover, for any
f € I, we have

Lf=Lf.
The crucial point is to prove the following result.

PROPOSITION 3.3. Letd = 2. For any f € ¢ we have
15}
Ptlf_Ptzfz/ R?Lfdsa OSZISZZ-
1

PROOE. Let f € 7. By the It6 formula applied to the Galerkin equation (I.8)), we
have, for e > 0,

d(e™ R ICOER DR s £ (X, (1, 1))
= (€| (=) 2X (1, )IE F Xt X)) + L fin (X (1, x)))e =< o 1A P Xnts0) Cds gy
+ el 1A X0 dS (D (X, (1, %)), v/ Qo dW)
and
G.1)  Ee W AP Xn60lds p x4 1))
— B¢l ICA XG0 s £ (1) 1))

t
= ]E(/ 2(—E|(_A)1/2Xm(s, x)|6f(Xm(S, )C))
5|
+ me(Xm(S, X)))E_E fOS |<_A)1/2Xm(0'yx)|6d0' ds)

We have denoted by L,, the Kolmogorov operator associated to (1.8). Since f € 7,
we have

|Lfm(x)] < c(1 4 |Ax[%).

By Proposition[5.4Jand Lemmal[5.3] the right hand side of (3.1} is uniformly integrable
on §2 X [t1, 1] with respect to m. Thus, we can take the limit as m — oo in (3.1) to
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obtain
(32)  Ey(e € oo 1MPX60Cds £ (1, 1))
By (el (VX601 £ox (1 x)))

1
_E, (/ (el (=) X (5, ) F (X (5. 1))
31

+ Lf(X (s, x)))e< o A PX @010 do ds>.
It is easy to prove by dominated convergence that
Ee(e™® B XO008ds £0x (1, 00) — Py f2),
E, /tz Lf(X(s,x))e € Jo 1X@@x)fdo g0 E, /tz PsLf(x)ds,
I3l n
as € — 0. Indeed, by Lemmabelow, we have
foti | X (s, x)|?ds < oo [P-as.

Moreover,

19 5
E, / (€1X (s, 0) [ £ (X (5, x))e~ o X @0} o) g
n

< | flloEx (e~ ' X@Rde _ p=e 2 1X@0)lfdoy _,
as € — 0. The result follows. |

It is now easy to conclude the proof of Theorem [3.2] Indeed, by Proposition [3.3]
for f € A we have, since | PsLf |lo < |Lf llo,

I1Pef = fllo < tILflo-

Moreover, since s — P Lf (x) is continuous, for any x € D(A) we have
1
;(P,f(x) — f(x)) > Lf(x) ast— 0.

It follows that f € D(L) and L f = Lf. Finally,
{41 c ,
and since ¥ is a w-core we deduce that .77 is also a 7-core.

REMARK 3.4. We do not use the fact that P; f is a strict solution of the Kolmogorov
equation to prove that 7# C D(L) and L f = Lf. But we do not know if there is a
direct proof of 7 being a m-core. We have used the inclusion ¢ C ¢ and the fact
that ¢ is a w-core. The proof of ¢4 C . requires (2.1)), which is almost as strong as
the construction of a strict solution.
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REMARK 3.5. For d = 3, using Lemma 3.1 in [4], it is easy to prove a formula
similar to (3.2) with |(—A)1/2X(s, )c)|6 replaced by |AX (s, )c)|4 in the exponential
terms. The problem is that

lim e—¢ Jo 1AX (s.0)[*ds _ 1
e—0

[0,7%(x)) (),

where 7*(x) is the life time of the solution in D(A). Thus we are not able to prove
Proposition [3.3]in this case.

We have the following result on the operator N.
THEOREM 3.6. Letd =2 or3 and k € N, and define
%\”;zz{fe&k:Nfeé%k}.
Then % C D(N) and it is a w-core for N. Moreover, for any f € j%/; we have
Nf = Nf.

The proof follows the one above. Indeed, it is easy to use similar arguments to
those in [4] and prove that for f € é"sk , (St f)r>0 is a strict solution to (I.7). Arguing
as above, we deduce that (A — N )_133" is a 7r-core for N.

Moreover, applying the Itd formula to the Galerkin approximations and letting
m — oo along a subsequence my (to get uniform integrability by Lemma 3.1 of [4])
we prove, for f € 74,

Ey (e K07 XG0P (X (13, x))) — By (e K b X604 £ (11, 1))

t S
=E, </ 2(—K|AX(s, NP f(X(s,x) + LF(X(s, x)))e—KfO AX (0.0 do ds),
3|

We rewrite this as ,
2

Sp f(x) = S f(x) =f SsNf(x)ds,

1

and deduce as above that f € D(N) and ]\_]f = Nf.Finally, since ()»—]\_/)_1603]c C ﬁk,
we conclude that .74 is also a w-core.

4. UNIQUENESS FOR THE MARTINGALE PROBLEM
Let us study the following martingale problem.

DEFINITION 4.1. We say that a probability measure P, on C([0, T]; D((—A)™°)),
€ > 0, is a solution of the martingale problem associated to (1.2)) if

Py(n() e D(A) =1, =0, P:@®n0)=x)=1
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and for any f € I,
t
Fn@) — ./0 Lf(n(s))ds

is a martingale with respect to the natural filtration.

REMARK 4.2. In general, the existence of a solution is only proved for a different
martingale problem, where f is required to be in a smaller class. In particular, it
is required that f € Cp(D((—A)™€)) for some € > 0. However, in all concrete
constructions of solutions, it can be shown that a solution of our martingale problem
is in fact obtained.

THEOREM 4.3. Letd = 2. Then for any x € D(A), there exists a unique solution to
the martingale problem.

PROOF. By a similar proof to that of Proposition [3.3] we know that there exists a
solution to the martingale problem.

Uniqueness follows from a classical argument. Let f € &) and, for A > 0, set
¢ =0—L)"'f Thenp € 4 C H and

t

e(n(1) — @(x) — / Le(n(s))ds
0
is a martingale. Thus, for any solution P, of the martingale problem,

- t
Ey ((P(n(t)) —o(x) — /0 pr(n(S))dS> = ¢(x).

—At

We multiply by Ae " and integrate over [0, oo) to obtain, since Ly = L,

~ o0 _ ()
Ex / HfMW)dt =) = (= L) f(x) = f e P f () dr.
0 0
By inversion of the Laplace transform we deduce that

E.(f(n()) = P, f(x).

Thus the law at a fixed time ¢ is uniquely defined. A standard argument proves that
this implies uniqueness for the martingale problem. O

For d = 3 the proof of uniqueness still works. The problem is that we cannot
prove existence of a solution of the martingale problem. More precisely, we cannot
prove Proposition

We can prove existence and uniqueness in d = 3 for the martingale problem with
€ replaced by ¢, but since the definition of ¢ depends on the semigroup, this does
not give any real information.

We have the following weaker result on a stopped martingale problem.
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DEFINITION 4.4. We say that a probability measure P, on C([0, T]; D(A)) is a
solution of the stopped martingale problem associated to (1.2)) if

Py =1) =1,
and for any [ € %21;

*

INAT
fn@ At — /O Lf(n(s))ds

is a martingale with respect to the natural filtration and

*

n(t) =n(*), t>1"
The stopping time t* is defined by
™ = lim tg, 7t =inf{t €[0,T]:|An()| > R}.

R—o00

THEOREM 4.5. For any x € D(A), there exists a unique solution to the stopped
martingale problem.

PROOF. Existence of a solution is classical. The proof follows the proofs of
Proposition @] and Theorem @] (see also Remark 3.5, and [9] for more details).
In fact, we may choose the Markov family ((X (¢, x));>0, §2x, Zx, Px) constructed in
[7]]. It is easy to see that X (¢, x) is continuous up to t*. We slightly change notation
andset X(1,x) = X(@ AN T*, x).

Uniqueness follows from a similar argument to that for Theorem 4.3] For € > 0,
we define (S€(7));>0 just as (S;);>0 but we replace e‘Kf(ilf”(s”st by e~ ¢ fo |A1£S)|4 ds
in (I.6). Proceeding as above, we then dgljlne Ne, Ne, S, and prove that 7€ is a
mr-core for N and Neg = N.g for ¢ € HE.

Let I@x be a solution to the martingale problem and f € 6"3]‘ .For A, e > 0, we set
@ =((—No) s theng e L%F’?,:E.

By the It6 formula (note that in Definition [4.4] it is required that the measure is
supported by C ([0, T']; D(A))) we prove that

1 4 S
e AT g (1)) — /0 (—elAn®)Io(n(s) + LeGr(s))e I 1411 g

t
< I 1A ds 1) _f Neg(n(s))e—<Jo 1An@I*do 4
0

is also a martingale. We have used the fact that
e lAn@Itds g 4 s px,

Thus

t 4 ¢ s 4
IF:X (e—e fo [An(s)| ds(ﬂ(n(l)) _ / NE¢(n(S))€—E ./0 |[An(o)|* do dS) — QD(X)
0
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We multiply by e~* and integrate over [0, 00) to obtain, since N = N,
~ o0 t 4 -
Ex ( / e MR AN £ 1)) dr) =) =G —No™ f(x)
0

- /ooe“s;f(x)dt.
0

By dominated convergence, we may let ¢ — 0 to obtain

E, (/ooe—“ﬂm*f(n(t))dt) = /Oo e M8V f(x)dt,
0 0

where S?f(x) = limeoSff(x) = Ei(Li<f(X(#,x))). The conclusion
follows. 0

5. TECHNICAL RESULTS

Throughout this section, we assume that d = 2. Also, for s € R, we set | - | =
[(=A)" - |.

LEMMA 5.1. There exists ¢ depending on T, Q, A such that

T
E( sup |X(r,x>|2+/ |X<s,x>|%ds) <c(+ [x,
te[0,T] 0

T
E( sup |X(r,x>|4+/ |X<s,x>|2|X<s,x>|%ds) < c(1+ |x[*).
te[0,T] 0

PROOF. We first apply Itd’s formula to %lx |? (as usual the computation is formal and
it should be justified by Galerkin approximations):

%le(r, O +1X(1, 012 dt = (X1, x), V/QdW) + %Tert.

We deduce, thanks to a classical martingale inequality,

1 T
E(E sup |X(t,x)|2+/ |X(s,x)|%dS)
0

t€(0,T]

< E( sup
1€[0,T]

T 1/2
sz((f |@X(s,x>|2ds> )+%(|xlz+(TrQ)T)
0

1 r 1
< —E/ 1X (s, x)|>ds + C + =|x|?,
27 Jo 2

! 1
/0 (X (s, x), \FQdW@))D + 5<|x|2 +(Tr Q)T)
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where C depends on T, Q, A. It follows that

T
(5.1) IE( sup |X(t,x)|2+/ |X(s,x)|%ds> <C+|x]%
t€(0,T] 0

We now apply Itd’s formula to ‘l‘lx |4

1 4 2 2
4d|X(t,X)| + X @ 0171 X (@, %)y de

1
= X (1, )X (t, x), V/QdAW) + (5<Tr O)IX(t, 0>+ 1V X, x)|2) dt
< |1X@t 0)PX(t,x), /OdW) + c|X (1, x)|* dt.

We deduce

1 T
E(Z sup |X(r,x)|2+/ |X<s,x>|2|X<s,x)|%ds>
0

te[0,T]

< E( sup
te[0,T]

T 12
2E(</ |X(s,x)|4|\/§X(s,x)|2ds> )+c(1+|x|4)
0
T 172
ZE( sup |X(s,x)|2(/ |@X(s,x)|2ds> )—|—c(1—|—|x|4)
0

t T
f|X(s,x>|2<X<s,x),\/§dW(s)>)+cE/ |X<s,x)|2ds+%|x|“
0 0

IA

<

N 1€[0,T]
1 T

< —E( sup |X(t,x)|4) +cE(/ /O X(s,x)|2ds) +c(1 + x|,
8 \ref0,77 0

Since 4/Q is a bounded operator, using (5.1) we deduce that

T
E( sup |X(t,x)|4+/ |X(s,x)|2|X(s,x)|fds> <1+ xh. O
tel0,T] 0

LEMMA 5.2. There exists ¢ depending on T, Q, A such that

t 2 2
E( sup e Jo X0l |X(s,x>|1dS|X(t,x)|§>
1€[0,T]

T S
_’_E(\/O e—C‘/\O X(O"X)|2|X(J’X)%da|x(s,x)l%ds) S C(l + |x|%).

PROOF. We apply It6’s formula to

s 2 . 2 Je
e € Jo 1X(s.0)121X (s,x)17 ds X (z, )C)ﬁ,
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and obtain
%d(e—cjg \X(s,x)\2|X(s,x)|%ds|X(t,x)ﬁ) +e—cfot|X(s,x)|2|X(s,x)|%dSlX(t’x)|%dt

= ¢ Jo XEIPIXCORs (Lo X (1, x) 21X (¢, 0| + (B(X (£, X)), AX (¢, x))) dt

+ (Ax,/QdW) — % Tr(AQ) dt.
We have

(b(x), Ax) o2

1/2
Plxhlxly

IA

[b(x)| [Ax| < ¢lx|a]Vx| 4| Ax] < clx]|

IA

1 -
SLURRd
We deduce that if ¢ > ¢, then
1 1
5 d(e_cf(; IX(S’X)I2|X(S’X)|%dS|X([, x)l%) + Ee—cf(; |X(S,x)|2|X(S,)C)|%ds|X(t’ X)|%df
< e ¢ o XCOPXGORAs (AX (1, x), /O dW) + cdt
and

B( sup el XOmFXOWIES X ¢, 1)3)
te[0,T]

T
+ E(/ e—cfg |X(0,x)|2\X(a,x)|%do|AX(S7 x)|2 ds)
0

T . 172
< 2E((/ e—2¢ o IX(a,x)IZIX(o,xN%da|\fQX(s, x)|2ds> > +cT + |x|%.
0

Since Tr(Q A) < oo, we know that Q A is a bounded operator and

T . 1/2
E((/ e2Cf°'X(”)'zX“””'““l@X(s,x)FdS) )
0

T 1/2
scE((/ |X<s,x>|%ds) >§|x|+1,
0

by Lemma[5.1] The result follows. O

LEMMA 5.3. Forany k € N, there exists ¢ depending on k, T, Q, A such that

E( Sup e—CfOZ |X(S,X)|2‘X(S,X)‘%ds|X(t’ x)lllc) S C(l + |x|]1()
te[0,T]

The proof of this lemma follows the same argument as above. It is left to the reader.

PROPOSITION 5.4. Foranyk € Nand € > 0, there exists C(e, k, T, Q, A) such that
foranym € N, x € D(A), t € [0, T],

E(e=< o 1A Xnt00ds o X (1 x)[F) < Cle, k. T, Q, A)(1 + |Ax [%).
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PROOF. Let us set
t
Z(t) = f TIAQaAW (s),  Y(1) = X(t,x) — z(0).
0
Then, by the factorization method (see [3]),

(5.2) E(mm mang{)gc
t€(0,T]

for any € < g, and we have

Y Ay £ b +2)
dr '

We take the scalar product with A%Y:
1d
2 dt

We have

Y3+ Y5 = (b + 2), A%Y) = (=A)'*b(Y + Z), (-A4)*?Y).

[(=A)2b(Y + 2)| = VDY + Z)| < c(|Y + Zljus + 1Y + ZIr 1Y + Zly2a),

where 1/p+1/q =1/2.
By the Gagliardo—Nirenberg inequality

Y + ZI04 < clY + ZI1|Y + Zla.
Setting 1/p = 1/2 — s /2 we have, by Sobolev’s embedding,
Y + ZI1o|Y + Zlyag < clY + ZlsplY + Z|3—5)2.
Therefore
(=)' 2b(Y + 2), (—APY) < c|Y + ZL|Y + Z ]| Y 3
<clY + ZlsplY + ZI3—52|Y |3
giwﬁ+dy+zmz@+dy+zmyg
+clY + ZlsplY sl Y13 + el + ZI 1 25 -

Since

4 2—-s/4 8 1
¥ 4 Zlsjal Vs pal Vs < Y + ZLep VY < el + ZIIY I+ 1Y,

we finally get

d 8
YR = elY + ZRIYE +c(Y + ZRIZE+ 1Y + ZEpI 2B 0 + 1Y + Z[ )
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and

L[t 2
|Y(l’)|% < P fO |Y+Z‘1 ds

t
8
x <|x|§ - cfo Y+ ZRIZB+1Y + ZEplZ3 0 + 1Y + Z|1/S|Y|%/2)ds>.

We then obtain, by the Holder and Poincaré inequalities,

<o |Y+Z\?ds|Y(t)|1§ < cre € Jo 1Y+Z1§ ds+cx [5 1Y +Z1} ds
t
16/s
x <|x|’; +/0 (Y + ZIT+1Z5,, + 1Y + ZI, “)ds)

(wechoose3 —s/2 <2+ gandsete =1—5/2).
The conclusion follows from Lemmal[3.3]and the boundedness of the function x —
—ex® + ex?t, Od
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