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Abstract. — This paper evaluates the Blum medial axis representation of embeddings of S1 into

R2 from the perspective of e‰ciency, using a C 1-type metric. For compact classes of curves with
Lipschitz tangent angle, we compute the e-entropy and compare that e‰ciency benchmark with uni-

form approximation using the Blum medial axis. In the compact setting, the boundary curve is more
e‰cient. For noncompact classes of embeddings, we establish a geometric criterion for when the me-

dial axis will be more e‰cient in an adaptive approximation.
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1. Introduction

The quest for sparse representation in linear spaces, spearheaded by the x-let com-
munity, suggests the following moral: The optimal basis for a function class is the
one that most e‰ciently captures the salient structures of that class. In this paper,
we apply the samemoral in a nonlinear setting. Spaces of plane curves, the simplest
examples of nonlinear spaces, have recently attracted substantial research activity
prompted by questions of shape recognition and analysis arising from computer
vision [2, 10, 17, 19, 23]. We contribute to that growing body of work by applying
ideas of sparse representation to the approximation of curves. In particular, we
compare representing an embedded, closed curve with Lipschitz tangent angle
using its boundary with representing it using its medial axis pair, for both com-
pact and noncompact classes of closed plane curves. Just as for linear spaces, we
find striking di¤erences between results for compact and noncompact settings.

The Blum medial axis pair is a subset of the symmetry set of an embedded,
closed curve. It can be viewed as the skeleton and ribs of the enclosed region,
where the skeleton is a deformation retract of the boundary curve, and the rib
at a point on the skeleton is the distance that point has traveled. Perhaps its
mathematical relevance is best suggested by the number of mathematical per-
spectives reformulating its definition. It can be defined variously as: the locus of
centers of maximal circles contained within the boundary together with the radii
[3], the shock set formed by evolving the boundary under pure reaction together
with time to shock formation [1, 22], the zero set of a distance function [15], or a
Whitney stratified set with a vector field satisfying certain properties [5, 9]. In
addition, it has close links to certain equivalence classes of quasisymmetric ho-
meomorphisms of S1 [7].



We begin by o¤ering necessary background material in Section 2. Our result
in Proposition 5 provides the foundation for our later work in noncompact
classes of curves (Section 5). We consider uniform approximation and e-entropy
in Section 3, constructing approximations that show the boundary curve to be a
near-optimal representation for curves in the compact case. Section 4 constructs a
covering for compact classes using the medial axis representation which shows
the medial axis to be sub-optimal. Section 5 addresses e‰ciency in noncompact
classes of curves, determining a geometric criterion for when the medial axis will
be more e‰cient than the boundary.

In the course of our investigation, we obtain near-tight estimates of e-entropy
for our compact classes of curves. These are among the first such results for
classes of geometric objects. Bronshtein computed e-entropy for classes of convex
sets [4], while Dudley, who found the appropriate order for e-entropy for classes
of interiors of closed plane curves using the Hausdor¤ metric, made no attempt
to find the constant [6]. Note that some of the results presented here are the math-
ematical formulations of results published in [13].

2. Background

2.1. Spaces of Plane Curves

Consider the space C of C1 curves gðsÞ : ½0;Lg� ! R2 for Lg b 0 satisfying:

(a) jjg 0ðsÞjjC 1
(b) gð0Þ ¼ 0 and g 0ð0Þ ¼ ð1; 0Þ.

Within C lie the closed curves, I, immersions of S1 into R2 (and also the embed-
dings EHIÞ.

We introduce a C1-type metric on C, with l a dimension–normalizing con-
stant. Given g1ðs1Þ; g2ðs2Þ a C,

rðg1; g2Þ ¼ sup
i; j¼1;2

�
sup
sj
jAi

inf
si

�
1

l
jgiðsiÞ � gjðsjÞj þ jyiðsiÞ � yjðsjÞj

��
;

where yiðsiÞ is the tangent angle to giðsiÞ.
Denote by CL

K HC (IL
K HI, EL

K HE) those curves of length at most L satis-
fying jyðsÞ � yðtÞjaK js� tj. Identifying any sequence of curves fgigHCL

K with
the sequence of the tangent angles and lengths fðyi;LiÞg for those curves, one
may generate a convergent subsequence of fgig, thereby showing that CL

K is com-
pact in the metric r. As IL

K is a closed subset of CL
K , it too is compact. Note that

for these compact spaces, one should ensure l > 1=K in the definition of r.
While this paper presents theorems about C and I, its heart belongs to E.

An embedded closed curve can be represented in multiple ways (boundary
curve, interior region, curvature function), but we focus on Blum’s medial axis
representation.
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2.2. Blum’s Medial Axis Pair

Intuitively, Blum’s medial axis pair consists of a skeleton of curves m, and a
radius function r encoding the lengths of the ribs along the skeleton.

Definition. The medial axis pair ðm; rÞ consists of the closure m of the locus of
centers of circles that are bitangent to the boundary curve and whose radii, encoded
in r, equal the minimum distances from the boundary curve to the centers.

Generically, a Cp boundary curve will produce a skeleton m consisting of Cp

branches and a Cp radius function along each branch. These branches (generi-
cally) meet at the center of tritangent circle, so branches meet in threes [8, 14].
We will denote a branch by mðvÞ, where v is the arclength parameter on that
branch. In addition, we point out that moving along a medial branch mðvÞ fol-
lowing its orientation sweeps out two portions of the boundary, gþðvÞ to the left
of the medial branch and g�ðvÞ to the right. We adopt the convention that g� is
oriented with the orientation of the boundary curve, and gþ is oriented opposite.
In general, we will use subscriptse to refer to quantities associated to ge and sub-
script m to refer to quantities associated to m.

Explicit formulas relate the boundary curve to the medial axis pair:

geðvÞ ¼ ðmþ rr 0Tm H r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r 02

p
NmÞðvÞ;ð1Þ

and vice versa:

rðsÞ ¼ � ðgþ � g�Þ � ðNþ �N�Þ
ðNþ �N�Þ � ðNþ �N�Þ

;

mðsÞ ¼ geðsÞrðsÞNe:

In addition, the geometry of the boundary is closely related to the geometry of
the medial axis. As we see from the definitions, the radial vector from an axis
point to an associated boundary point is orthogonal to the boundary at that
point. Denote by f the angle between the tangent vector to mðvÞ and the outward
pointing normal vector to ge, and by ymðvÞ the tangent angle to mðvÞ. Refer to
Figure 1. We immediately see that:

ye¼ ym e fþ p

2
:

Straightforward arguments show that:

r 0ðvÞ ¼ cos f;ð2Þ

ekm ¼e
1

2
sin

� yþ � y�
2

�� k�
1� rk�

� kþ
1� rkþ

�
;ð3Þ
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f 0ðvÞ ¼ � 1

2
sin

� yþ � y�
2

�� k�
1� rk�

þ kþ
1� rkþ

�
ð4Þ

dse

dv
¼H

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r 02

p

1� rke
:ð5Þ

See [8, 14] for more details and further exploration of geometric relationships. We
end by relating the number of branches in m to the number of maxima of curva-
ture for g.

Lemma 1. Let W be a bounded, simply connected region of the plane, and ðm; rÞ
the medial axis pair for a generic, twice-di¤erentiable closed, simple curve gHW.
Then if g has N local maxima of curvature, the number of branches in m is at most
2N � 3.

Proof. The medial axis of a generic curve consists of three types of points:
points where the medial circle osculates at the endpoint of an axis branch, tritan-
gent points where three medial branches come together, and bitangent points in
the interior of a medial branch [8].

If the medial circle osculates at the endpoint of a branch, g must have a local
maximum of curvature at the point of osculation. On the other hand, every local
maximum of curvature does not necessarily correspond to an osculating medial
circle. Therefore, the number of endpoint branches is at most N.

Because g is a simple, closed, C2 curve, m is connected. As the deformation
retract of the boundary of a contractible space, it is also contractible. Therefore,
the graph of m is a tree, where edges correspond to bitangent circles and vertices
correspond to tritangent circles. Since vertices will only occur at tritangent points,
a simple counting argument gives that the number of vertices for the medial graph
with k endpoints is k � 2, which gives the number of edges as 2k � 3. Hence the
number of branches in m is at most 2N � 3. r

Figure 1. Relating the geometry of the medial axis to the geometry of the boundary
curves ge.
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2.3. Functions and e-entropy

An e-cover for a subset X of a metric space ðM; rÞ is a system of sets fUag so that
X J

S
a Ua with the diameter of Ua less than 2e for any a. For totally bounded

spaces, the number of elements in any reasonable e-cover will be finite. Optimal-
ity of an particular e-cover can be measured by comparing it to the benchmark
given by the e-entropy.

Definition. If Ne is the cardinality of a minimal e-cover on X, then the e-entropy
HeðX ; rÞ ¼ log2 Ne.

When X has finite dimension, the exponent captured by the e-entropy will
be finite and will be a function of the dimension. When X has infinite dimension,
the exponent will be a function of e. Two totally bounded spaces with the same
e-entropy can be viewed as being the same ‘‘size.’’

Classically, e-entropy results are obtained by constructing an e-cover for X
with no more than Ke elements, and a 2e-separated set (a collection fxigHX
where rðxi; xjÞb 2e for iA j) with at least Le elements, and showing that
lime!l logKe=logLe ¼ 1, or at worst a non-zero constant.

The result we will use most is the following, due to Kolmogorov and Tikho-
mirov [11].

Theorem 2. For a fixed C > 0, let F be the collection of functions f : ½a; b� ! R
satisfying j f ðxÞ � f ðyÞjaCjx� yj and f ðaÞ ¼ c0. Then:

HðF ;LlÞ ¼
jb�ajC

e
� 1

jb�ajC
e

a Zþh
jb�ajC

e

i
else:

8<:
The proof follows the classical methodology. For the upper bound, construct

an e-covering via piecewise linear bounds to ‘‘corridors’’ with slopeseC, where
the sign can change at x-values spaced at intervals of width less than e=C (Figure
2). For the lower bound, construct a 2e-separated set via piecewise linear func-
tions with slopeseC where the sign can change at x-values spaced at least e=C
apart. Counting the numbers Ke and Le gives the result.

Figure 2. One piecewise linear function with slopeeC providing an upper edge to a cor-
ridor of width 2e.
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Modifying the class of Lipschitz functions above to include functions with
j f ðaÞjaB gives an easy corollary [11]:

Corollary 3. For fixed B;C > 0, let ~FF be the collection of functions
f : ½a; b� ! R satisfying j f ðxÞ � f ðyÞjaCjx� yj and j f ðaÞjaB. Then:

Hð ~FF ;LlÞ ¼
�
jb� ajC

e

	
þ
�
log

B

e

	
þOð1Þ:

If instead of the Ll metric on Lipschitz functions, we use the C1 metric

r1 ¼ sup
x A ½a;b�

�
1

l
j f ðxÞ � gðxÞj þ j f 0ðxÞ � g 0ðxÞj

�
on functions with Lipschitz derivatives, we find that the leading order term in the
cardinality of the covering comes from covering the derivative functions.

Theorem 4. For fixed C > 0, let G be the collection of functions f : ½a; b� ! R
satisfying j f ðxÞ � f ðyÞjaCjx� yj and f ðaÞ ¼ c0, f

0ðaÞ ¼ c1. Then:

HeðG; riÞP
�
jb� ajC

e

	
:

Proof. Let F be as in Theorem 2. This is the class of derivatives for functions in
G. Given e > 0, choose d1 to satisfy e ¼ d1 þ d

3=2
1 =l and construct a d1-cover of

ðF ;LlÞ as described above, denoting the centers of the d1-balls by f fig. This
covering induces a coarse covering of ðG; r1Þ by taking primitives of functions
in a given d1-ball.

We now refine the induced covering. For x ¼ 3=2, partition ½a; b� into sub-
intervals Ik ¼ ½xk�1; xk� of width at most D ¼ dx�1=2. Refine an induced d1-ball

with center giðxÞ ¼
Z x

a

fi using a cover in which new centers fgijg are piecewise

di¤erentiable with derivative g 0
ijðxÞ ¼ fiðxÞ for xAxk, and with discontinuities

at x ¼ xk for each k where gij ‘‘jumps’’ by edx=2 to correct for location. See
Figure 3.

Assign a function g in the original d1-ball to a new ball by selecting the center
so that gij ¼ argminjjgðxkÞ � gijðxkÞj for each k. By construction, f ðaÞ ¼ gijðaÞ.
Assume jgðxk�1Þ � gijðxk�1Þja

dx
1

2 for some k. Then, for x a Ik:

jgðxÞ � gijðxÞja
Z
Ik

jg 0ðtÞ � g 0
ijðtÞj dtþ

dx1
2

a d1Dþ dx1
2

¼ dx1 :
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This covering is therefore a ðd1 þ dx1=lÞ-cover (an e-cover) for ðG; r1Þ with
Kd1 ¼ 2½jb�ajC=d1�þ½2jb�aj=dx�1

1
�.

For the lower bound, choose d2 so that e ¼ d2 þ dx2=ð2ClÞ. Construct a 2d2
separated set in f figH ðF ;LlÞ as described for Theorem 2. Then the collection

of primitives
n
giðxÞ ¼

Z x

a

fi

o
satisfies:

1. For each iA j there exists xij so that jg 0
i ðxijÞ � g 0

jðxijÞjb 2d2.

2. jgiðxijÞ � gjðxijÞjb
Z d2=C

a

2Ct dt ¼ d22=C,

and so is a ðd2 þ dx2=ð2ClÞÞ-separated (e-separated) in ðG; rÞ with Ld2 ¼ 2½jb�ajC=d2�

elements.
Finally, we observe that;

lim
e!0

logL2d2
jb�ajC

e

¼ lim
e!0

logKd1
jb�ajC

e

¼ 1;

thereby proving the theorem. r

2.4. Adaptive Encoding

Enumerating the balls in an e-covering for a class gives an e-encoding for that
class, where the encoding of an element consists of describing the e-ball to which
it belongs. From that perspective, the e-entropy provides a tight lower bound for

Figure 3. Jumps to correct the location of approximating functions gij [13].
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the codelength of a uniform encoding of any totally bounded class. Applying
a similar perspective to unbounded spaces introduces the idea of adaptive en-
coding. Certainly, any uniform encoding of an unbounded space will give infinite
codelengths. A first stab at finite codelengths might be to exhaust the space by
encoding nested totally bounded subspaces. It turns out we can do better than that.
The following proposition o¤ers an adaptive encoding of a Lipschitz function on
½a; b�, the parallel of Theorem 2 for unbounded classes of Lipschitz functions.

Proposition 5. For every e > 0, there exists a countable codebook Fe ¼
f f1; f2; . . .g, depending only on e, with the following property. For every Lipschitz
function g defined on ½a; b� so that f ðaÞ ¼ 0 and f 0ðxÞ is continuous a.e., there are
constants Cð f ; dÞ such that for all d, there is a codeword fn a Fe such that
jj f � fnjjla e and fn has description length:

Lð fnÞa
� R j f 0j þ d

e

	
þ Cð f ; dÞ:

Proof. Because f 0 is Riemann integrable, there exists for any d > 0 a rational
step function g with steps at a finite number of rational points fx 0

kg so that

j f 0ja g and

Z
ga

Z
j f 0j þ d. In other words, on each subinterval Ij ¼ ½xj; xjþ1�,

g is constant and f is Lipschitz with constant gðxjÞ. To relate this to Theorem 2,
notice that gCC gives that result.

Then, within each Ij, proceed as in the Kolmogorov result, selecting points

spaced no more than e=gðxjÞ apart. There will be at most
h
gðx 0

j ÞjIj j
e

i
þ 1 ¼h R

Ij
gðxÞ
e

i
þ 1 such points in Ij. Taking piecewise linear functions with slope

egðxjÞ on Ij as boundaries of corridors of width 2e, we denote the center of
such a corridor by fn. That center fn will be the e-approximation to f .

To encode fn requires encoding only g and the signs for the slope changes
within each Ij. As g has a finite number of rational values, its encoding is finite
and independent of e. Describing the sign changes requires a single bit at each
of the possible change locations, which requires at most:

X
j

�� R
Ij
g

e

	
þ 1

�
þma

� R
½a;b� g

e

	
þ 2m

bits. Then, absorbing 2m into Cð f ; dÞ, the total number of bits required to de-
scribe fn is:

Lð fnÞa
R
g

e
þ Cð f ; dÞa

R
j f 0j þ d

e
þ Cð f ; dÞ;

as claimed. r
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3. Curves and e-entropy

In this section, we derive the analogue of Theorem 4 for curves, presented below.
Recall that CL

K and ILK are collections of curves with finite arclength whose tan-
gent angle functions are Lipschitz, and that the metric r is the geometric equiva-
lent of a C1-metric.

To find an upper bound for an e-cover for CL
K (and therefore IL

K ), we apply
Theorem 2 to the associated class of tangent angle functions, again taking d1 to
satisfy e ¼ d1 þ dx1 for x ¼ 3=2. To construct the covering, we refine the resulting
covering of tangent angle functions as before, creating centers of balls which are
piecewise Lipschitz curves. Now instead of two directions for jumps (up or down)
as in the function case, we require three evenly spaced directions. See Figure 4.

The additional cost for this refinement to guarantee

 ffiffiffiffi

d3
p
l

þ d
�
-approximation of

curves, given a d1-cover in Ll for the tangent angle functions, turns out to be at

most 2log 3½4L=
ffiffiffiffiffi
d31 �

p
additional elements per ball.

Proposition 6. There exists a


dþ

ffiffiffiffi
d3

p
l

�
-cover for ðCL

K ; rÞ with no more than:�
4Lffiffiffiffiffi
d3

p 	
2½KL=d�þlog 3½4L=

ffiffi
d

p
�

elements.

Proof. To construct the cover, partition the interval ½0;L� of possible arclength
into subintervals of width

ffiffiffiffi
d31

p
4 , giving

h
4Lffiffiffiffi
d31

p
i
subintervals. Let ld1 be the right end-

point of any such subinterval. We will parameterize g of length l a
�
ld1 �

ffiffiffiffi
d31

p
4 ; ld1

i
by s a ½0; ld1 � so that gð0Þ ¼ 0, yð0Þ ¼ 0 and

dg

ds
¼ l

ld1
.

For all curves with lengths in a particular subinterval, jdy=dsja l
ld
KaK , and

so we may apply Theorem 2 to obtain an Ll d1-cover for the angle functions
with at most 2½KL=d1� elements. Each of the resulting balls can be refined with no

more than 2log 3½4L=
ffiffiffiffi
d3

p
� additional elements. Applying this process within each

length subinterval gives the result. r

Figure 4. Possible locations for jumps of distance dx in boundary approximation to cor-
rect for location.
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The lower bound for CL
K requires more delicacy than the lower bound for

functions in Theorem 4. Because the closest point to gðs0Þ on ~ggðsÞ might be for a
large value of js� s0j, we must guard against curves bending back around to
violate the required 2e distance. IL

K o¤ers the additional di‰culty that the curves
must be closed. We address the problem for CL

K by constructing curves that are
also functions (and therefore move primarily in a horizontal direction), but lose
tightness of the lower bound for IL

K by requiring that the curves be closed.

Proposition 7. There exists a 2e-separated set for ðCL
K ; rÞ with M2e elements,

where M2e � 2½KL=e�.

Proof. Given e > 0, choose d2 to satisfy e ¼ d

1þK 2d
4

. For L 0 ¼ Lffiffiffiffiffiffiffiffiffiffiffi
1þK 2d2

4

q , divide

the interval ½0;L 0� into subintervals Ik ¼ ½ak; akþ1� of width
ffiffiffi
d

p
.

We claim that within the class of functions defined on Ik satisfying

Z
Ik

fik ¼ 0,

fikðakÞ ¼ fikðakþ1Þ ¼ 0, and j f ðxÞ � f ðyÞjaK jx� yjj, there is an Ll 2d2-
separated set f fikg with Mk

2d2
elements, where Mk

2d2
� 2K jIk j=d2 . Note that by

construction jj fikjjla
K

ffiffiffi
d2

p

2 . We postpone proof of this claim. Given this 2d2-
separated set, we will construct a collection of functions that are 2e-separated
as curves. Taking primitives results in a collection of functions (now viewed
as curves) fgikg with curvature bounded by K and tangent angle functions
fyikg ¼ farctan fikg, satisfying:

1. gikðakÞ ¼ gikðakþ1Þ ¼ 0
2. yikðakÞ ¼ yikðakþ1Þ ¼ 0

3. jjyik � yjkjjlb
2d2

1þK 2d2
4

¼ 2e, for iA j.

Now concatenate sequences fgikg to construct distinct functions on ½0;L 0�,
fgig for i ¼ 1; . . . ; 2m, with arclength at most L, satisfying g 0

i ð0Þ ¼ g 0
i ðL 0Þ ¼

gið0Þ ¼ giðL 0Þ ¼ 0. A short calculation shows that m � KL 0

d2
P KL

e
.

Furthermore, these functions are 2e-separated as curves. For iA j, there exists
some subinterval I ¼ ½a; aþ d=K � where g 0

i has slope K and g 0
j has slope �K , and

so jg 0
i ðaþ d=KÞ � g 0

jðaþ d=KÞjb 2d2. Without loss of generality, we may take
a ¼ 0, g 0

i ðxÞ ¼ Kx and g 0
i ðxÞ ¼ �Kx. Then, on I :

rðgi; gjÞb rððd2=K ; giðd2=kÞÞ; gjÞ

b min
x

1

l

d2

K
� x

���� ����þ yi

� d2

K

�
� yjðxÞ

���� ����
¼ min

x

1

l

d2

K
� x

���� ����þ arctan g 0
i

� d2

K

�
� arctan g 0

j ðxÞ
���� ����

b min
x

1

l

d2

K
� x

���� ����þ 1

1þ K 2d2
4

f 0
i

� d2

K

�
� f 0

j ðxÞ
���� ����:

78 k. leonard



The minimum of the last expression occurs where x ¼ d2=K (recalling l < 1=K),

giving rðgi; gjÞ ¼ yi


d2
K

�
� yj



d2
K

��� ��b 2d2

1þK 2d2
4

¼ 2e as desired.

Finally, we return to our initial claim, constructing functions f fikg on Ik with
the promised properties. Equivalently, we construct realizations of an n-step

piecewise linear symmetric random walk f with slopes e1 satisfying

Z
f ¼ 0

and f ð0Þ ¼ f ðnÞ ¼ 0. Let w be an ~nn-step piecewise linear symmetric random

walk, ~nn < n, with wð0Þ ¼ 0 and slopes e1. Set að~nnÞ ¼
Z ~nn

0

w, and define the

random variable z ¼ 3wð~nnÞ; að~nnÞ4S3wð~nnÞ; að~nnÞ4T , where S is the covariance
matrix of 3wð~nnÞ; að~nnÞ4.

If f�ig~nn1 is a collection of random variables taking on values e1 with equal
probability, then wð~nnÞ ¼

P ~nn
1 �i and að~nnÞ ¼

P ~nn
1



~nn� i þ 1

2

�
�i, giving:

S ¼
~nn ~nn2

2

~nn2

2
~nn3

3 � ~nn
12

" #
:

Then EðzÞ ¼ 2 and

z ¼ ð4~nn2 � 1Þwð~nnÞ2 � 12~nnwð~nnÞað~nnÞ þ 12a2

~nn3 � ~nn
:

By the Markov inequality, Pðza 3Þb 1=3, so at least a third of the total number
2 ~nn of distinct random walks w end at a point wð~nnÞ within 3

ffiffiffi
~nn

p
steps of the x-axis,

with area að~nnÞa
ffiffi
3

p

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4~nn3 � n

p
. Denote this subset of random walks by f ~ffig.

We now ‘‘complete’’ each ~nn-step walk ~ffi to an n-step walk fi with the desired
properties. WLOG, take ~ffið~nnÞb 0. Certainly, the number of steps required to re-
turn to the x-axis is bounded above by 3

ffiffiffi
~nn

p
, adding at most 9~nn=2 in positive

area. Now correct for area by adding steps to form triangles with the x-axis of
base width bk a Zþ steps, height bk=2 and area b2k=4. These steps must correct
for an area of 4� að~nnþ ~ffið~nnÞÞ ¼

P
k b

2
k, obtained in

P
k bk steps for the appro-

priate choice of fbkg. Note that because any integer may be expressed as the
sum of four squares [20], 4� að~nnþ ~ffið~nnÞÞ ¼ b21 þ b22 þ b23 þ b24 . Because each

bk a 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
að~nnþ ~ffið~nnÞÞ

q
, the number of steps required to adjust the area satisfies:

X4

k¼1

bk a 8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9~nn

2
þ

ffiffiffi
3

p

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4~nn3 � ~nn

p
s

:

Set n ¼ KL
e

 �
, and ~nn ¼ n� 2

ffiffiffi
n

p
� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9n
2 þ

ffiffi
3

p

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4n3 � n

pq
. Then as e ! 0, n ! l

and n=~nn ! 1, which, in counting the number of resulting f fig, completes the
proof. r

To construct a 2e-separated set in IL
K , we follow much the same strategy as in

the proof for Proposition 7, but now we join two halves of a circle of radius 1=K
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with the primitive functions fgig to ensure the resulting curves are closed. As a
result, we lose 2p=K in arclength, and the tightness of the lower bound. Though we
could not prove it, we believe the true constant in the lower bound should be KL.

We omit details of the proof of Proposition 8, as it is quite similar to the proof
of Proposition 7.

Proposition 8. There exists a 2e-separated set for ðIL
K ; rÞ with M 0

2e elements,
where M 0

2e � 2½ðKL�2pÞ=e�.

Putting the pieces together, we have:

Theorem 9.

(a) HeðCL
K ; rÞP KL

e
.

(b) HeðIL
K ; rÞ � 1

e
.

4. Efficiency of Medial Axis Representation

for Compact Curve Classes

4.1. Preliminaries

As we have seen in Section 3, the leading order term in the e-entropy for the com-
pact classes of boundary curves comes from e-covering the corresponding classes
of tangent angle functions. We see that, because yg ¼ ym e fþ p=2, the construc-
tion of a medial-axis-based e-covering for a compact class of curves requires e=2-
coverings for the associated classes of fymg and ffg. Doing this for all possible
medial branches for boundary curves g a EL

K and then counting the number of
possible configurations of medial branches would produce an e-covering for the
class of boundary curves. Already, however, we find trouble: the space EL

K is too
large for the medial axis to e‰ciently approximate. For example, a boundary
curve with arbitrarily many maxima of curvature would require a medial axis
with arbitrarily many branches, and so a medial e-covering would not be finite.
Closer investigation shows that there are three ways the medial axis for g a EL

K

can be badly behaved, illustrated in Figure 5. We will therefore restrict to the
class EM

K , defined below.

Definition. Let m, n be constants satisfying 0 < n < 1, m a


0; p2

�
. Define

EM
K ¼ EM

K ðm; nÞ as the collection of generic C2 curves g a E satisfying the following
properties:

(a) jkgjaK .
(b) kg has at most Mþ3

2 local maxima.
(c) rb 1

K
(which implies kg aK, but not kg b�K).

(d) If f a ½m; p� m�, then kg b 0 and 1� rkg b n.
(e) If f < m or f > p� m, then kg > 0 and j1� rkgj ! 0 monotonically towards a

vertex of g where the medial circle osculates.
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Property (a) comes from the curvature bound in our original class EL
K . Prop-

erty (b) restricts the number of branches in a medial curve. Property (c) requires
that points on opposite sides of the boundary curve remain properly separated
(and g therefore robustly an embedding). Property (d) restricts how close a medial
circle can come to osculating via the parameter n, which also controls the relation-
ship between the boundary and medial curve arclength parameters,

dse
dv

¼H
ffiffiffiffiffiffiffiffi
1�r 02

p

1�rke
.

Property (e) and its parameter m control values for f for points away from bound-
ary vertices where the medial circle osculates. In addition, the monotonicity con-
dition ensures the boundary curve is well-behaved in a neighborhood around
each vertex.

Property (e) also naturally decomposes each medial branch into an interior
region where f a ½m; p� m�, and an endpoint region where f < m or f > p� m.
The endpoint regions correspond to portions of a medial curve near an axis
endpoint where the medial circle osculates with fourth-order contact at a local
maximum of curvature for g. See Figure 6. Interior and endpoint regions often
require di¤erent treatments, as may be seen in the need for Damon’s edge
operator [5] and Giblin and Kimia’s treatment in [8]. Our approach continues
the tradition.

Figure 5. Types of boundary curves where the medial axis is badly behaved: (a) arbi-
trarily many branches in the medial axis; (b) axis sensitivity to small boundary perturba-
tions causing a new branch to sprout at the ‘‘kink’’ in the medial curve where a bitangent
circle is arbitrarily close to osculating; (c) apparent approach to boundary curve vertex
that instead funnels into a narrow tube.
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Proposition 10. EM
K is totally bounded in the metric r.

Proof. If the length of g a EM
K is uniformly bounded, then there exists an L

so that EM
K is a subset of IL

K , and is therefore totally bounded.
Assume no such L exists. Consider the function f ðs; tÞ ¼ gðsÞ þ tNðsÞ, where

s is arclength on g and N is the inward pointing normal direction. Since rb 1
K
,

for 0a t < 1
K
and g a EM

K , the map gðsÞ ! f ðs; tÞ is injective. For g of length l,
the area AðlÞ of the region with boundary g is therefore at least as large as the
area of the region between g and f ðs; tdÞ, where td ¼ 1

Kþd
for some fixed d > 0.

See Figure 7. Computing the Jacobian of f , we therefore have:

Figure 6. Interior and endpoint regions of a curve.

Figure 7. Minimum area inside a curve g a EM
K .
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AðlÞb
Z td

0

Z l

0

1� kgt ds dt

b

Z td

0

Z l

0

1� Kt ds dt

¼ l

Z td

0

1� Kt ds dt

¼ l
� 1

K þ d
� K

2ðK þ dÞ2
�
:

As l ! l, AðlÞ ! l, violating the boundedness of W. Therefore, an upper
bound L for the lengths of curves g a EM

K must exist. r

Note that the boundedness of W also ensures the existence of an R so that
raR for all medial circles, an observation which allows us to prove that when
medial data for two boundary curves are close, the curves themselves must also
be close.

Proposition 11. Suppose ðmiðvÞ; riðvÞÞ, v a ½0; l �, are C1 medial branches for gi ,
a boundary curve with tangent angle functions yi, and inward-pointing normal vec-
tors Ni, i ¼ 1; 2. Then:

rðg1; g2Þa sup
v

1

l
ðjm1 �m2j þ jr1 � r2j þ Rðjym1

� ym2
j þ jf1 � f2jÞÞ

þ jym1
� ym2

j þ jf1 � f2j:

Proof.

rðg1; g2Þa sup
v

1

l
jg1ðvÞ � g2ðvÞj þ jy1ðvÞ � y2ðvÞj

¼ sup
v

1

l
ðjm1 þ r1Ng1 �m2 � r2Ng2 jÞ þ jym1

þ f1 � ym2
� f2j

a sup
v

1

l
ðjm1 �m2j þ jr1Ng1 � r2Ng2 jÞ þ jym1

� ym2
j þ jf1 � f2j

a sup
v

1

l
ðjm1 �m2j þ jr1 � r2j þ RjNg1 �Ng2 jÞ

þ ðjym1
� ym2

j þ jf1 � f2jÞ

a sup
v

1

l
ðjm1 �m2j þ jr1 � r2j þ Rðjym1

� ym2
j þ jf1 � f2jÞÞ

þ jym1
� ym2

j þ jf1 � f2j r

In fact, as we demonstrate in [13], one can prove that if two medial points are
close along the interior of a medial curve, the possible location of intermediate
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boundary points is small. Because of the geometry of the medial construction,
namely that the medial circles are maximal and contained entirely within the
boundary curve, the boundary must lie in a region defined by the location of pos-
sible intermediate medial circles, as illustrated by Figure 8.

4.2. Covering Medial Curves for Interior Regions

To apply the upper bound for the e-entropy for CL
K in Theorem 9 to construct a

covering for the interiors of the medial branches, we must first compute a bound
on the arclength and on the Lipschitz constant for the tangent angle function for
an interior curve.

Proposition 12. There exists a constant Lm so that for m, a single branched
medial curve interior for g a EM

K of length l, laLm.

Proof. Parameterizing m by sþ, for m corresponding to ge, we have:

la

Z L

0

dv

dsþ

���� ���� dsþ
¼

Z L

0

1� rkþffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r 02

p
���� ���� dsþ

a

Z L

0

1þ KR

sin m
dsþ

a
Lð1þ KRÞ

sin m

¼ Lm: r

Figure 8. Possible regions Rþ and R� for boundary points given medial data points
ðm1; r1Þ, ðm2; r2Þ.
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Lemma 13. Suppose mðvÞ is the interior of a medial curve for a boundary curve
g a EM

K , with tangent angle function ymðvÞ. ymðvÞ is Lipschitz with:

jymðv1Þ � ymðv2Þja
K

n
jv1 � v2j:

Proof. From Equation 3 we have:

dym

dv

���� ���� ¼ 1

2
sin

� yþ � y�
2

��
� kþ
1� rkþ

þ k�
1� rk�

����� ����
a

1

2

�K

n
þ K

n

�
¼ K

n
:

Proposition 14. Let M denote the class of medial interiors for medial axes

associated to curves in EM
K . There exists a


 ffiffiffiffi
d3

p
l

þ d
�
-cover for ðM; rÞ with at

most Nd elements, where:

Nd � 2KLmM=nd

elements.

Proof. We will construct a cover for M by covering the class of possible inte-
rior branches, M0, then piecing together branch approximations to form axis
configurations. By Lemma 1, since kg has at most Mþ3

2 local maxima of curvature,
any axis configuration m has at most M branches.

First, approximate the arclength parameters of medial curve interiors. Parti-
tion the interval of possible interior arclengths, ½0;Lm�, into subintervals Ik ¼

lk � dx

4 ; lk
�
, for k ¼ 1; . . . ;


4Lm

dx

�
and x > 1. Parameterize an interior curve m of

length l a Ik by vk, where
dv
dvk

¼ l
lk
and v is arclength on m. Take x ¼ 3

2 . Note that

because la lk,
dym
dvk

��� ���a dym
dv

��� ���, and so the curvature bound in Lemma 13 still holds.

Next, apply Kolmogorov’s Corollary 3 together with Lemma 13 for each of

the 4Lm

dx

h i
length subintervals Ik to find an Ll d-cover of the tangent angles to

medial interiors with at most:

2
p

2d

� 	
þ 1

� �
4Lm

dx

� 	
2½KLm=nd�

elements. By Proposition 6, we then have a

 ffiffiffiffi

d3
p
l

þ d
�
-cover for the class of

medial interior curves in the metric r with at most:

2
p

2d

� 	
þ 1

� �
4Lmffiffiffiffiffi
d3

p" #
2½KLm=nd�þlog 3½4Lm=

ffiffi
d

p
�

elements.
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Assemble the cover for branch interiors into a cover for interior axis configu-
rations. Our approximations will consist of all possible combinations of interior
branch approximations where a new branch is joined to a configuration at one of

three equally spaced points at a distance of

ffiffiffiffi
d3

p
2 from the end of the previous

branch (in the spirit of Figure 4). As there are at most M branches,

4Lmffiffiffiffiffi
d3

p" #
2½KLm=nd�þlog 3½4Lm=

ffiffi
d

p
� þ 1

choices for each branch (including the choice of no branch), and three choices for
where to attach each branch, we have a cover for M with no more than:

3 2
p

2d

� 	
þ 1

� �
4Lmffiffiffiffiffi
d3

p" #
2½KLmM=nd�þlog 3½4Lm=

ffiffi
d

p
� þ 1

branches.
Finally, we verify that our cover is indeed a


 ffiffiffiffi
d3

p
l

þ d
�
-cover in the metric r.

For g a EM
K with medial axis m, orient m so that a branch containing an endpoint

region has interior beginning at the origin. Denote this branch m0. Then there
exists m0; d in the cover for medial interior curves so that (positioning m0; d at the

origin) jm0ð0Þ �m0; dð0Þja
ffiffiffiffi
d3

p
2 , and within the branch, rðm0;m0; dÞa


 ffiffiffiffi
d3

p
l

þ d
�
.

At the end of m0 other branches may join. Select the next branch, m1, and its
approximation, m1; d. Positioning m1; d at the choice of three starting points that

minimizes jm1; dð0Þ �m1ð0Þj guarantees that jm1ð0Þ �m1; dð0Þja
ffiffiffiffi
d3

p
2 , and there-

fore rðm1;m1; dÞa

 ffiffiffiffi

d3
p
l

þ d
�
. At the endpoint of m1; d, we repeat. Inductively, this

gives our approximation to m as a member of the constructed cover, satisfying

for the i th branch rðmi;mi; dÞa

 ffiffiffiffi

d3
p
l

þ d
�
. r

4.3. Covering Radius Functions for Interior Regions

Recalling that dr
dv
¼ �cos f, we construct an Ll cover for the derivatives of the

radius functions by covering the class F ¼ ffg associated to EM
K .

Lemma 15. There exists a d-net Fd for ðF;LlÞ with at most 2 p
4d

 �
þ 1


 �
2½KLm=nd�

elements.

Proof. To apply Kolmogorov’s Corollary 3, we need only show that the class
F is Lipschitz as a function of vk (as defined in the proof of Proposition 14).
Equation 4 gives:
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df

dvk

���� ���� ¼ df

dv

���� ���� dv

dvk

���� ����
¼ l

lk

df

dv

���� ����
a

df

dv

���� ����
¼ 1

2
sin

� yþ � y�
2

�� kþ
1� rkþ

þ k�
1� rk�

����� ����
a

1

2

�K

n
þ K

n

�
¼ K

n
: r

By Theorem 4, Lemma 15 produces a

 ffiffiffiffi

d3
p
l

þ d
�
-cover for the radius functions:

Proposition 16. For x > 1, there exists a

 ffiffiffiffi

d3
p
l

þ d
�
-covering in the metric r for

the class of radius functions associated to the interiors of EM
K with no more than:

2
p

4d

� 	
þ 1

� �
R

dx

� 	
2½KLm=nd�þ½lk=dx�1�þ2

elements.

Proof. Note that if jf� fdj < d, jcos f� cos fdj < d. Hence a d-cover for F
gives a d-cover for fr 0ðvÞg.

Construct a dx-net for the interval 1
K
;R

 �
of possible values for rð0Þ, with at

most R

dx

h i
elements. For each of these initial values, apply the results of Theorem

4 with a derivative r 0 approximated by cos fd for the appropriate center of a
d-ball, fd, in the covering constructed in Lemma 15. The number of elements in
the resulting cover is as claimed. r

4.4. Covering Interior Regions for g a EM
K

The necessary pieces are now in place to construct an e-covering for the interior
regions of boundary curves in EM

K .

Proposition 17. There exists a medial axis-based e-cover for the collection of
curve interiors for EM

K with at most Ne elements, where:

Ne � 2ð2KLmM=neÞð2R=lþ2Þ:

Proof. Choose d so that e ¼ 2
ffiffiffiffi
d3

p
l

þ


2R
l
þ 2

�
d, giving lime!0

e
d
¼ 2R

l
þ 2. Take

x ¼ 3=2 in Proposition 14 and Lemma 15.
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Construct

 ffiffiffiffi

d3
p
l

þ d
�
-coverings for the interior medial axes and radius func-

tions as above. From these, construct a covering of the interior regions of the
boundary curves so that two boundary curves are in the same ball when the
corresponding axes and radius functions are in the same ball in their respective
 ffiffiffiffi

d3
p
l

þ d
�
-coverings. We claim the resulting covering of boundary interior regions

has diameter at most 2e.
Suppose g and ~gg are in the same ball, with interior medial branches and radius

functions fðmi; riÞg, fð ~mmi; ~rriÞg and associated angle functions fðyi; fiÞg, fð~yyi; ~ffiÞg
respectively. Let fvig be the approximated arclength parameters for each medial
branch as defined in the proof of Proposition 14 (with slight abuse of notation).
Then:

rðg1; g2Þa sup
i

sup
vi

1

l
ðjmiðviÞ � ~mmiðviÞj þ jriðviÞ � ~rriðviÞj þ RðjfiðviÞ � ~ffiðviÞj

þ jyiðviÞ � ~yyiðviÞjÞÞ þ jfiðviÞ � gfðviÞfðviÞij þ jyiðviÞ � ~yyiðviÞj

a
2

l
ð2

ffiffiffiffiffi
d3

p
þ 2RdÞ þ 4d

¼ 2e: r

4.5. Covering Endpoint Regions

It remains to construct a covering for the endpoint regions. The leading term in
the expression for e in terms of d is Proposition 17 is



2þ 2R

l

�
d and so we require

only d 0 ¼


2þ 2R

l

�
d accuracy to cover the tangent angle functions is the endpoint

region boundary curves in order to match the accuracy obtained for the curve
interiors. Recall that in the endpoint regions, f < m or f > p� m, kg > 0, and
j1� rkgj ! 0 monotonically.

In the endpoint regions, because kg > 0 monotonically increases as corre-
sponding points on the axis curve approach the axis endpoint, g is contained
entirely within the region defined by the tangent lines to g at the points gme and
the medial circle joining g

m
þ and gm�. See Figure 9. This gives a maximum value

of 2R tan m for the arclength of the endpoint region of the boundary curve. There-

fore, application of Proposition 6 produces a


d 0 þ

ffiffiffiffiffi
d 0

3
p
l

�
-cover for endpoint re-

gions with at most:

8R tan mffiffiffiffiffiffi
d 0

3
p" #

2½2KR tan m=d 0 �þlog 3½8R tan m=
ffiffiffi
d 0

p
�

elements.
Take e ¼ 2

ffiffiffiffi
d3

p
l

þ


2þ 2R

l

�
d as in the previous section, so d 0

e
! 1.

Proposition 18. For endpoint regions of curves g a EM
K , there exists an e-cover

in the metric r with Me elements, where:

Me � 22KR tanm=e:
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4.6. Medial-axis Based e-covering Theorem

Theorem 19. There exists a medial axis-based e-cover for ðEM
K ; rÞ with at most

Ke elements, where:

Ke � 2ðM=eÞð2KR tanmþð2KLm=nÞð2R=lþ2ÞÞ:

Proof. We apply Proposition 18 to each of at most M endpoint regions. This,
together with Proposition 17, proves the theorem. r

The order of e in Theorem 19 is certainly correct. In any realistic setting, how-
ever, the appropriate constant KL in Theorem 9 will be smaller than the constant
in Theorem 19. It is possible we could improve the exponent some, but Lemmas
13 and 15 suggest a lower bound for the exponent of 4KLmMR, which is still like-
ly to be larger than KL in all but exceptional cases. In other words, a medial-
axis-based e-covering (or, equivalently, uniform encoding) for compact classes of
curves is sub-optimal.

5. Efficiency of Medial Axis Representation

for Non-compact Curve Classes

It turns out that adaptive encoding is where the strengths of the medial axis hold
forth. As we have seen above, the high order terms in encoding curves for both
boundary and medial axis encodings comes from the encoding of the angle func-
tions, fygg or fðym; fÞg. The identity yg ¼ ym e fþ p=2 reveals that a uniform
e-encoding using the medial axis requires approximating both f and ym to an
accuracy of e=2. In an adaptive strategy, error can be adaptively allocated to the

Figure 9. Bounded area for possible endpoint regions of the boundary curve.
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medial angle contributing the most to yg. The key ingredient to the proof of
Theorem 21 is the relationship of medial geometry to boundary geometry cap-
tured in the next lemma.

Lemma 20. Let m be a branch of a medial curve of length l for g a E. Let s be
an arclength parameter for g so that gðsÞjs AD ¼ gþ A g� (so D is the appropriate
subdomain for s corresponding to the medial branch m). Then:Z

D

jkj ds ¼
Z
½0; l �

jkmj þ jf 0j þ j jkmj � jf 0j j dv:

Given this explicit relationship between the medial variation and the bound-
ary variation, we can adaptively partition the e-error into h-error for encoding
ym and ðe� hÞ-error for encoding the medial angles, where 0 < h < e is chosen
to minimize codelength. Then, on one hand, Theorem 5 produces an encoding
of length

LðgÞ �
R
jkgj dsþ d

e

for the boundary representation and, on the other, an encoding of length

~LLðgÞ �
R
jkmj dvþ d1

h
þ
R
jf 0j dvþ d2

e� h

for the medial representation. Introducing locally adaptive choices for h gives the
result in Theorem 21.

Theorem 21. Let m be an arclength parameterized medial branch defined on a
closed interval I for g a E with corresponding boundary segments ge. Then encoding
ge via the medial axis is more e‰cient than directly adaptively encoding yg when-
ever I can be partitioned into a finite number of subintervals Ij where for each j:

supIj jkmj
supIj jf

0j > 3þ
ffiffiffi
8

p
or

supIj jf
0j

supIj jkmj
> 3þ

ffiffiffi
8

p
:

Proof. Following the proof of Theorem 5, select gk and d1 satisfying jkmja gk

and

Z
gka

Z
jkmj þ d1, and select gf and d2 satisfying jf 0ja gf and

Z
gfaZ

jf 0j þ d2. Construct an encoding scheme as follows. Partition I , the domain of

m, into maximal subdomains fIig on which both gk and gf are constant. Since
both functions are piecewise constant with a finite number of jumps, the number
of such subdomains will be finite. On each subdomain, compute the minimizing
hi. Then the medial axis will be more e‰cient when:

gk þ gf þ 2
ffiffiffiffiffiffiffiffiffiffiffi
gkgf 0

p
< 2maxfgk; gf 0g:

90 k. leonard



For gk b gf, this gives:

gk

gf 0
> 3þ

ffiffiffi
8

p
;

otherwise take the reciprocal of the left side of the inequality. Recalling the con-
struction of the functions gk and gf, the result is proved. r

In other words, the medial axis will be more e‰cient when either f or ym con-
tributes significantly to the variation of yg, but not both.

6. Discussion

Theorem 21 partitions the noncompact class of embeddings with Lipschitz tan-
gent angle into two subclasses: those for which the boundary is more e‰cient
and those for which the medial axis is more e‰cient. In [12, 13], we returned
to our motivating problem of shape modeling and analyzed e‰ciency of repre-
sentation for 2322 shapes [16, 18, 21], in order to characterize a shape by whether
the boundary or medial axis was more e‰cient.

Our results show only three shapes for which the boundary was a better choice.
It seems that for curves bounding shapes of interest to humans, the branches of
the medial axis tend to be nearly straight, and almost all the geometry of the
boundary is captured by the angle f. Figure 10 shows the two shapes for which
the boundary representation gave maximum e‰ciency improvement, while Fig-
ure 11 shows the two shapes for which the medial representation gave maximum
e‰ciency improvement. While it appears that pixelation e¤ects are a likely expla-
nation for why the boundary is more e‰cient for the shapes in Figure 10, further
exploration is required to completely characterize shapes that will be more e‰-
ciently modeled by the boundary curve.

Figure 10. Two shapes for which the boundary was maximally e‰cient, out of three
shapes total where the boundary outperformed the medial axis. Fish: boundary encoding
rate 58% of medial axis rate. Stingray: boundary rate 20% of medial axis rate. Pixelation
e¤ects are a likely explanation for the boundary’s greater e‰ciency. Note how dense the
axis branches are for the stingray. Not visible in the fish image are many very short axis
branches along the tips of branches going into fins.
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We have seen that the medial axis is most e‰cient when either the medial
curve or the angle f encodes most of the geometry of the boundary curve. One
generalization of the Blum medial axis, presented by Damon [5], is to broaden
the class of medial curves beyond loci of maximal circles, and to replace the ra-
dius function with a multi-valued radial vector field on the medial curve. The re-
lationship between the geometry of the medial axis and the boundary becomes
more complicated, but in return the axis representation is less restrictive. Cur-
rently, we are exploring whether this generalization will allow for even greater ef-
ficiency, as we can, e.g., choose medial curves with minimal curvature and encode
most of the boundary geometry in the radial vector field.
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