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Abstract. — We establish a quantitative isoperimetric inequality in higher codimension. In

particular, we prove that for any closed ðn� 1Þ-dimensional manifold G in Rnþk the following
inequality

DðGÞbCd2ðGÞ

holds true. Here, DðGÞ stands for the isoperimetric gap of G, i.e. the deviation in measure of G from
being a round sphere and dðGÞ denotes a natural generalization of the Fraenkel asymmetry index of

G to higher codimensions.
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1. Introduction

In 1986 in his seminal paper ‘‘Optimal isoperimetric inequalities’’ [2] Almgren
proved in the context of currents the higher codimension counterpart of the clas-
sical isoperimetric inequality established by De Giorgi in [7]. In the particular
case of smooth ðn� 1Þ-dimensional manifolds GHRnþk without boundary, span-
ning an area minimizing smooth surface M, his inequality states that

Hn�1ðGÞbHn�1ðqDÞ;ð1:1Þ

where D is an n-dimensional flat disk with the same area as M. Here,Hn�1 de-
notes the ðn� 1Þ-dimensional surface measure. Moreover equality occurs if and
only if G is the boundary of a flat disk.

A natural question is the stability of inequality (1.1). More precisely, one
would like to show that if G fails to realize equality in the isoperimetric inequal-
ity (1.1) by a small factor d, i.e.Hn�1ðGÞ ¼Hn�1ðqDÞ þ d, then G is close to the
boundary qD in a suitable quantitative sense measured in terms of d. For the clas-
sical isoperimetric inequality in codimension zero, this stability issue was raised in
the beginning of the last century by Bernstein and Bonnesen in the particular case
of planar convex sets [3, 5]. Later on the first results in higher dimensions were
established in [15] by Fuglede in the case of convex or nearly spherical sets. His
main result states that if EHRn is a nearly spherical set in the sense that

qE ¼ fð1þ uðxÞÞx : x a Sn�1g



for some u : Sn�1 ! R with small C1-norm, whose volume is equal to the volume
of the unit ball B1 HRn and whose barycenter is at the origin, then

Hn�1ðqEÞ �Hn�1ðqB1Þb cðnÞkuk2W 1; 2ðS n�1Þ:

In particular, this inequality implies that the isoperimetric gap on the left-hand
side controls the square of the measure of the symmetric di¤erence EDB1. The
extension of Fuglede’s result to general sets of finite perimeter was first obtained
in [17] (see also [19, 20] for a similar, but non optimal inequality). The result
proved in [17] states that there exists a constant C depending only on the dimen-
sion n such that if E is a set of finite perimeter with jEj ¼ jBrj, then

DðEÞbCðnÞa2ðEÞ:ð1:2Þ

Here, DðEÞ stands for the (normalized) isoperimetric gap

DðEÞ :¼Hn�1ðqEÞ � nonr
n�1

nonrn�1

and aðEÞ is the so-called Fraenkel asymmetry

aðEÞ :¼ min
x

jEDBrðxÞj
rn

� �
:

While the original proof in [17] used mainly symmetrization arguments, in [14]
a new proof based on arguments from the theory of optimal mass transport
appeared. These arguments allowed an extension of (1.2) also to anisotropic pe-
rimeter functionals. Both proofs are quite involved due to their ad hoc character,
especially, since they do not use any deep result or heavy machinery from other
fields of Analysis and Geometry. In a recent paper Cicalese and Leonardi [6] ob-
served that it is possible to give a proof of the quantitative isoperimetric inequal-
ity by a selection principle based on a suitable penalization of the functional
E 7! DðEÞ

a2ðEÞ and the use of the regularity theory for minimal surfaces.

In order to describe the main result of our paper we restrict ourselves to the
case of smooth ðn� 1Þ-dimensional closed surfaces G in Rnþk. Denoting by QðGÞ
an area minimizing n-dimensional surface with boundary G the isoperimetric gap
is defined by

DðGÞ :¼Hn�1ðGÞ �Hn�1ðqD%Þ
Hn�1ðqD%Þ

;

where D% is an n-dimensional flat disk in Rnþk with the same area as QðGÞ, i.e.
HnðD%Þ ¼HnðQðGÞÞ. Note that the area minimizing surface QðGÞ may have sin-
gularities even if G is smooth. To overcome this, the use of currents with finite
mass is unavoidable. However, in order to keep the introduction as simple as pos-
sible we describe the objects in the context of manifolds. The precise definition
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of the asymmetry index dðGÞ is more technical and requires the use of a certain
seminorm m (see Section 3). The underlying geometric idea can be described as
follows. Given any flat disk D% with the same area as QðGÞ, first one considers
an area minimizing cylindric type surface SðD%Þ spanned by the boundary com-
ponents G and qD%, and afterwards one takes the infimum of the surface area
HnðSðD%ÞÞ amongst all possible disks D%:

dðGÞ :¼ %�n inffHnðSðD%ÞÞ :HnðD%Þ ¼HnðQðGÞÞg:

The aim of this paper is to state and prove in the context of currents the following
heuristic quantitative version of Almgren’s optimal isoperimetric inequality:

Theorem. Let nb 2 and kb 0. There exists a constant C ¼ Cðn; kÞ > 0 such
that for any ðn� 1Þ-dimensional closed surface GHRnþk the following inequality
holds:

DðGÞbCd2ðGÞ:ð1:3Þ

Note that if G is the boundary of a smooth open set E contained in an n-
dimensional hyperplane, then the asymmetry index dðGÞ coincides with the clas-
sical Fraenkel asymmetry index aðEÞ. Hence, (1.3) reduces to (1.2). In particular
this shows that the exponent 2 on the right-hand side of the inequality cannot be
improved, since it is known to be optimal already for (1.2).

A few words on the proof are in order. As in [6] the overall strategy is to show
first a Fuglede type inequality and then to reduce the general case to it via a reg-
ularity argument. However, here the situation is more delicate and involved due
to the higher codimension. First of all, the analogue of Fuglede’s result deals with
a spherical graph over Sn�1 in Rnþk, i.e. a manifold G which can be parametrized
by a map X : Sn�1 ! Rnþk of the form

X ðxÞ :¼ ð1þ uðxÞÞðx; 0Þ þ ð0; vðxÞÞ x a Sn�1;

where u a C1ðSn�1Þ and v a C1ðSn�1;RkÞ have both small C1-norms. In our case
a substantial di‰culty arises from the fact that, beside imposing the volume con-
straintHnðQðGÞÞ ¼ on and the barycenter condition barðGÞ ¼ 0, we have also to
fix the mixed second order moments. This can be done for instance by assuming
that they are all equal to zero, i.e.Z

G

zizj dH
n�1 ¼ 0ð1:4Þ

for any choice of i ¼ 1; . . . ; n and j ¼ nþ 1; . . . ; nþ k. Di¤erently from the case
k ¼ 0 considered by Fuglede, in which v does not appear, the conditions (1.4)
play a crucial role in the estimation of the n � k first order Fourier coe‰cients
of v. The bounds on the first order Fourier coe‰cients of u and the zero order
Fourier coe‰cients of u and v follow from the barycenter condition and the
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constraint onHnðQðGÞÞ. Under the above assumptions on u and v we prove the
following inequality (see Theorem 4.1)

Hn�1ðGÞ �Hn�1ðSn�1Þb c1½kuk2W 1; 2ðS n�1Þ þ kvk2W 1; 2ðS n�1;RkÞ�b cod
2ðGÞ;ð1:5Þ

where c1 b co are constants depending only on n.
The next step is to reduce the general case to the previous one by a contradic-

tion argument using the regularity theory for o-minimizing currents. However,
following [1] where a similar kind of penalization term was introduced we use a
much simpler penalization then the one used in [6] in the treatment of the codi-
mension zero case (see also [8, 16, 18]) which is also reminiscent of the Ekeland
variational principle [12]. Our argument goes as follows. We argue by contradic-
tion assuming that there exists a sequence of ðn� 1Þ-dimensional surfaces Gj all
contained in a large ball BR such that HnðQðGjÞÞ ¼ on and DðGjÞ=d2ðGjÞ ! 0.
Then, we construct a new sequence by considering the minimizers G 0

j of the pe-
nalized functionals

FjðGÞ :¼Hn�1ðGÞ þ C1jdðGÞ � dðGjÞj þLjHnðQðGÞÞ � onj

with L > 2n and C1 > 0 a suitable constant depending on co. It is not di‰cult to
show that the surfaces G 0

j converge in a weak sense to Sn�1 and that also the ratio
DðG 0

j Þ=d2ðG 0
j Þ ! 0. Moreover, the weak convergence ensures that the barycenters

and the second order moments of G 0
j converge to zero while the corresponding

area minimizers QðG 0
j Þ converge in a weak sense to a flat disk with boundary

Sn�1. To derive a contradiction to the Fuglede type estimate (1.5), one first has
to show that the surfaces G 0

j can be chosen to satisfy (1.4). This is done by prov-
ing that (see Lemma 4.2) if G is a manifold with su‰ciently small second order
moments one can find a rotation close to the identity such that the mixed second
order moments of the rotated manifold are all equal to zero. Since the penalized
functional above is invariant under rotations the tilted surfaces are still mini-
mizers. Thus, the last step in deriving the contradiction to (1.5) is to establish
that the surfaces G 0

j are spherical graphs converging to Sn�1 in C1;a. This is the
point where the regularity theory for o-minimizing currents enters. In fact, the
existence theory yields only that the minimizers G 0

j are rectifiable currents mini-
mizing an appropriate generalization of the functional Fj in the context of Geo-
metric Measure Theory. It can also be shown that the penalization terms in the
functional are of lower order, so that the surfaces (in fact currents) G 0

j are o-
minimizers of the area (mass) functional. However, to show that they are spheri-
cal C1;a graphs over Sn�1 one has to transform locally to a situation where the
regularity theory for o-minimizing currents is applicable. This is done by flatten-
ing locally Sn�1 and transforming to a flat case in which the o-mass minimizers
become o-minimizers of a suitable elliptic integrand, and in which they converge
to a flat ðn� 1Þ-dimensional disk with multiplicity one. At this stage the regular-
ity theory from [4, 10] applies and yields that the G 0

j are spherical graphs converg-
ing in C1;a to Sn�1. But this is a contradiction to the higher codimension version
of Fuglede’s theorem as stated in (1.5).
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2. Notation and statement of the result

We recall some basic definitions and results on currents. Here we follow the ter-
minology of [13]. Let n a N, k a N0 and 0ama n. Then m-dimensional sur-
faces in Rnþk will be modelled by locally rectifiable integer multiplicity currents
with finite mass in Rnþk. Such currents T , of dimension m, can be represented
by an (Hm;mÞ rectifiable supporting set MT HRnþk, an Hm summable multi-
plicity function QT : MT ! N, and an Hm measurable orientation ~TT : MT !
5

m
Rnþk, i.e. ~TT is the exterior product of an orthonormal basis in the m-dimen-

sional measure theoretic tangent space TanðHm
O
MT ; xÞ of MT which exists at

Hm almost all points x a MT . We set QT C 0, ~TTC 0 outside MT and denote by
kTk ¼ QTH

m
O
MT the (Radon) measure associated with T and by

MðTÞ ¼ kTkðRnþkÞ ¼
Z
Rnþk

QT dHm

the mass (or m area) of T . Note that the summability of QT is equivalent to the
finiteness of the mass MðTÞ. By definition, an m current is a continuous linear
functional on the space of compactly supported smooth m forms on Rnþk which
we denote by a aDmðRnþkÞ. In terms of the quantities kTk and ~TT the pairing of
currents and di¤erential forms is given by

TðaÞ ¼
Z
MT

3a; ~TT4QT dHm ¼
Z
Rnþk

3a; ~TT4 dkTk;

and it is defined whenever a is a bounded Borel form of degree m. The set of
all locally rectifiable integer multiplicity m currents is denoted by RmðRnþkÞ.
Note, that this simplified symbol stands for what in Federer’s notation (see [13,
p. 381]) would be denoted as R loc

m ðRnþkÞB fT : MðTÞ < lg.
The boundary current qT is then defined by taking formally the dual of the

exterior derivative, i.e. qTðbÞ ¼ TðdbÞ for compactly supported smooth m� 1
forms b on Rnþk. For an open (and more generally a Borel) set U HRnþk we de-
fine the mass of T in U by

MUðTÞ :¼ ðkTk
O
UÞðRnþkÞ ¼

Z
MTBU

QT dHm:

On the set of closed m-dimensional surfaces, i.e. for T aRmðRnþkÞ with qT ¼ 0
and 1am < nþ k, we now define a seminorm measuring the mass of a minimal
surface spanned by T . More precisely, given T as above there exists a mass min-
imizing current QðTÞ aRmþ1ðRnþkÞ with boundary qQðTÞ ¼ T . The mass of
QðTÞ is denoted by mðTÞ, i.e.

mðTÞ :¼ MðQðTÞÞC inf
P ARmþ1ðRnþkÞ;

qP¼T

MðPÞ:

When writing QðTÞ we always understand that we have specified one particular
mass minimizer with boundary T . We note that there might be several mass
minimizers. Our arguments however will not depend on a particular choice.
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Moreover, in case that sptT is compact we know from [21, Remark 34.2(2)] that
sptQðTÞH convex hull of sptT for any mass minimizer QðTÞ.

To give the precise formulation of our main result we have to introduce the
notion of a flat n-dimensional disk in Rnþk. The Euclidian current En on Rn is
defined by

EnðaÞ :¼
Z
Rn

3a; e1b� � �ben4 dL
n for any a a Cl

cptðRn;5n
RnÞ:

Here Ln denotes the Lebesgue measure on Rn. For an Ln measurable set AHRn

the current En
O
A is defined as usual via

ðEn
O
AÞðaÞ ¼

Z
A

3a; e1b� � �ben4 dL
n:

Then, by an n-dimensional flat disk in Rnþk we mean a current T aRnðRnþkÞ of
the form T :¼ FaðEn

O
DÞ where D is any open ball in Rn and F : Rn ! Rnþk an

isometric injection. In order not to overburden our presentation with notation
we will use the short hand notation ½½D�� instead of FaðEn

O
DÞ. By ½½Dr�� we denote

a flat disk of radius r > 0. We use a similar notation for currents associated to
oriented, compact, m-dimensional submanifolds MHRnþk. Indeed, if x denotes
an orientation m-vector field on M, then the corresponding m-current ½½M �� a
RmðRnþkÞ is defined by

½½M ��ðaÞ :¼
Z
M

3a; x4 dHm for all a aDmðRnþkÞ.

Now, let nb 2. As introduced above, we use for a current T aRn�1ðRnþkÞ
with qT ¼ 0 the abbreviation mðTÞ to denote the minimal mass spanned by T .
Moreover, by %ðTÞ we denote the radius of any flat n-dimensional disk ½½D�� whose
mass is equal to the minimal mass spanned by T , that is mðTÞ ¼ Mð½½D��Þ ¼
on%ðTÞn, so that

%ðTÞ :¼

ffiffiffiffiffiffiffiffiffiffiffiffi
mðTÞ
on

n

s
:

Then, if TA 0, the isoperimetric gap is given by

DðTÞ :¼ MðTÞ � non%ðTÞn�1

non%ðTÞn�1
:

Note that the isoperimetric gap is invariant with respect to translations, rotations
and dilations. Next, we observe that mðT � q½½D%ðTÞ��Þ measures how close T and
q½½D%ðTÞ�� are. Of course, when taking an arbitrary disk of radius %ðTÞ this dis-
tance can be very large. Therefore, in order to measure the deviation of the sur-
face from round spheres of radius %ðTÞ we shall take the infimum over all such
spheres. This quantity we call the asymmetry index of T , and it is a measure for
the deviation of T from being a round sphere. Hence, for T aRn�1ðRnþkÞ with
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qT ¼ 0 we define

dðTÞ :¼ inf
½½D%ðTÞ��

mðT � q½½D%ðTÞ��Þ
%ðTÞn ;

where now the infimum is taken over all flat n-dimensional disks ½½D%ðTÞ�� of radius
%ðTÞ, i.e. about those disks with mass equal to the minimal mass mðTÞ spanned
by T . Note that also dðTÞ is invariant under translations, rotations and dilations.
Now we are in the position to state our result.

Theorem 2.1. Let nb 2 and kb 0. Then, there exists a constant C > 0 depend-
ing only on n and k such that for any T aRn�1ðRnþkÞ, with TA 0 and qT ¼ 0, the
sharp quantitative isoperimetric inequality holds

DðTÞbCd2ðTÞ:ð2:1Þ

3. Facts from geometric measure theory

For later use we recall some facts from Geometric Measure Theory which can be
retrieved either from [13] or [21]. We start with the definition of the flat semi-
norm. For a given open set U and an m-dimensional current T with locally finite
boundary mass, i.e. MW ðqTÞ < l for any W TRnþk, the flat semi norm is de-
fined by

FU ðTÞ :¼ inf
T¼SþqP

ðMU ðSÞ þMU ðPÞÞ;

where the infimum is taken over all S aRmðRnþkÞ and P aRmþ1ðRnþkÞ. In the
case U ¼ Rnþk we write F :¼ FRnþk . The topology induced by the semi norms FU

for U HRnþk open and bounded is called the Floc-topology on RmðRnþkÞ. The
following theorem ensures that for sequences the Floc-topology and the weak to-
pology onRmðRnþkÞ are identical, cf. [21, Theorem 31.2]. Note that we state the
following two theorems only for locally rectifiable integer multiplicity m-currents
with finite mass. The original versions certainly include m-currents with only lo-
cally finite mass.

Theorem 3.1. Let T ; fTjgHRmðRnþkÞ be m-currents with

sup
j AN

ðMUðTjÞ þMU ðqTjÞÞ < l for all U TRnþk:

Then Tj ! T with respect to the Floc-topology if and only if Tj ! T with respect to
the weak topology.

For later purposes we recall the compactness theorem of Federer and Fleming,
see [13, Theorem 4.2.17] or [21, Theorem 27.3].
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Theorem 3.2. If fTjgHRmðRnþkÞ is a sequence of m-currents in Rnþk with

sup
j AN

ðMUðTjÞ þMUðqTjÞÞ < l for all U TRnþk;

then there is an m-current T aRmðRnþkÞ and a subsequence fTjg such that Tj ! T
with respect to the Floc-topology.

By Theorem 3.1 the compactness in Theorem 3.2 also holds with respect to the
weak topology. This allows to extract a weakly convergent subsequence from any
sequence of currents Tj aRmðRnþkÞ satisfying a suitable mass bound. Together
with a lower semicontinuity property of certain functionals this yields the exis-
tence of a minimizer, as for example in the case of the mass M (which is easily
seen to be lower semicontinuous with respect to weak convergence of currents).

We note that the flat norm F and the seminorm m are almost equivalent. First
one observes that Fam. On the other hand, the following lemma, whose proof
is an easy consequence of the isoperimetric inequality, ensures that also a reverse
type inequality holds true for currents with compact support.

Lemma 3.3. Let R > 0. Then, for any T aRn�1ðRnþkÞ with qT ¼ 0 and
sptT HBR there holds

mðTÞa ½CðnÞMðTÞ þ 1�FB2R
ðTÞ:

Proof. We first choose S aRn�1ðRnþkÞ and P aRnðRnþkÞ realizing FB2R
ðTÞ up

to an error e > 0, i.e. S þ qP ¼ T and MB2R
ðSÞ þMB2R

ðPÞ < FB2R
ðTÞ þ e. Since

sptT HBR, we may assume without loss of generality that sptS; sptPHBR.
Indeed, otherwise we replace S and P with the corresponding projections paðSÞ
and paðPÞ onto BR, which still satisfy the equality T ¼ paðTÞ ¼ paðS þ qPÞ ¼
paðSÞ þ qpaðPÞ but have smaller mass on B2R. Then, from Theorem 3.4 below
we observe that

mðTÞa ðmðTÞÞ
1
n½mðSÞ þmðqPÞ�

n�1
n

amðTÞ
1
n½gnMðSÞ

n
n�1 þMðPÞ�

n�1
n

amðTÞ
1
ng

n�1
n

n MðSÞ þmðTÞ
1
nMðPÞ

n�1
n

a ðgnMðTÞ
n

n�1Þ
1
ng

n�1
n

n MðSÞ þ 1

n
mðTÞ þ n� 1

n
MðPÞ

¼ gnMðTÞ
1

n�1MðSÞ þ 1

n
mðTÞ þ n� 1

n
MðPÞ:

Taking into account that MðSÞ ¼ MB2R
ðSÞ, MðPÞ ¼ MB2R

ðPÞ, we get

mðTÞa n

n� 1
gnMðTÞ

1
n�1MB2R

ðSÞ þMB2R
ðPÞ

a

� ngn
n� 1

�n�1

MðTÞ þ 1

� �
MB2R

ðSÞ þMB2R
ðPÞ
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a

� ngn
n� 1

�n�1

MðTÞ þ 1

� �
ðMB2R

ðSÞ þMB2R
ðPÞÞ

a

� ngn
n� 1

�n�1

MðTÞ þ 1

� �
ðFB2R

ðTÞ þ eÞ:

Letting e # 0 the assertion of the lemma follows. r

In the proof of the quantitative isoperimetric inequality it will be convenient
to work with a non re-scaled version of the asymmetry index d. Hence, for T a
Rn�1ðRnþkÞ with qT ¼ 0 we define

d1ðTÞ :¼ inf
½½D1��

mðT � q½½D1��Þ;

where the infimum is taken over all flat n-dimensional disks ½½D1�� of radius 1. Note
that d1ðTÞ is invariant under translations and rotations and that dðTÞ ¼ d1ðTÞ if
mðTÞ ¼ on.

Finally, the following optimal isoperimetric inequality can be retrieved from
[2, Theorem 9].

Theorem 3.4. Suppose that T aRn�1ðRnþkÞ with qT ¼ 0 and that QðTÞ is a
mass minimizing current with boundary T. Then, there holds

MðQðTÞÞa gnMðTÞ
n

n�1

where gn :¼ n�
n

n�1o
� 1

n�1
n denotes the optimal isoperimetric constant. Equality holds if

and only if QðTÞ is a flat n-dimensional disk ½½D�� in Rnþk.

4. A version of Fuglede’s Theorem in higher codimension

We start with some notation. Coordinates z a Rnþk are written as z ¼ ðx; yÞ.
Here nb 2 and kb 0. The case k ¼ 0 corresponds to the classical case treated
by Fuglede. For this reason we restrict ourselves to the case kb 1. Throughout
this section we consider an ðn� 1Þ-dimensional surface GHRnþk which can be
parametrized globally by a map X : Sn�1 ! Rnþk from the sphere Sn�1 into Rnþk

as follows:

X ðxÞ :¼ ð1þ uðxÞÞðx; 0Þ þ ð0; vðxÞÞ x a Sn�1:ð4:1Þ

Here u : Sn�1 ! R is a scalar valued function and v : Sn�1 ! Rk is a vector
valued function. We call such a surface G a spherical graph over Sn�1; actually
such a surface is a global section in the normal bundle over Sn�1. For spherical
graphs we have

Theorem 4.1 (Fuglede’s theorem for spherical graphs in higher codimension).
There exist eo a ð0; 1� and C1 > Co > 0 depending only on n such that there holds:
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Whenever G is a spherical C1-graph over Sn�1 in Rnþk such that the defining func-
tions u : Sn�1 ! R and v : Sn�1 ! Rk satisfy

kukC 1ðS n�1Þ þ kvkC 1ðS n�1;RkÞ a eo;ð4:2Þ

and such that the area of a mass minimizing current Q spanned by G is equal to the
area of a flat n-dimensional disk of radius 1, that is

mð½½G��ÞC inffMðQÞ : Q aRnðRnþkÞ; qQ ¼ ½½G��g ¼ on;ð4:3Þ

whose barycenter and mixed second order moments are zero, that is

barðGÞ :¼
Z
G

z dHn�1 ¼ 0;ð4:4Þ

and Z
G

xiya dH
n�1 ¼ 0ð4:5Þ

for every choice of i ¼ 1; . . . ; n and a ¼ 1; . . . ; k, then the following quantitative
isoperimetric inequality holds:

Hn�1ðGÞ � non

non

bC1½kuk2W 1; 2 þ kvk2W 1; 2 �bCod
2ð½½G��Þ:

Proof. The proof will be divided into several steps.
Step 1. Lower bound for the isoperimetric gap. We first compute the area ele-

ment of the surface G with the help of the parametrization X from (4.1). For this
we evaluate the ðn� 1Þ-Jacobian JX of X from the matrix representation of ‘tX
with respect to an orthonormal basis t1; . . . ; tn�1 in the tangent space to Sn�1 and
the associated orthonormal basis ðt1; 0Þ; . . . ; ðtn�1; 0Þ; ðx; 0Þ, ð0; e1Þ; . . . ; ð0; ekÞ in
Rnþk. In this representation we have

DX ¼

ð1þ uÞ 0 . . . 0

0 ð1þ uÞ ..
.

..

. . .
.

0 . . . ð1þ uÞ
‘t1u ‘t2u . . . ‘tn�1

u

‘t1v1 ‘t2v1 . . . ‘tn�1
v1

..

. . .
. ..

.

‘t1vk ‘t2vk . . . ‘tn�1
vk

0
BBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCA

and the Jacobian can easily be computed as follows
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½JX �2 ¼ ð1þ uÞ2ðn�1Þ þ ð1þ uÞ2ðn�2Þðj‘tuj2 þ j‘tvj2Þ

þ
Xminfkþ1;n�1g

a¼2

ð1þ uÞ2ðn�1�aÞ
Mað‘tu;‘tvÞ2;

where Mað‘tu;‘tvÞ2 is the sum of the squares of the a� a minors of the matrix
ð‘tu;‘tvÞ. This leads us to

½JX �2 ¼ ð1þ uÞ2ðn�1Þ þ ð1þ uÞ2ðn�2Þðj‘tuj2 þ j‘tvj2Þ þ R1;

where assumption (4.2) ensures that the remainder R1 is pointwise bounded on
Sn�1 by

jR1ja cðnÞð1þ jujÞ2ðn�3Þðj‘tuj2 þ j‘tvj2Þ2 a cðnÞeoðj‘tuj2 þ j‘tvj2Þ:

From the last identity we obtain

½JX �2 ¼ 1þ 2ðn� 1Þuþ ðn� 1Þð2n� 3Þu2 þ j‘tuj2 þ j‘tvj2 þ R2;ð4:6Þ

where the remainder R2 satisfies

jR2ja cðnÞeoðjuj2 þ j‘tuj2 þ j‘tvj2Þ:ð4:7Þ

At this point we use the inequality
ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p
b 1þ 1

2 a� 1
8 a

2 � jaj3 which is valid
for jaja 1=2. We apply this inequality with the obvious choice

a ¼ 2ðn� 1Þuþ ðn� 1Þð2n� 3Þu2 þ j‘tuj2 þ j‘tvj2 þ R2:

Note that jaja 1=2 if we choose eo > 0 small enough. In this way we obtain

JX b 1þ ðn� 1Þuþ ðn� 1Þðn� 2Þ
2

u2 þ 1

2
ðj‘tuj2 þ j‘tvj2Þ þ R2;

with a possibly di¤erent remainder R2 which still satisfies (4.7). This allows us to
estimate

Hn�1ðGÞ � non ¼
Z
Sn�1

ðJX � 1Þ dHn�1ð4:8Þ

b ðn� 1Þ
Z
S n�1

u dHn�1 þ ðn� 1Þðn� 2Þ
2

Z
S n�1

u2 dHn�1

þ 1

2

Z
Sn�1

ðj‘tuj2 þ j‘tvj2Þ dHn�1

� cðnÞeo½kuk2W 1; 2 þ kvk2W 1; 2 �:
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Step 2. Consequences of the mass assumption (4.3). In the case thatZ
S n�1

u dHn�1
b 0

the estimate (4.8) will be su‰cient to complete the proof. However, in the nega-
tive case, which can be viewed as the more di‰cult case since the leading first
order term in (4.8) is negative, we shall need an improvement of (4.8). This im-
provement can be achieved by utilizing assumption (4.3), i.e. the fact that the
minimal mass mðGÞ spanned by G is equal to on. The precise argument is as fol-
lows. We consider the cone

CCCðx; %Þ :¼ %½ð1þ uðxÞÞðx; 0Þ þ ð0; vðxÞÞ� x a Sn�1; % a ð0; 1�

over G. Using the minimality of mðGÞ we see that

on ¼ mðGÞaHnðCÞ ¼
Z 1

0

Z
S n�1

JC dHn�1 d%;ð4:9Þ

where JC is the n-Jacobian of C. In order to utilize the properties of the right-
hand side we need to compute the area element of the cone C. For the partial
derivatives we have

‘tiCðx; %Þ ¼ %‘tiX ðxÞ ¼ %½ð1þ uðxÞÞðti; 0Þ þ ðx; 0Þ‘ti uðxÞ þ ð0;‘ti vðxÞÞ�

for i ¼ 1; . . . ; n� 1 and

‘%Cðx; %Þ ¼ ð1þ uðxÞÞðx; 0Þ þ ð0; vðxÞÞ:

The area element I :¼ ‘%Cb5n�1

i¼1
‘tiC can now be rewritten in the form

I ¼ %n�1 ð1þ uÞðx; 0Þb5
n�1

i¼1

‘tiX þ ð0; vÞb5
n�1

i¼1

‘tiX

" #
¼: %n�1ðI1 þ I2Þ:

For I1 we have

I1 :¼ ð1þ uÞðx; 0Þb5
n�1

i¼1

½ð1þ uÞðti; 0Þ þ ðx; 0Þ‘ti uþ ð0;‘ti vÞ�

¼ ð1þ uÞðx; 0Þb5
n�1

i¼1

½ð1þ uÞðti; 0Þ þ ð0;‘ti vÞ�

¼ ð1þ uÞnðx; 0Þbðt1; 0Þb� � �bðtn�1; 0Þ

þ ð1þ uÞn�1
Xn�1

i¼1

ðx; 0Þbðt1; 0Þb� � �bð0;‘ti vÞb� � �bðtn�1; 0Þ þ R31;
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where the remainder can be estimated as follows:

jR31ja cðnÞj‘tvj2:

For I2 we similarly compute

I2 :¼ ð0; vÞb5
n�1

i¼1

½ð1þ uÞðti; 0Þ þ ðx; 0Þ‘ti uþ ð0;‘ti vÞ�

¼ ð1þ uÞn�1ð0; vÞbðt1; 0Þb� � �bðtn�1; 0Þ þ R32;

where now the remainder R32 can be bounded by

jR32ja cðnÞjvjðj‘tuj þ j‘tvjÞa cðnÞðj‘tuj2 þ jvj2 þ j‘tvj2Þ:

Combining the preceding estimates we arrive at

½JC�2 ¼ %2ðn�1Þ½ð1þ uÞ2n þ ð1þ uÞ2ðn�1Þðjvj2 þ j‘tvj2Þ þ R3�

¼ %2ðn�1Þð1þ uÞ2n 1þ jvj2 þ j‘tvj2

ð1þ uÞ2
þ R3

" #
;

where R3 has changed in the last line. Nevertheless, with the help of (4.2) we find
that

jR3ja cðnÞeoðj‘tuj2 þ jvj2 þ j‘tvj2Þ:

Using (4.9), the expansion of JC from above and (4.2) we see that

on a

Z 1

0

Z
Sn�1

JC dHn�1 d%

¼ 1

n

Z
Sn�1

ð1þ uÞn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jvj2 þ j‘tvj2

ð1þ uÞ2
þ R3

s
dHn�1

¼ 1

n

Z
Sn�1

ð1þ uÞn dHn�1 þ II

aon þ
Z
S n�1

u dHn�1 þ n� 1

2

Z
S n�1

u2 dHn�1 þ cðnÞeokuk2L2 þ II

where we have abbreviated

II :¼ 1

n

Z
Sn�1

ð1þ uÞn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jvj2 þ j‘tvj2

ð1þ uÞ2
þ R3

s
� 1

" #
dHn�1:

To estimate II we use
ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p
a 1þ 1

2 a for ab�1 and obtain
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II a
1

2n

Z
Sn�1

ð1þ uÞn�2ðjvj2 þ j‘tvj2Þ dHn�1 þ cðnÞeo½kuk2W 1; 2 þ kvk2W 1; 2 �

a
1

2n

Z
Sn�1

ðjvj2 þ j‘tvj2Þ dHn�1 þ cðnÞeo½kuk2W 1; 2 þ kvk2W 1; 2 �:

Here we also used that ð1þ uÞn�2
a 1þ cðnÞeo by (4.2). Joining this with the pre-

ceding estimate we obtainZ
S n�1

u dHn�1
b� n� 1

2

Z
Sn�1

u2 dHn�1 � 1

2n

Z
Sn�1

ðjvj2 þ j‘tvj2Þ dHn�1ð4:10Þ

� cðnÞeo½kuk2W 1; 2 þ kvk2W 1; 2 �:

Plugging the last inequality into (4.8) we obtain the desired improvement of (4.8),
that is

Hn�1ðGÞ � non b
1

2

Z
Sn�1

j‘tuj2 dHn�1 � ðn� 1Þ
Z
Sn�1

u2 dHn�1

� �
ð4:11Þ

þ 1

2n

Z
Sn�1

j‘tvj2 dHn�1 � ðn� 1Þ
Z
Sn�1

jvj2 dHn�1

� �
� cðnÞeo½kuk2W 1; 2 þ kvk2W 1; 2 �:

Step 3. Consequences of the barycenter assumption (4.4). The next prerequisites
for the final proof are estimates which can be derived from the barycenter condi-
tion (4.4). Using the first n entries in (4.4) we infer with the help of the area for-
mula for i ¼ 1; . . . ; n that

0 ¼
Z
G

xi dH
n�1 ¼

Z
S n�1

ð1þ uÞxiJX dHn�1:

Using also the fact that

Z
Sn�1

xi dH
n�1 ¼ 0 for i ¼ 1; . . . ; n we compute

Z
Sn�1

uxi dH
n�1 ¼

Z
S n�1

uxið1� JXÞ dHn�1 þ
Z
Sn�1

ð1þ uÞxiJX dHn�1

þ
Z
Sn�1

xið1� JXÞ dHn�1

¼
Z
S n�1

uxið1� JXÞ dHn�1 þ
Z
Sn�1

xið1� JXÞ dHn�1

¼
Z
S n�1

uxi
1� ½JX �2

1þ JX
dHn�1 þ

Z
Sn�1

xi
1� ½JX �2

1þ JX
dHn�1:
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Using (4.6) in both integrals on the right-hand side we find thatZ
Sn�1

uxi dH
n�1 ¼

Z
Sn�1

R4 dH
n�1 � 2ðn� 1Þ

Z
S n�1

uxi

1þ JX
dHn�1;

where

jR4ja cðnÞðjuj2 þ j‘tuj2 þ j‘tvj2Þ:

Adding ðn� 1Þ
Z
Sn�1

uxi dH
n�1 on both sides of the preceding equality we obtain

n

Z
Sn�1

uxi dH
n�1 ¼ ðn� 1Þ

Z
S n�1

uxi 1� 2

1þ JX

� �
dHn�1 þ

Z
S n�1

R4 dH
n�1

¼ �ðn� 1Þ
Z
Sn�1

uxi
1� JX

1þ JX
dHn�1 þ

Z
Sn�1

R4 dH
n�1:

The first integral on the right-hand side can now be estimated with the help of
(4.6) by Z

Sn�1

uxi
1� JX

1þ JX
dHn�1

����
���� ¼

Z
Sn�1

uxi
1� ½JX �2

ð1þ JXÞ2
dHn�1

�����
�����

a cðnÞ½kuk2W 1; 2 þ kvk2W 1; 2 �:

Joining the preceding estimates we finally arrive atZ
Sn�1

uxi dH
n�1

����
����a cðnÞ½kuk2W 1; 2 þ kvk2W 1; 2 �:ð4:12Þ

For components ya with a ¼ 1; . . . ; k, i.e. those ones corresponding to the func-
tions va, we argue as before, in the case of the components xi. Using again the
area formula and the barycenter condition (4.4) for the ya-components we haveZ

Sn�1

v dHn�1 ¼
Z
S n�1

vJX dHn�1 þ
Z
Sn�1

vð1� JXÞ dHn�1

¼
Z
G

y dHn�1 þ
Z
Sn�1

vð1� JXÞ dHn�1

¼
Z
S n�1

vð1� JXÞ dHn�1 ¼
Z
Sn�1

v
1� ½JX �2

1þ JX
dHn�1:

Together with (4.6) this leads us toZ
Sn�1

v dHn�1

����
����a cðnÞ½kuk2W 1; 2 þ kvk2W 1; 2 �:ð4:13Þ
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Step 4. Consequences of assumption (4.5) on the mixed second order moments.
From (4.5) we get for i ¼ 1; . . . ; n and a ¼ 1; . . . ; k that

0 ¼
Z
G

xiya dH
n�1

¼
Z
Sn�1

ð1þ uÞxivaJX dHn�1

¼
Z
Sn�1

xiva dH
n�1 þ

Z
Sn�1

xivauJX � xiva
1� ½JX �2

1þ JX

" #
dHn�1:

From (4.2) and (4.6) we therefore conclude thatZ
Sn�1

xiv dH
n�1

����
����a cðnÞ½kuk2W 1; 2 þ kvk2W 1; 2 �ð4:14Þ

holds for i ¼ 1; . . . ; n.
Step 5. The final conclusion. We consider the expansion of u and v into the

corresponding Fourier series

u ¼
Xl
j¼0

Xmj

l¼1

aj;lYj;l and v ¼
Xl
j¼0

Xmj

l¼1

bj;lYj;l

where fYj;l : j a N0; l ¼ 1; . . . ;mjg stands for the orthonormal basis of spherical
harmonics in L2ðSn�1Þ, i.e. we have

�DSn�1Yj;l ¼ jð j þ n� 2ÞYj;l for j a N0; l ¼ 1; . . . ;mj:

Here, mj denotes the dimension of the eigenspace associated to the eigenvalue
jð j þ n� 2Þ. Note that m0 ¼ 0, m1 ¼ n and the precise value of mj is given for
jb 2 by

mj :¼
nþ j � 1

n� 1

	 

� nþ j � 3

n� 1

	 

:

Moreover, we have Z
Sn�1

Yj1;l1Yj2;l2 dH
n�1 ¼ dj1; j2dl1;l2 :

The coe‰cients of the Fourier expansions of u and v are obtained by

aj;l :¼
Z
Sn�1

uYj;l dH
n�1 a R and bj;l :¼

Z
S n�1

vYj;l dH
n�1 a Rk:
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In terms of the Fourier coe‰cients the L2-norms of u and v can be expressed as
follows

Z
Sn�1

u2 dHn�1 ¼
Xl
j¼0

Xmj

l¼1

a2j;l;

Z
Sn�1

jvj2 dHn�1 ¼
Xl
j¼0

Xmj

l¼1

jbj;lj2:

Further, the L2-norms of the gradients of u and v are given by

Z
Sn�1

j‘tuj2 dHn�1 ¼
Xl
j¼1

Xmj

l¼1

jð j þ n� 2Þa2j;l

and

Z
Sn�1

j‘tvj2 dHn�1 ¼
Xl
j¼1

Xmj

l¼1

jð j þ n� 2Þjbj;lj2:

We note that YoC 1=
ffiffiffiffiffiffiffiffi
non

p
and Y1;lðxÞ ¼ xl=

ffiffiffiffiffiffi
on

p
for l ¼ 1; . . . ; n so that the

zero order coe‰cients ao and bo are given by ao ¼ ð1= ffiffiffiffiffiffiffiffi
non

p Þ
Z
S n�1

u dHn�1, re-

spectively ðboÞa ¼ ð1= ffiffiffiffiffiffiffiffi
non

p Þ
Z
S n�1

va dH
n�1 for a ¼ 1; . . . ; k, and the first order

coe‰cients are given by a1;l ¼ ð1= ffiffiffiffiffiffi
on

p Þ
Z
S n�1

xlu dH
n�1, respectively ðb1;lÞa ¼

ð1= ffiffiffiffiffiffi
on

p Þ
Z
Sn�1

xlva dH
n�1 for l ¼ 1; . . . ; n and a ¼ 1; . . . ; k. These integrals have

been estimated before and we recall the bounds here. For convenience in notation
we abbreviate

IðmÞ :¼
Xl
j¼m

Xmj

l¼1

½ jð j þ n� 2Þ þ 1�ða2j;l þ jbj;lj2Þ for m a N0

and note that Ið0Þ ¼ kuk2W 1; 2 þ kvk2W 1; 2 . From (4.12) and (4.2) we infer the fol-
lowing bound for a1 :¼ ða1;1; . . . ; a1;nÞ:

ja1j2 ¼
Xn

l¼1

ða1;lÞ2 a c½kuk2W 1; 2 þ kvk2W 1; 2 �2ð4:15Þ

a ceo½kuk2W 1; 2 þ kvk2W 1; 2 � ¼ cðnÞeoIð0Þ:

Similarly, from (4.13) and (4.2) we obtain for bo a Rk that

jboj2 ¼
Xk
a¼1

ððboÞaÞ
2
a c½kuk2W 1; 2 þ kvk2W 1; 2 �2 a cðnÞeoIð0Þ:ð4:16Þ
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From (4.14) and (4.2) we obtain for b1 :¼ ðb1;1; . . . ; b1;nÞ that

jb1j2 ¼
Xn

l¼1

Xk

a¼1

ððb1;lÞaÞ
2
a c½kuk2W 1; 2 þ kvk2W 1; 2 �2 a cðnÞeoIð0Þ:ð4:17Þ

With respect to ao we recall that we have to distinguish between the cases that
either ao b 0 or that ao < 0. In the first case, i.e. when ao b 0 we start from

(4.8) omitting the positive term

Z
Sn�1

u2 dHn�1 on the right-hand side. Rewriting

the resulting inequality in terms of the Fourier-coe‰cients we obtain

Hn�1ðGÞ � non b ðn� 1Þ ffiffiffiffiffiffiffiffi
non

p
ao þ

1

2

Xl
j¼1

Xmj

l¼1

jð j þ n� 2Þða2j;l þ jbj;lj2Þ � ceoIð0Þ

b ðn� 1Þ ffiffiffiffiffiffiffiffi
non

p
ao þ

1

4
Ið1Þ � ceoIð0Þ

¼ ðn� 1Þ ffiffiffiffiffiffiffiffi
non

p
ao þ

�1
4
� ce

�
Ið0Þ � 1

4
ða2o þ jboj2Þ:

Here, we have used that jð j þ n� 2Þb 1
2 ½ jð j þ n� 2Þ þ 1� for jb 1 in the sec-

ond last line. Using the bound (4.16) for jboj2 we find that

Hn�1ðGÞ � non b ðn� 1Þ ffiffiffiffiffiffiffiffi
non

p
ao þ

�1
4
� ceo

�
Ið0Þ � 1

4
a2o ;

with a modified constant c still depending only on n. From (4.2) we deduce that
ao a

ffiffiffiffiffiffiffiffi
non

p
eo and hence

ffiffiffiffiffiffiffiffi
non

p
ao b a2o=eo. Therefore, choosing eo small enough we

have ðn� 1Þ ffiffiffiffiffiffiffiffi
non

p
ao b

1
4 a

2
o which yields that

Hn�1ðGÞ � non b

�1
4
� ceo

�
Ið0Þ:

Therefore, choosing eo su‰ciently small we get

Hn�1ðGÞ � non b
1

8
Ið0Þ ¼ 1

8
½kuk2W 1; 2 þ kvk2W 1; 2 �:ð4:18Þ

We now turn our attention to the case ao < 0. Here, we have the improvement
from (4.11) at hand, which can be rewritten in terms of the Fourier-coe‰cients as

Hn�1ðGÞ � non b
1

2
IIð0Þ � ceoIð0Þ;

where

IIðmÞ :¼
Xl
j¼m

Xmj

l¼1

½ jð j þ n� 2Þ � ðn� 1Þ�
�
a2j;l þ

1

n
jbj;lj2

�
for m a N0:
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The term IIð0Þ we rewrite as follows

IIð0Þ ¼ �ðn� 1Þ
�
a2o þ

1

n
jboj2

�
þ IIð2Þ:

Since jð j þ n� 2Þ � ðn� 1Þb 1
2 ½ jð j þ n� 2Þ þ 1� for jb 2 we have IIð2Þb

1
2n Ið2Þ and therefore

IIð0Þb�ðn� 1Þ
�
a2o þ

1

n
jboj2

�
þ 1

2n
Ið2Þ

¼ �ðn� 1Þ
�
a2o þ

1

n
jboj2

�
þ 1

2n
Ið0Þ � 1

2n
ða2o þ jboj2Þ �

1

2
ðja1j2 þ jb1j2Þ

b
1

2n
Ið0Þ � nða2o þ jboj2Þ �

1

2
ðja1j2 þ jb1j2Þ:

Inserting this above we have

Hn�1ðGÞ � non b

� 1

4n
� ceo

�
Ið0Þ � n

2
ða2o þ jboj2Þ �

1

4
ðja1j2 þ jb1j2Þ;

Since ao < 0 we infer from (4.10) and (4.2) the following estimate for ao:

a2o a c½kuk2W 1; 2 þ kvk2W 1; 2 �2 a ceo½kuk2W 1; 2 þ kvk2W 1; 2 �a ceoIð0Þ:

Using also the inequalities (4.15), (4.16) and (4.17) we obtain from the second last
inequality

Hn�1ðGÞ � non b

� 1

4n
� ceo

�
Ið0Þb 1

8n
Ið0Þ ¼ 1

8n
½kuk2W 1; 2 þ kvk2W 1; 2 �;ð4:19Þ

provided eo > 0 is chosen small enough in dependence of n. This finishes the
proof in the case ao < 0. In any case we have the bound from below for the quan-
tityHn�1ðGÞ � non in terms of the W 1;2-norms of u and v with the constant 1

8n .
At this stage it remains to derive a bound from above for the asymmetry index

in terms of the L2 norms of u and v. For this we use the homotopy formula.
We connect Sn�1 and G by the a‰ne homotopy hðt; xÞ :¼ tXðxÞ þ ð1� tÞðx; 0Þ,
t a ½0; 1�, x a Sn�1. Then hð1;Sn�1Þ ¼ G and hð0;Sn�1Þ ¼ Sn�1. The area of the
a‰ne connection can be computed by the area formula. To be precise we have
(with~eeðxÞ ¼ t1b� � �btn�1 denoting the orienting vector field of Sn�1)

dð½½G��Þamð½½G�� � q½½D1��Þ
aMðhað½½0; 1�� � Sn�1Þ

¼
Z 1

0

Z
S n�1

jðX � ðx; 0ÞÞb5
n�1

Dthðt; xÞ~eeðxÞj dHn�1 dt
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a sup
t A ½0;1�

Z
Sn�1

jX � ðx; 0Þj
Yn�1

i¼1

½t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þuÞ2 þ j‘ti uj

2 þ j‘ti vj
2

q
þ ð1�tÞ� dHn�1

a 2n�1

Z
Sn�1

jX � ðx; 0Þj dHn�1 ¼ 2n�1

Z
Sn�1

jðxu; 0Þ þ ð0; vÞj dHn�1

¼ 2n�1

Z
S n�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
juj2 þ jvj2

q
dHn�1;

where in the second last line we used (4.2). With the help of Hölder’s inequality
and (4.18) if ao b 0, respectively (4.19) if ao < 0 we further estimate

dð½½G��Þa 2n�1 ffiffiffiffiffiffiffiffi
non

p �Z
Sn�1

juj2 þ jvj2 dHn�1
�1

2

a 2n�1 ffiffiffiffiffiffiffiffi
non

p ½kuk2W 1; 2 þ kvk2W 1; 2 �
1
2

a 2nn
ffiffiffiffiffiffiffiffi
2on

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hn�1ðGÞ � non

q
:

This proves the quantitative isoperimetric inequality for spherical graphs in
higher codimension with a constant Co ¼ ½22nþ1n3o2

n �
�1. r

The next Lemma provides the possibility to tilt (rotate) ðn� 1Þ-currents with
second order moments close to those ones of the flat ðn� 1Þ-dimensional unit
sphere in such a way that the mixed second order moments of the tilted current
vanish. Later on this will enable us to guarantee that certain penalized currents
arising from a sequence of currents contradicting the quantitative isoperimetric
inequality can be adjusted in such a way that the mixed second order moments
vanish. This adjustment will be important for the application of the higher codi-
mension version of Fuglede’s theorem, i.e. Theorem 4.1.

Lemma 4.2. There exists a constant eo ¼ eoðn; kÞ a ð0; 1� such that there holds:
Whenever T aRn�1ðRnþkÞ has compact support and second order moments defined
by

M :¼ o�1
n

Z
zn z dkTk a RðnþkÞ�ðnþkÞ

satisfying

kM � Inka e for some e a ð0; eo�;ð4:20Þ

where In : R
nþk ! Rnþk is defined by Inðx; yÞ :¼ ðx; 0Þ, there exists R a SOðnþ kÞ

with

kR� Ika cðn; kÞe
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such that for the second order moments of RaT, defined by

MRaT :¼ o�1
n

Z
zn z dkRaTk

holds

kMRaT � Inka 2e

and

ðMRaTÞi;nþaCo�1
n

Z
xiya dkRaTk ¼ 0

for i ¼ 1; . . . ; n and a ¼ 1; . . . ; k.

Proof. We note that

InCo�1
n

Z
S n�1�f0g

zn z dHn�1ðzÞ:

Therefore, the smallness assumption (4.20) ensures that the second order mo-
ments of T are close to the second order moments of Sn�1 � f0gHRnþk. In par-
ticular, the mixed second order moments of T are small. The idea is to consider
the map F : SOðnþ kÞ ! RðnþkÞ�ðnþkÞ defined by

FðRÞ :¼ o�1
n

Z
zn z dkRaTk ¼ o�1

n

Z
RznRz dkTk:

Evaluating F at the identity we find that FðIÞ ¼ M. Next we compute the di¤er-
ential of F at the identity. For a skew-symmetric matrix S a soðnþ kÞ we con-
sider its exponential expðtSÞ a SOðnþ kÞ and compute

3DFðIÞ;S4 ¼ d

dt

����
t¼0

FðexpðtSÞÞ

¼ d

dt

����
t¼0

Z
expðtSÞzn expðtSÞz dkTk

¼ o�1
n

Z
½Szn zþ znSz� dkTk:

Now, we fix a matrix A a LðRk;RnÞ, which is at our disposal, and define a skew-
symmetric matrix S a soðnþ kÞ by

S :¼ 0 A

�At 0

	 

ð4:21Þ
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and compute Sz ¼ ðAy;�AtxÞ. For the following computations we denote by
ei, i ¼ 1; . . . ; n the standard basis in Rn and by ea, a ¼ 1; . . . ; k the standard basis
in Rk. The standard basis in Rnþk we denote by t1; . . . ; tnþk and note that
ti ¼ ðei; 0Þ for i ¼ 1; . . . ; n and tnþa ¼ ð0; eaÞ for a ¼ 1; . . . ; k. Then, for i ¼
1; . . . ; n and a ¼ 1; . . . ; k we have ðSzn zÞi;nþa ¼ yaðti � SzÞ ¼ yaðei � AyÞ and
ðznSzÞi;nþa ¼ xiðtnþa � SzÞ ¼ �xiðea � AtxÞ and hence

3DFi;nþaðIÞ;S4 ¼ o�1
n

Z
½yaðei � AyÞ � xiðea � AtxÞ� dkTk:

Next, we compute

ei � Ay ¼
Xk
b¼1

ybðei � AebÞ and ea � Atx ¼
Xn

l¼1

xlðel � AeaÞ:

Recalling the definition of the second order moments and writing Mi; j :¼ ti �Mtj
for i; j ¼ 1; . . . ; nþ k we therefore have

3DFi;nþaðIÞ;S4 ¼
Xk

b¼1

ðei � AebÞMnþa;nþb �
Xn

l¼1

ðel � AeaÞMi;l:

We now choose A according to

ei � Aea ¼ Mi;nþa for i ¼ 1; . . . ; n and a ¼ 1; . . . ; kð4:22Þ

and find that

3DFi;nþaðIÞ;S4 ¼
Xk

b¼1

Mi;nþbMnþa;nþb �
Xn

l¼1

Ml;nþaMi;l

¼ �Mi; iMi;nþa þ
Xk

b¼1

Mi;nþbMnþa;nþb �
Xn

lAi;l¼1

Ml;nþaMi;l:

Therefore, by Taylor’s formula and the fact that FðIÞ ¼ M we obtain for the
mixed moments of RaT with R ¼ expðSÞ, i.e. for the components with i ¼
1; . . . ; n and nþ a with a ¼ 1; . . . ; k, that there holds

jFi;nþaðexpðSÞÞjð4:23Þ
a jFi;nþaðIÞ þ 3DFi;nþaðIÞ;S4j

þ 1

2
sup

t A ½0;1�
jD2Fi;nþaðexpðtSÞÞðexpðtSÞS; expðtSÞSÞ

þ 3DFi;nþaðexpðtSÞÞ; expðtSÞS24j
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a jFi;nþaðIÞ þ 3DFi;nþaðIÞ;S4j þ
1

2
sup

O ASOðnþkÞ
kD2Fi;nþaðOÞk kSk2

þ 1

2
sup

O ASOðnþkÞ
kDFi;nþaðOÞk kSk2

a ð1�Mi; iÞMi;nþa þ
Xk

b¼1

Mi;nþbMnþa;nþb �
Xn

lAi;l¼1

Ml;nþaMi;l

�����
�����

þ cðn; kÞ
Xn

l¼1

Xk
b¼1

M 2
l;nþb:

Here, we used the fact that there exists a constant cðn; kÞ < l such that if

kM � Inka 1ð4:24Þ

then

kDFk þ kD2Fka 4o�1
n

Z
jzj2 dkTka cðn; kÞ;

and thanks to (4.20), condition (4.24) is trivially satisfied. Similarly, we compute
for i; j ¼ 1; . . . ; n that

3DFi; jðIÞ;S4 ¼ 2
Xk
b¼1

Mi;nþbMj;nþb

which, in view of (4.24), leads us to

jFi; jðexpðSÞÞ � di; jjð4:25Þ
a jFi; jðIÞ � di; j þ 3DFi; jðIÞ;S4j þ cðn; kÞkSk2

a Mi; j � di; j þ 2
Xk
b¼1

Mi;nþbMj;nþb

�����
�����þ cðn; kÞ

Xn

l¼1

Xk
b¼1

M 2
l;nþb

a jMi; j � di; jj þ cðn; kÞ
Xn

l¼1

Xk
b¼1

M 2
l;nþb:

Furthermore, for a; b ¼ 1; . . . ; k we find that

3DFnþa;nþbðIÞ;S4 ¼ �2
Xn

l¼1

Ml;nþaMl;nþb
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and hence, still using the fact that (4.24) holds,

jFnþa;nþbðexpðSÞÞjð4:26Þ
a jFnþa;nþbðIÞ þ 3DFnþa;nþbðIÞ;S4j þ cðn; kÞkSk2

a Mnþa;nþb � 2
Xn

l¼1

Ml;nþaMl;nþb

�����
�����þ cðn; kÞ

Xn

l¼1

Xk
b¼1

M 2
l;nþb

a jMnþa;nþbj þ cðn; kÞ
Xn

l¼1

Xk
b¼1

M 2
l;nþb:

Finally, we also have

kexpðSÞ � Ik2 a cðn; kÞkSk2 a cðn; kÞ
Xn

l¼1

Xk
b¼1

M 2
l;nþb:ð4:27Þ

Here, we used the definitions of S and A from (4.21) and (4.22) and the fact that
by (4.20) the mixed second order moments satisfy (4.24), and therefore we have
kSka cðn; kÞ.

Now, we want to iterate this procedure. We set M ð0Þ :¼ M and Rð0Þ :¼ I and
define iteratively for h a N0

S ðhþ1Þ :¼ 0 Aðhþ1Þ

�ðAðhþ1ÞÞ t 0

	 

where ei � Aðhþ1Þea :¼ M

ðhÞ
i;nþa

and

M ðhþ1Þ :¼ FðRðhþ1ÞÞ where Rðhþ1Þ :¼ expðS ðhþ1ÞÞRðhÞ:

Moreover, for h a N0 we define

aðhÞ :¼
�Xn

i¼1

Xk

a¼1

jM ðhÞ
i;nþaj

2
�1

2

and

bðhÞ :¼
�Xn

i¼1

Xn

j¼1

jM ðhÞ
i; j � di; jj2 þ

Xk
a¼1

Xk
b¼1

jM ðhÞ
nþa;nþbj

2
�1

2

:

Then, from (4.20) we know that

að0Þ a e and bð0Þ a e:ð4:28Þ
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Moreover, from the preceding computations, i.e. from (4.23), (4.25), (4.26) and
(4.27) we infer that for h a N0, provided (4.24) holds true for M ðhÞ, then

aðhþ1Þ
a ~ccaðhÞðaðhÞ þ bðhÞÞ; bðhþ1Þ

a bðhÞ þ ~ccðaðhÞÞ2ð4:29Þ

and

kexpðS ðhÞÞ � Ika ~ccaðhÞð4:30Þ

for some constant ~cc ¼ ~ccðn; kÞb 1. In the following we assume that 3~ccea 1
2 . We

will prove by induction that

aðhÞ a ð3~ccÞhehþ1 and bðhÞ a e
Xh

l¼0

ð3~cceÞlð4:31Þ

holds for any h a N0. For h ¼ 0 the assertion (4.31) is obviously satisfied by
(4.28). Now, assume that (4.31) holds for some hb 0. From (4.29), (4.31) and
the fact that 3~ccea 1

2 we find that

aðhþ1Þ
a ~ccaðhÞðaðhÞ þ bðhÞÞa ~ccð3~ccÞhehþ1 ð3~ccÞhehþ1 þ e

Xh

l¼0

ð3~cceÞl
" #

¼ ð3~ccÞhþ1ehþ2 1

3
ð3~cceÞh þ 1

3

Xh

l¼0

ð3~cceÞl
" #

a ð3~ccÞhþ1ehþ2:

Further, from (4.29), (4.31) and the fact that 3~ccea 1
2 we infer

bðhþ1Þ
a bðhÞ þ ~ccðaðhÞÞ2 a e

Xh

l¼0

ð3~cceÞl þ ~ccð3~ccÞ2he2hþ2
a e

Xhþ1

l¼0

ð3~cceÞl:

The last two inequalities establish the assertion (4.31). We note that bðhÞ a 2e and
aðhÞ a e. Then kM ðhÞ � Inka 3ea 1 and therefore the condition (4.24) is fulfilled
for any h a N0.

Next, we prove that RðhÞ is a Cauchy sequence. This follows from (4.30),
(4.31) and 3~ccea 1

2 since

kRðhþlÞ � RðhÞka
Xl�1

i¼0

kRðhþiþ1Þ � RðhþiÞka
Xl�1

i¼0

kexpðS ðhþiþ1ÞÞ � Ik kRðhþiÞk

a ~cc
Xl�1

i¼0

aðhþiþ1Þ
a e~ccð3~cceÞhþ1

Xl�1

i¼0

ð3~cceÞ i a e~ccð3~cceÞh a 2�h~cce:

Therefore, there exists Rl a SOðnþ kÞ such that RðhÞ ! Rl as h ! l and from
the preceding inequality with h ¼ 0 and l ! l we obtain

kRl � Ika ~cce:
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Next, we observe that aðhÞ ! 0 as h ! l. But this means thatZ
xiya dkðRlÞaTk ¼ 0

for any i ¼ 1; . . . ; n and a ¼ 1; . . . ; k. We remark that by (4.31) we also have

kMl � Inka 2e; where Ml :¼ o�1
n

Z
zn z dkðRlÞaTk:

This completes the proof of the lemma. r

5. A penalization procedure

We start this section with the definition of an auxiliary functional which will
play a crucial role in the final proof of the quantitative isoperimetric inequality.
For given constants C1; db 0 and Lb 1 we define the variational functional
F :Rn�1ðRnþkÞ ! ½0;lÞ by

F ðTÞ :¼ MðTÞ þ C1jd1ðTÞ � dj þLjmðTÞ � onj:

The presence of the two penalization terms forces a minimizer on one hand to
have an asymmetry index close to d (and since d will be small in the application,
close to zero), and on the other hand to make mðTÞ close to on. Heuristically,
this means that minimizers will be close to a flat n-dimensional disk. However, a
subtle interplay between the area term and the two penalization terms will take
place. The following lemma ensures the existence of F -minimizers.

Lemma 5.1. Let Rb 1. Then, there exists a minimizer S aRn�1ðRnþkÞ of the
variational problem

minfF ðTÞ : T aRn�1ðRnþkÞ with qT ¼ 0 and sptT HBRg:ð5:1Þ

Proof. We use the direct method of the calculus of variations. Let fSjglj¼1 be a
minimizing sequence, i.e. Sj aRn�1ðRnþkÞ with qSj ¼ 0 and sptSj HBR and

lim
j!l

F ðSjÞ ¼ inffF ðTÞ : T aRn�1ðRnþkÞ; qT ¼ 0; sptT HBRg:

From the definition of F we infer that

sup
jb1

½MðSjÞ þmðSjÞ�aC < l:

For each Sj we choose a mass minimizer QðSjÞ with boundary qQðSjÞ ¼ Sj and
sptQðSjÞHBR. Since MðQðSjÞÞ ¼ mðSjÞ we have

sup
jb1

½MðSjÞ þMðQðSjÞÞ�aC < l:
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In this situation the compactness Theorem 3.2 ensures the existence of a current
~QQ aRnðRnþkÞ and a (not relabeled) subsequence such that QðSjÞ ! ~QQ with
respect to the Floc-topology. By Theorem 3.1 we also have QðSjÞ * ~QQ with re-
spect to weak convergence in RnðRnþkÞ. This implies Sj * ~SS :¼ q ~QQ weakly in
Rn�1ðRnþkÞ and moreover spt ~SSHBR. Now, the compactness theorem for mass

minimizing currents [21, Theorem 34.5] ensures that ~QQ is mass minimizing with
respect to its boundary ~SS, i.e. we know that ~QQ ¼ Qð ~SSÞ. Moreover, from [21, The-
orem 34.5] we also conclude that

lim
j!l

MðQðSjÞÞ ¼ MðQð ~SSÞÞ:ð5:2Þ

Finally, we note that sptQð ~SSÞHBR by the convex hull property, since spt ~SS is
contained in BR. At this point it remains to prove that there holds

F ð ~SSÞa lim
j!l

F ðSjÞ:ð5:3Þ

We first note that the lower semi continuity of the mass with respect to weak con-
vergence of currents implies

Mð ~SSÞa lim inf
j!l

MðSjÞ:ð5:4Þ

Next, we let ½½D�� be a flat n-dimensional disk with radius 1 realizing d1ð ~SSÞ up to
an error e > 0, that is we choose ½½D�� such that there holds mð ~SS � q½½D��Þ <
d1ð ~SSÞ þ e. Since Sj * ~SS with respect to the Floc-topology and since both currents
are supported in BR we conclude from Lemma 3.3 that mðSj � ~SSÞa e for jg 1.
We therefore find that

d1ðSjÞamðSj � q½½D��ÞamðSj � ~SSÞ þmð ~SS � q½½D��Þa d1ð ~SSÞ þ 2e:

Similarly, we can also obtain a reverse type estimate. For j a N we denote by
½½Dj�� flat n-dimensional disks of radius 1 realizing up to an error e > 0 the quanti-
ties d1ðSjÞ, that is mðSj � q½½Dj ��Þ < d1ðSjÞ þ e. We therefore find that

d1ð ~SSÞamð ~SS � q½½Dj��Þamð ~SS � SjÞ þmðSj � q½½Dj��Þa d1ðSjÞ þ 2e:

Combining the two preceding inequalities yields

lim
j!l

d1ðSjÞ ¼ d1ð ~SSÞ:ð5:5Þ

Joining (5.2), (5.4) and (5.5) and recalling the definition of the functional F yields
the claim (5.3) and therefore finishes the proof of the lemma. r

Next, let us recall the notions of l-minimizing and almost minimizing cur-
rents.
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Definition 5.2. For l > 0 we say that S aRn�1ðRnþkÞ is l-minimizing in
Rnþk if for any P aRnðRnþkÞ there holds

MðSÞaMðS þ qPÞ þ lMðPÞ:

For a given radius %o > 0 and a given modulus o : ð0; %o� ! ½0;lÞ one says that
a current S aRn�1ðRnþkÞ is ðM;oÞ-minimizing in Rnþk if

MðSÞaMðS þ X Þ þ oð%ÞMðS
O
K þ XÞ

holds for any X aRn�1ðRnþkÞ with qX ¼ 0 and support contained in a compact
set K which is contained in an open ball of radius %a %o.

In the next lemma we establish that minimizers of the variational problem
(5.1) are l-minimizing and almost minimizing.

Lemma 5.3. Let C1; db 0, Lb 1 and Rb 1. Suppose that S aRn�1ðRnþkÞ is a
minimizer of the problem (5.1). Then, S is l-minimizing in Rnþk with l :¼ C1 þL.
Moreover, S is ðM;oÞ-minimizing in Rnþk with oð%Þ :¼ 4l% and %o :¼ 1=ð2lÞ.

Proof. By p : Rnþk ! BR we denote the spherical projection of Rnþk onto BR.
Now, let P aRnðRnþkÞ. Since sptðS þ qpaPÞHBR and qðS þ qpaPÞ ¼ 0 we have
that S þ qpaP is an admissible comparison current for the minimizer S. There-
fore, by the minimality of S we have

MðSÞ þ C1jd1ðSÞ � dj þLjmðSÞ � onj
aMðS þ paqPÞ þ C1jd1ðS þ paqPÞ � dj þLjmðS þ paqPÞ � onj:

Since paS ¼ S (note that sptSHBR) we have

MðS þ paqPÞ ¼ MðpaðS þ qPÞÞaMðS þ qPÞ;

and the last two inequalities therefore imply

MðSÞaMðS þ qPÞ þ C1jd1ðS þ paqPÞ � d1ðSÞjð5:6Þ
þLjmðS þ paqPÞ �mðSÞj:

In the following we shall bound the last two terms by a constant times MðPÞ. In
order to proceed in this direction we choose a mass minimizer QðSÞ subject
to the boundary S, and moreover a mass minimizer QðS þ paqPÞ with respect
to the boundary S þ paqP; this means that mðS þ paqPÞ ¼ MðQðS þ paqPÞÞ
and mðSÞ ¼ MðQðSÞÞ. Moreover, both currents have support in BR since sptS
and sptðS þ paqPÞ are contained in BR. Using the fact that qðpaPÞ ¼ paðqPÞ we
find

qðQðSÞ þ paPÞ ¼ S þ qðpaPÞ ¼ S þ paqP;
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and together with MðpaPÞaMðPÞ and the minimizing property of QðS þ paqPÞ
we obtain

mðS þ paqPÞaMðQðSÞ þ paPÞamðSÞ þMðPÞ:

On the other hand, we also have

qðQðS þ paqPÞ � paPÞ ¼ S þ paqP� qðpaPÞ ¼ S:

This allows us to utilize the minimality of QðSÞ to deduce

mðSÞaMðQðS þ paqPÞ � paPÞ
aMðQðS þ paqPÞÞ þMðpaPÞamðS þ paqPÞ þMðPÞ:

Together, we have shown that

jmðS þ paqPÞ �mðSÞjaMðPÞ:ð5:7Þ

In order to estimate the second term on the right hand side of (5.6) we first recall
that qðpaPÞ ¼ paqP which allows us to compute

mðpaqPÞ ¼ mðqðpaPÞÞaMðpaPÞaMðPÞ:

Denoting by ½½D�� a flat n-dimensional unit disk in Rnþk realizing d1ðSÞ up to an
error of e > 0, that is mðS � q½½D��Þ < d1ðSÞ þ e we find that

d1ðS þ paqPÞamðS þ paqP� q½½D��Þ
amðpaqPÞ þmðS � q½½D��Þ
aMðPÞ þ d1ðSÞ þ e:

Similarly, denoting now with ½½D�� a flat n-dimensional unit disk in Rnþk which
realizes d1ðS þ paqPÞ up to an error of e > 0, that is mðS þ paqP� q½½D��Þ <
d1ðS þ paqPÞ þ e we obtain

d1ðSÞamðS � q½½D��ÞamðpaqPÞ þmðS þ paqP� q½½D��Þ
aMðPÞ þ d1ðS þ paqPÞ þ e:

Joining the last two estimates and letting e # 0 we infer that

jd1ðS þ paqPÞ � d1ðSÞjaMðPÞ:ð5:8Þ

Inserting (5.7) and (5.8) into (5.6) we arrive at

MðSÞaMðS þ qPÞ þ ðC1 þLÞMðPÞ;

i.e. S is a l-minimizing current in Rnþk in the sense of Definition 5.2 with l ¼
C1 þL, and this proves the first assertion of the Lemma.
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The second assertion, i.e. the ðM;oÞ minimality is now an easy consequence
of the l-minimality. For this it is su‰cient to consider the case when xo a Rnþk

and % a ð0; 1=ð2lÞ� are such that B%ðxoÞBBRA j, since in the case B%ðxoÞBBR

¼ j the almost minimality holds trivially, because MðS
O
KÞ ¼ 0. Note that K is

a compact subset of B%ðxoÞ and the support of X is contained in K . Now, let
X aRn�1ðRnþkÞ with qX ¼ 0 and sptX HKHB%ðxoÞ and choose P :¼ xo �� X .
Then, sptPHB%ðxoÞ and qP ¼ X . From the l-minimality and MðPÞa %

n
MðXÞ

we obtain

MðSÞaMðS þ XÞ þ l%MðX Þ
aMðS þ XÞ þ l%ðMðS

O
K þ XÞ þMðS

O
KÞÞ:

Since ðS þ XÞ
O
ðRnþknKÞ ¼ S

O
ðRnþknKÞ the preceding estimate is equivalent to

MðS
O
KÞaMðS

O
K þ X Þ þ l%ðMðS

O
K þ X Þ þMðS

O
KÞÞ:

This inequality can be rewritten as (note that %a %o ¼ 1=ð2lÞ)

MðS
O
KÞa 1þ l%

1� l%
MðS

O
K þ XÞa ð1þ 4l%ÞMðS

O
K þ X Þ:

Adding MðS
O
ðRnþknKÞÞ to both sides of the previous inequality then yields the

second assertion of the lemma. r

From [9, Lemma 2.2, Remark 2.4] we have the following

Lemma 5.4. Suppose that S aRn�1ðRnþkÞ with qS ¼ 0 is a l-minimizing current.
Then, the following assertions hold:

(i) If xo a sptS, then ð0; 1Þ C % 7! %�ðn�1Þel%MðS
O
B%ðxoÞÞ is nondecreasing.

(ii) If xo a sptS, then the ðn� 1Þ-dimensional density satisfies Yn�1ðkSk; xoÞb 1
and moreover there holds

on�1e
�l

a
MðS

O
B%ðxoÞÞ

%n�1
a elMðSÞ for any % a ð0; 1Þ:

(iii) The density function x 7! Yn�1ðkSk; xÞ is upper semicontinuous on sptS, i.e.

lim sup
j!l

Yn�1ðkSk; xjÞaYn�1ðkSk; xÞ

whenever xj ! x.

The following lemma is a modification of [21, Theorem 34.5] for l-minimizers.
We state the result in a more general form for l-minimizing currents Sj with pos-
sibly non-vanishing boundary qSj. However, in the application we will have
qSj ¼ 0. The proof follows almost verbatim along the lines of the one in [21, The-
orem 34.5] and therefore we skip it.
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Lemma 5.5. Let lb 0 and suppose that Sj aRn�1ðRnþkÞ is a sequence of
l-minimizing currents in Rnþk. If Sj ! S holds locally with respect to the Floc-
topology and supj ANðMðSjÞ þMðqSjÞÞ <l, then S aRn�1ðRnþkÞ is l-minimizing
in Rnþk. Moreover, we have kSjk ! kSk in the sense of Radon measures.

Lemma 5.6. Suppose that in addition to the assumptions from Lemma 5.5 the cur-
rents Sj are closed, i.e. that qSj ¼ 0 holds true. Then, sptSj ! sptS in the Kura-
towski convergence, that is

(i) if xj a sptSj for any j a N, then any limit point x belongs to sptS.
(ii) for every x a sptS there exists a sequence fxjgj AN with xj a sptSj for any

j a N converging to x.

Proof. For the proof of assertion (i) we consider a sequence xj a sptSj and a
limit point x. Assume that x B sptS, then there exists % > 0 such that B%ðxÞB
sptS ¼ j and hence MðS

O
B%ðxÞÞ ¼ 0. Further, there exists a subsequence of xj,

still denoted by xj such that xj ! x. Then, by Lemma 5.4 (ii) we have

on�1ð%=2Þn�1
e�l

aMðSj OB%=2ðxjÞÞaMðSj OB%ðxÞÞ;ð5:9Þ

provided j is large enough to ensure that B%=2ðxjÞHB%ðxÞ. On the other hand, we
know from Lemma 5.5 that

lim sup
j!l

MðSj OB%ðxÞÞaMðS
O
B%ðxÞÞ ¼ 0

which contradicts (5.9). Therefore, it must hold that x a sptS.
In order to prove assertion (ii) we suppose that there exists x a sptS and % > 0

such that f j a N : B%ðxÞB sptSj ¼ jg is not finite. Together with Lemma 5.4 (ii)
and the lower semi continuity of the mass this yields a contradiction, since

on�1%
n�1e�l

aMðS
O
B%ðxÞÞa lim inf

j!l
MðSj OB%ðxÞÞ ¼ 0:

Hence, for any x a sptS and any % > 0 the set f j a N : B%ðxÞB sptSj ¼ jg is fi-
nite. But this means that there exists a sequence xj a sptSj such that xj ! x. r

Remark 5.7. A similar reasoning shows that the set f j a N : HB sptSj A jg is
finite for every compact set HHRnþknsptS. r

Lemma 5.8. Let Lb n and R > 1. Then any minimizer of the functional

F ðTÞ :¼ MðTÞ þLjmðTÞ � onj

in the class fT aRn�1ðRnþkÞ : qT ¼ 0; sptT HBRg is the boundary of a flat
n-dimensional unit disk with support in BR.

Proof. From Lemma 5.1 applied with C1 ¼ 0 we infer the existence of a mini-
mizer S aRn�1ðRnþkÞ of F with support in BR. In the following we prove that S
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is the boundary of flat n-dimensional unit disk ½½D1��. By the minimality of S we
have F ðSÞaF ðq½½D1��Þ for any flat n-dimensional unit disk ½½D1�� with support in
BR, i.e.

MðSÞ þLjmðSÞ � onjaMðq½½D1��Þ ¼ non:ð5:10Þ

Suppose that mðSÞ > on, then we have MðQðSÞÞ ¼ mðSÞ > on for any mass min-
imizer QðSÞ subject to the boundary condition qQðSÞ ¼ S. Therefore, the isoperi-
metric inequality from Theorem 3.4 yields that

MðSÞb no
1
n
nMðQðSÞÞ

n�1
n > non

contradicting (5.10). Therefore, it cannot happen that mðSÞ > on. Next, we as-
sume that mðSÞ < on. Then, there exists 0 < r < 1 such that Mð½½Dr��Þ ¼ mðSÞ.
Since mðSÞ ¼ Mð½½Dr��Þ ¼ onr

n inequality (5.10) can be rewritten as

MðSÞ þLð1� rnÞon a non:

On the other hand, we know from Theorem 3.4 that MðSÞb nonr
n�1 which to-

gether with the last inequality yields

Lð1� rnÞa nð1� rn�1Þ:

But this contradicts the assumption Lb n and therefore we must have
mðSÞ ¼ on. Using the isoperimetric inequality from Theorem 3.4 we deduce
F ðSÞ ¼ MðSÞb non and equality holds if and only if S ¼ q½½D1�� for some flat
n-dimensional unit disk ½½D1�� with support in BR. r

6. Proof of the quantitative isoperimetric inequality

The first result of this section enables us to reduce the problem to a situation
where we only have to consider currents with compact support. Roughly speak-
ing the lemma asserts that any closed current T with mðTÞ ¼ on can be truncated
in such a way that the asymmetry index d decreases at most by a multiplica-
tive constant 1=C while the isoperimetric gap increases at most by a multipli-
cative constant C, where C ¼ Cðn; kÞb 1. The result of the truncation proce-
dure is a current with support in a ball of radius Ro which depends only on the
dimension n. The content of the Lemma is the higher codimension analogue
of [17, Lemma 5.1] and the arguments used here are similar to the ones used
therein.

Lemma 6.1. There exist a constant ~CC ¼ ~CCðn; kÞb 1 and a radius Ro ¼ RoðnÞb
1 such that for every T aRn�1ðRnþkÞ with qT ¼ 0 and mðTÞ ¼ on, we find
T 0 aRn�1ðRnþkÞ with qT 0 ¼ 0, mðT 0Þ ¼ on and sptT 0 HBRo

satisfying

dðTÞa ~CCðdðT 0Þ þDðTÞÞ and DðT 0Þa ~CCDðTÞ:ð6:1Þ
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Proof. We start by assuming that DðTÞ is su‰ciently small, that is 0 <
DðTÞa m where ma 1

16 ð2
1
n � 1Þ is to be chosen later. Next, we choose a mass

minimizer QðTÞ aRnðRnþkÞ with boundary T . Observe that by tilting slightly
T if necessary we may assume that for Hn�1-a.e. x a MT the unit vector e1 is
not orthogonal to the tangent plane TanðHn�1

O
MT ; xÞ and that for Hn-a.e.

x a MQðTÞ the unit vector e1 is not orthogonal to the tangent plane
TanðHn

O
MQðTÞ; xÞ. This implies in particular that for all t a R

MðQðTÞ
O
fx1 ¼ tgÞ þMðT

O
fx1 ¼ tgÞ ¼ 0:ð6:2Þ

For t a R we define the slices

3QðTÞ; t�4 :¼ qðQðTÞ
O
fx1 < tgÞ � T

O
fx1 < tg

and

3QðTÞ; tþ4 :¼ �qðQðTÞ
O
fx1 > tgÞ þ T

O
fx1 > tg:

Thanks to (6.2) we have 3QðTÞ; t�4 ¼ 3QðTÞ; tþ4 for all t a R (cf. [21, 28.6,
28.7], [13, 4.2.1, 4.3]). The common value will be denoted 3QðTÞ; t4. First of all,
we observe that

MðqðQðTÞ
O
fx1 < tgÞÞaMðT

O
fx1 < tgÞ þMð3QðTÞ; t�4Þð6:3Þ

and

MðqðQðTÞ
O
fx1 > tgÞÞaMðT

O
fx1 > tgÞ þMð3QðTÞ; tþ4Þð6:4Þ

hold for any t a R. Next, we define the function g : R ! ½0; 1� by

gðtÞ :¼ MðQðTÞ
O
fx1 < tgÞ

on

:

We note that g is non-decreasing, di¤erentiable for a.e. t a R and continuous. We
now set

a :¼ infft a R : gðtÞ > 0g and b :¼ supft a R : gðtÞ < 1g

such that �la aa bal and 0 < gðtÞ < 1 for any t a ða; bÞ. In case that
a > �l this means that gðaÞ ¼ 0, while for a ¼ �l we have gðtÞ # 0 as
t ! �l. The same holds for the right end point b, that is gðbÞ ¼ 1 when b < l
and gðtÞ ! 1 as t ! l when b ¼ l. Moreover, we define

N :¼ ft a ½a; b� : g 0ðtÞ does not existg:

Clearly N is a set of measure zero, i.e. L1ðNÞ ¼ 0. Moreover, by [21, 28.9] we
have

Mð3QðTÞ; t4Þaong
0ðtÞ for any t a ½a; b�nN:ð6:5Þ
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From the definition of g we infer for any t a ða; bÞ that

MðgðtÞ�
1
nðQðTÞ

O
fx1 < tgÞÞ ¼ gðtÞ�1MðQðTÞ

O
fx1 < tgÞ ¼ on ¼ Mð½½D1��Þ

which by the isoperimetric inequality from Theorem 3.4 implies that

non aMðq½gðtÞ�
1
nðQðTÞ

O
fx1 < tgÞ�Þ ¼ gðtÞ�

n�1
n Mðq½QðTÞ

O
fx1 < tg�Þ:

Here and in the following we write for simplicity lS instead of ðmlÞaS, where
mlðxÞ ¼ lx denotes the homothety. Joining this with (6.3) and assuming that
t a ða; bÞnN we find that

nongðtÞ1�
1
n aMðq½QðTÞ

O
fx1 < tg�ÞaMðT

O
fx1 < tgÞ þMð3QðTÞ; t4Þ:ð6:6Þ

Our next aim is to infer a similar estimate from below for MðT
O
fx1 > tgÞ in-

stead of MðT
O
fx1 < tgÞ. From the definition of g and the fact that the mass is

additive on Borel sets we infer for any t a ða; bÞ that

Mðð1� gðtÞÞ�
1
nðQðTÞ

O
fx1 > tgÞÞ

¼ ð1� gðtÞÞ�1MðQðTÞ
O
fx1 > tgÞ

¼ ð1� gðtÞÞ�1ðMðQðTÞÞ �MðQðTÞ
O
fx1 a tgÞÞ

¼ ð1� gðtÞÞ�1ðon �MðQðTÞ
O
fx1 < tgÞ �MðQðTÞ

O
fx1 ¼ tgÞÞ

¼ ð1� gðtÞÞ�1ðon �MðQðTÞ
O
fx1 < tgÞÞ

¼ ð1� gðtÞÞ�1ðon � ongðtÞÞ ¼ on ¼ Mð½½D1��Þ:

The isoperimetric inequality from Theorem 3.4 therefore ensures that

non aMðq½ð1� gðtÞÞ�
1
nðQðTÞ

O
fx1 > tgÞ�Þ

¼ ð1� gðtÞÞ�
n�1
n Mðq½QðTÞ

O
fx1 > tg�Þ

which together with (6.4) yields for any t a ða; bÞ that

nonð1� gðtÞÞ1�
1
n aMðq½QðTÞ

O
fx1 > tg�Þð6:7Þ

aMðT
O
fx1 > tgÞ þMð3QðTÞ; t4Þ:

Adding the inequalities (6.6) and (6.7) and taking into account that
MðT

O
fx1 ¼ tgÞ ¼ 0 for t a ða; bÞ we find that

nonðgðtÞ1�
1
n þ ð1� gðtÞÞ1�

1
nÞ

aMðT
O
fx1 < tgÞ þMðT

O
fx1 > tgÞ þ 2Mð3QðTÞ; t4Þ

¼ MðTÞ þ 2Mð3QðTÞ; t4Þ:
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Recalling the definition of DðTÞ, i.e. the fact that MðTÞ ¼ nonð1þDðTÞÞ we can
rewrite the preceding inequality as follows:

Mð3QðTÞ; t4Þb 1

2
nonðcðgðtÞÞ �DðTÞÞ for any t a ða; bÞ;ð6:8Þ

where the function c : ½0; 1� ! ½0; 21
n � 1� is defined by

cðtÞ :¼ t1�
1
n þ ð1� tÞ1�

1
n � 1:

We note that cð0Þ ¼ cð1Þ ¼ 0, that cð1=2Þ ¼ 2
1
n � 1 is the maximum, and that c

is concave, so that

cðtÞb 2ð21
n � 1Þt for any t a

�
0; 12

�
:ð6:9Þ

Next, we define do :¼ 2DðTÞ and set

t1 :¼ supft a ½a; b� : cðgðtÞÞa do; gðtÞa 1=2g
and

t2 :¼ infft a ½a; b� : cðgðtÞÞa do; gðtÞb 1=2g:

We first note that t1 is well defined since gðaÞ ¼ cðgðaÞÞ ¼ 0 if a > �l and
gðtÞ;cðgðtÞÞ # 0 as t # �l when a ¼ �l. Similarly, t2 is well defined since
gðbÞ ¼ 1 and cðgðbÞÞ ¼ 0 if b < l and gðtÞ " 1 and cðgðtÞÞ # 0 as t " l when
b ¼ l. From the choice of t1 and t2 and the continuity of g we infer that
cðgðt1ÞÞa do and cðgðt2ÞÞa do which together with (6.9) and the fact that

ð21
n � 1Þ�1

a n=log 2a 2n implies that

gðt1Þa
do

2ð21
n � 1Þ

a ndo and 1� gðt2Þa
do

2ð21
n � 1Þ

a ndo:ð6:10Þ

The choice of t1 and t2 also implies that

cðgðtÞÞb do for any t a ðt1; t2Þ:

By (6.8) and the definition of do we therefore have for any t a ðt1; t2Þ that

Mð3QðTÞ; t4Þb 1

2
nonðcðgðtÞÞ �DðTÞÞð6:11Þ

¼ 1

4
noncðgðtÞÞ þ

1

4
nonðcðgðtÞÞ � 2DðTÞÞ

b
1

4
noncðgðtÞÞ þ

1

4
nonðdo � 2DðTÞÞ

¼ 1

4
noncðgðtÞÞ:
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We now define

HðtÞ :¼
Z t

0

ds

cðsÞ ¼
Z t

0

ds

s1�
1
n þ ð1� sÞ1�

1
n � 1

for t a ½0; 1�:

Note that H is C1ðð0; 1ÞÞBC0ð½0; 1�Þ and

Hð1Þ ¼
Z 1

0

ds

cðsÞ ¼: aðnÞ a ð0;lÞ:

From the definition of H, (6.5) and (6.11) we infer that

2
d

dt
HðgðtÞÞ ¼ 2g 0ðtÞ

cðgðtÞÞ b
n

2
b 1 for any t a ðt1; t2ÞnN

which after integration over ðt1; t2Þ implies

t2 � t1 a 2ðHðgðt2ÞÞ �Hðgðt1ÞÞÞ ¼ 2

Z gðt2Þ

gðt1Þ

ds

cðsÞ a 2aðnÞ:ð6:12Þ

Next, we use [21, 28.10], the definition of the function g and (6.9) to computeZ t1

t1�8n

Mð3QðTÞ; t4Þ dtaMðQðTÞ
O
fx1 < t1gÞ ¼ ongðt1Þa nondo ¼ 2nonDðTÞ:

Denoting by

S :¼ ft a ½t1 � 8n; t1� : Mð3QðTÞ; t4Þ > onDðTÞg

the sets of those t in which the slices 3QðTÞ; t4 have mass at least onDðTÞ, we
infer from the preceding inequality that

onDðTÞjSja
Z t1

t1�8n

Mð3QðTÞ; t4Þ dta 2nonDðTÞ;

which means that jSja 2n and therefore

j½t1 � 8n; t1�nSjb 4n:

Therefore, we can find t1 a ½t1 � 8n; t1�nS. By the definition of S this means that
we have

Mð3QðTÞ; t14ÞaonDðTÞ:ð6:13Þ

A similar reasoning as before, i.e. using [21, 28.10], the definition of g and (6.9)
we can estimate
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Z t2þ8n

t2

Mð3QðTÞ; t4Þ dt

aMðQðTÞ
O
fx1 > t2gÞ

¼ MðQðTÞÞ �MðQðTÞ
O
fx1 < t2gÞ �MðQðTÞ

O
fx1 ¼ t2gÞ

aMðQðTÞÞ �MðQðTÞ
O
fx1 < t2gÞ

¼ onð1� gðt2ÞÞa 2nonDðTÞ:

The arguments from above now yield the existence of t2 a ½t2; t2 þ 8n� such that

Mð3QðTÞ; t24ÞaonDðTÞ:ð6:14Þ

At this stage we define ~QQ :¼ QðTÞ
O
ft1 a x1 a t2g. From (6.12) and the defini-

tion of t1 and t2 we have the bound t2 � t1 a 2aþ 16n. Moreover, from the def-
initions of g and do and (6.10) we obtain

Mð ~QQÞ ¼ MðQðTÞÞ �MðQðTÞ
O
fx1 < t1gÞ �MðQðTÞ

O
fx1 > t2gÞ

¼ onð1� gðt1ÞÞ � onð1� gðt2ÞÞ þMðQðTÞ
O
fx1 ¼ t2gÞ

¼ onð1� gðt1ÞÞ � onð1� gðt2ÞÞ
bonð1� gðt1ÞÞ � onð1� gðt2ÞÞ
bonð1� 2ndoÞ ¼ onð1� 4nDðTÞÞ:

Next, we define ~TT :¼ q ~QQ. From the choices of t1 and t2 we infer that

Mð ~TTÞaMðT
O
ft1 < x1 < t2gÞ þMð3QðTÞ; t14Þ þMð3QðTÞ; t24Þð6:15Þ

aMðTÞ þ 2onDðTÞ:

We now define

T 0 :¼ s ~TT where s :¼
� on

Mð ~QQÞ

�1
n

a ð1� 4nDðTÞÞ�
1
n a ½1; 21

n�:

Then, sptT 0 is contained in a strip ½t 01; t 02� � Rnþk�1 of width t 02 � t 01 a
2

1
nð2aþ 16nÞ. Moreover, we have

MðQðT 0ÞÞ ¼ MðQðs ~TTÞÞ ¼ MðsQð ~TTÞÞ ¼ snMðQð ~TTÞÞ ¼ on:

At this stage it remains to prove (6.1). Recalling the definition of T 0, using (6.15)
and the fact that MðTÞ ¼ nonð1þDðTÞÞ we get

MðT 0Þ ¼ sn�1Mð ~TTÞa sn�1ðMðTÞ þ nonDðTÞÞ ¼ nons
n�1ð1þ 2DðTÞÞ:

At this point we use the definition of s and the assumption DðTÞa 1
16 ð2

1
n � 1Þ

a 1
8n to compute
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sn�1ð1þ 2DðTÞÞa 1þ 2DðTÞ
ð1� 4nDðTÞÞ

n�1
n

a
1þ 2DðTÞ
1� 4nDðTÞ

a 1þ 5nDðTÞ
1� 4nDðTÞ a 1þ 10nDðTÞ:

Inserting this above yields

MðT 0Þa nonð1þ 10nDðTÞÞ

which proves the second estimate in (6.1). Finally, the first assertion in (6.1) can
be achieved as follows: Using the bound mðT � ~TTÞaMðQðTÞ � ~QQÞ (note that
qðQðTÞ � ~QQÞ ¼ T � q ~QQ ¼ T � ~TT) together with (6.10) we obtain

mðT � ~TTÞaMðQðTÞ
O
fx1 < t1gÞ þMðQðTÞ

O
fx1 > t2gÞ

¼ onðgðt1Þ þ 1� gðt2ÞÞaonðgðt1Þ þ 1� gðt2ÞÞ
a 2nondo ¼ 4nonDðTÞ:

We now let ½½D1=s�� be the disk with radius 1=s in Rnþk which realizes dð ~TTÞ up to
an error e > 0, i.e. snmð ~TT � q½½D1=s��Þ < dð ~TTÞ þ e (recall that Mð ~QQÞ ¼ on=s

n) and
let ½½D1�� be the disk of radius 1 lying in the same n-dimensional plane as ½½D1=s��
and having the same center. Then, we get

dðTÞamðT � q½½D1��ÞamðT � ~TTÞ þmð ~TT � q½½D1=s��Þ þmðq½½D1=s�� � q½½D1��Þ
a 4onDðTÞ þ dð ~TTÞ þ eþ onð1� s�nÞa dðT 0Þ þ CDðTÞ þ e:

In the last line we used dð ~TTÞ ¼ dðT 0Þ and

1� s�n
a 1� ð1� 4nDðTÞÞ ¼ 4nDðTÞ:

This proves also the first inequality in (6.1). Starting from T 0 we repeat the same
construction with respect to x2 provided that DðT 0Þa 10nDðTÞa 10nma
1
16 ð2

1
n � 1Þ. Thus we get a new current T 00 aRn�1ðRnþkÞ still satisfying (6.1) with

a new constant and with sptT 00 now contained in ½t 01; t 02� � ½t 001 ; t 002 � � Rnþk�2 with
t 02 � t 01 and t 002 � t 001 bounded by a universal constant. Thus, the assertion follows
by repeating the argument with respect to all the remaining coordinate directions
and assuming m su‰ciently small.

Finally, if DðTÞ > m or DðTÞ ¼ 0 then the result is easily obtained by taking
T 0 equal to a unit disk with support in BRo

. r

In the final proof of Theorem 2.1 we shall also need the following regularity
theorem which can be viewed as the higher codimension version of [23], see also
[22].

Theorem 6.2 (Regularity). Suppose Sj aRn�1ðRnþkÞ is a sequence of closed rec-
tifiable ðM;oÞ-minimizing currents in Rnþk for a modulus oð%ÞCCo% and with
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%o ¼ 2=Co. Furthermore, suppose that kSjk ! kq½½D��k in the sense of Radon mea-
sures and that sptSj ! spt q½½D�� in the Kuratowski convergence as j ! l and that
sptSj HBRo

for some Ro > 0. Then there exists jo a N such that for any jb jo
there exist maps uj a C1; 12ðSn�1Þ and vj a C1; 12ðSn�1;RkÞ such that the Sj admit
the spherical graph representation

Sj ¼ Xja½½S
n�1��;

where the maps Xj : S
n�1 ! Rnþk are defined for x a Sn�1 by

XjðxÞ :¼ ð1þ ujðxÞÞðx; 0Þ þ ð0; vjðxÞÞ a Rnþk:

Moreover, the representing maps uj, vj satisfy for any a a


0; 12

�
:

lim
j!l

ðkujkC 1; aðS n�1Þ þ kvjkC 1; aðS n�1;RkÞÞ ¼ 0:ð6:16Þ

Proof. The proof will be divided into several steps. Before starting with cer-
tain geometric constructions we recall that the Kuratowski convergence of
sptSj ! Sn�1 � f0g and the fact that sptSj HBRo

ensure that for any e a


0; 12

�
the inclusion

sptSj T fz a Rnþk : distðz;Sn�1 � f0gÞ < eg

holds true for all but finitely many j a N.
Step 1: Geometric simplifications. Points in Rnþk are denoted again by

z ¼ ðx; yÞ. For a (relatively) open subset U HSn�1 � f0gHRnþk and 0 < sa 1
2

we consider sets of the form

NUðsÞ :¼
[
z AU

fzþ v a Rnþk : jvj < s; v ? TzðSn�1 � f0gÞg:

Then, NSn�1�f0gðsÞ is the tubular neighborhood of Sn�1 � f0g in Rnþk of width
s on which the nearest point retraction p : NS n�1�f0gðsÞ ! Sn�1 � f0g is well de-
fined. For z a Sn�1 � f0g, the vectors fz; enþ1; . . . enþkg are an orthonormal basis
of T ?

z ðSn�1 � f0gÞ. Hence, for points z ¼ ðx; yÞ a NS n�1�f0gðsÞ the nearest point
retraction is given by pðx; yÞ ¼



x
jxj ; 0

�
. The normal component z? of z has the

form

z? :¼ z� pðzÞ ¼ ðx; yÞ �
� x

jxj ; 0
�
¼
� x

jxj ðjxj � 1Þ; y
�
:

Now, if j : Sn�1 � f0gIU ! W HRn�1 is a local coordinate chart then

Fðx; yÞ :¼ ðjðpðx; yÞÞ; jxj � 1; yÞ

is a trivialization of NU ðsÞ. The image FðNU ðsÞÞ is the set W � B1þk
s ð0Þ. Denot-

ing by c : W ! U the inverse of j, the inverse C :¼ F�1 : W � B1þk
s ð0Þ !
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NUðsÞ is

Cðx 0; xn; yÞ :¼ F�1ðx 0; xn; yÞ ¼ ð1þ xnÞcðx 0Þ þ ð0; yÞ;

whenever x 0 a W and ðxn; yÞ a B1þk
s ð0Þ. We note that C maps a fiber

fx 0g � B1þk
s ð0Þ with x 0 a W isometrically onto cðx 0Þ þ fv a T ?

cðx 0ÞðS
n�1 � f0gÞ :

jvj < sg.
Without loss of generality we assume that W CBn�1

% ð0ÞHRn�1 for some
% a ð0; 1�, cð0Þ ¼ en a Rnþk and Dcð0Þ ¼ In�1. This can be achieved by a rota-

tion in Rnþk keeping f0g � Rk fixed and a particular choice of the coordi-
nate chart j, for example by choosing c : Bn�1

% ð0Þ ! Rnþk as cðx 0Þ :¼
ðx 0;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jx 0j2

q
; 0Þ. We first compute the derivative of C. With s ¼ ðt 0; tn;wÞ a

Rn�1 � R� Rk and z ¼ ðx 0; xn; yÞ with x 0 a Bn�1
% ð0Þ and ðxn; yÞ a B1þk

s ð0Þ we
have

DCðzÞs ¼ DCðx 0; xn; yÞðt 0; tn;wÞ
¼ ð1þ xnÞDcðx 0Þðt 0; 0Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ATcðx 0 ÞðS n�1�f0gÞ

þcðx 0Þð0; tn; 0Þ þ ð0;wÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
AT ?

cðx 0ÞðS
n�1�f0gÞ

:

Therefore, taking into account that 0 < sa 1
2 , we have

jDCðzÞsja ð1þ sÞjt 0j sup
Bn�1
% ð0Þ

kDck þ jtnj þ jwj

a 4 sup
Bn�1
% ð0Þ

kDck jsj ¼ CðcÞjsj:

This allows us, whenever z ¼ ðx 0; xn; yÞ, ~zz ¼ ð~xx 0; ~xxn; ~yyÞ a Bn�1
% ð0Þ � B1þk

s ð0Þ, to
estimate

jDCðzÞs�DCð~zzÞsj
a jðð1þ xnÞðDcðx 0Þ �Dcð~xx 0ÞÞ þ ðxn � ~xxnÞDcð~xx 0ÞÞt 0j þ jcðx 0Þ � cð~xx 0Þj jtnj
a j1þ xnj kDcðx 0Þ �Dcð~xx 0Þk jt 0j þ kDcð~xx 0Þk jxn � ~xxnj jt 0j

þ jcðx 0Þ � cð~xx 0Þj jtnj
a ð1þ sÞ sup

Bn�1
% ð0Þ

kD2ck jx 0 � ~xx 0j jt 0j þ sup
Bn�1
% ð0Þ

kDckðj~xxn � ~xxnj jt 0j þ jx 0 � ~xx 0j jtnjÞ

a

�
ð1þ sÞ sup

Bn�1
% ð0Þ

kD2ck þ sup
Bn�1
% ð0Þ

kDck
�
ðjx 0 � ~xx 0j þ j~xxn � ~xxnjÞðjt 0j þ jtnjÞ

a 4
�

sup
Bn�1
% ð0Þ

kD2ck þ sup
Bn�1
% ð0Þ

kDck
�
jðx 0; xnÞ � ð~xx 0; ~xxnÞj jðt 0; tnÞj

¼ CðcÞjðx 0; xnÞ � ð~xx 0; ~xxnÞj jðt 0; tnÞj:
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The preceding estimate yields the Lipschitz continuity of DC, that is

kDCðzÞ �DCð~zzÞkaCðcÞjðx 0; xnÞ � ð~xx 0; ~xxnÞj;

whenever z ¼ ðx 0; xn; yÞ, ~zz ¼ ð~xx 0; ~xxn; ~yyÞ a Bn�1
% ð0Þ � B1þk

s ð0Þ. A straightforward

computation now shows that also the map z a Bn�1
% ð0Þ � B1þk

s ð0Þ 7!
5

n�1
DCðzÞ a Lð5

n�1
Rnþk;5

n�1
RnþkÞ is Lipschitz continuous, i.e. we have

k5
n�1

DCðzÞ �5
n�1

DCð~zzÞkaCðn;cÞjðx 0; xnÞ � ð~xx 0; ~xxnÞj:ð6:17Þ

Taking into account that Dcð0Þ ¼ In�1 where In�1 : R
n�1 ! Rnþk denotes the

embedding of Rn�1 into Rnþk via the inclusion Rn�1 � f0gHRnþk, we obtain
that DCð0Þ ¼ Inþk. Hence, from (6.17) we infer the following bounds:

1� Cðn;cÞð%þ sÞa k5
n�1

DCðzÞka 1þ Cðn;cÞð%þ sÞ:ð6:18Þ

Step 2: Estimates for the parametric integrand. We define a parametric inte-
grand

F : Bn�1
% ð0Þ � B1þk

s ð0Þ �5
n�1

Rnþk ! ½0;lÞ

by letting

F ðz; zÞ :¼ j5
n�1

DCðzÞzj:

Then, apart from the fact that the constant in the bound from below is not equal
to one, (6.18) corresponds to the hypothesis [10, (1.1)]. Moreover, the assump-
tion [10, (1.5)] with the Lipschitz modulus kðtÞ ¼ Ct follows from estimate
(6.17). The remaining hypotheses [10, (1.2), (1.3), (1.6)] can be easily verified to
hold. We omit the straightforward computations and state only the correspond-
ing estimates:

kDð2ÞFðz; zÞkaC

kD2
ð2ÞFðz; zÞka

C

1� Cð%þ sÞ jzj
�1

kDð2ÞF ðz; zÞ �Dð2ÞFð~zz; zÞka
C

1� Cð%þ sÞ jz� ~zzj

for all z; ~zz a Bn�1
% ð0Þ � B1þk

s ð0Þ and 0A z a 5
n�1

Rnþk. Here the constant C
depends only on n and c. Finally, the quantitative continuity of z 7! D2

ð2ÞF ðx; zÞ
follows from the fact that D2

ð2ÞF ðx; zÞ is continuous on 5
n�1

Rnþknf0g.
Therefore, we have

kDð2ÞFðz; zÞ �Dð2ÞF ðz; hÞka nðjz� hjÞ
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whenever z; h a 5
n�1

Rnþk with jzj ¼ 1 ¼ jhj. Actually, a direct computation

shows that nðtÞ ¼ Ct
1�Cð%þsÞ .

Step 3: Reduction to (F;o)-minimizing currents. Now, let s a


0; 12

�
. From the

Kuratowski convergence sptSj ! Sn�1 � f0g we conclude that the currents Sj

have compact support in NSn�1�f0gðsÞ for j a N large enough. Since qðpaSjÞ ¼
paðqSjÞ ¼ 0, by the constancy theorem [13, 4.1.7] we find mj a Z such that
paSj ¼ mj½½Sn�1 � f0g��. We claim that mj ¼ 1. But this follows from the weak
convergence Sj ! ½½Sn�1 � f0g��, because

½½Sn�1 � f0g�� ¼ pa½½Sn�1 � f0g�� ¼ lim
j!l

paSj ¼ lim
j!l

mj½½Sn�1 � f0g��

implies that mj ¼ 1 for j large. Therefore, discarding finitely many indices j a N
if necessary, we can assume that

paSj ¼ ½½Sn�1 � f0g�� and sptSj TNSn�1�f0gðsÞ

for all j a N. This allows us to define a global excess functional by

EðSjÞ :¼ MðSjÞ �MðpaSjÞ ¼ MðSjÞ � non ¼ nonDðSjÞ:

Note that MðSjÞ ! non as j ! l since kSjk ! k½½Sn�1 � f0g��k in the sense of
Radon measures.

We now fix s; % a


0; 12

�
small enough to have

Cðn;cÞð%þ sÞa 1

2
;

where c : Bn�1
% ð0Þ ! Sn�1 � f0g is the local parametrization from the Step 2.

From now on we omit in our notation the center 0 and write Bn�1
% � B1þk

s

for short. We set S 0
j :¼ Sj ONcðBn�1

% ÞðsÞ and S 00
j :¼ FaS

0
j . Then S 00

j a
Rn�1ðBn�1

% � B1þk
s Þ and S 0

j ¼ CaS
00
j . We have

MðS 0
j Þ ¼ MðCaS

00
j Þ ¼

Z
jðDCÞa~S 00

jS
00
j j dkS 00

j k ¼:

Z
F ðz; ~S 00

jS
00
j Þ dkS 00

j k ¼: FðS 00
j Þ:

Here the associated elliptic integrand is defined by

F ðz; zÞ :¼ jðDCðzÞÞazj ¼ j5
n�1

DCðzÞzj

whenever z a Bn�1
% � B1þk

s and z a 5
n�1

Rnþk. Note that F is homogeneous of
degree one in the second variable. We now consider a compact set K which is
contained in a ball Bnþk

r ðzoÞHBn�1
% � B1þk

s . For the radius r we assume that the
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smallness condition CðcÞra 2=Co holds true. Then, CðBnþk
r ðzoÞÞ is contained

in a ball Bnþk
CðcÞrðCðzoÞÞ. We now consider X aRn�1ðRnþkÞ with qX ¼ 0 and

sptX HK . By the ðM;oÞ minimality of Sj (applied with the comparison current
CaX , the compact set CðKÞ which is contained in the ball Bnþk

CðcÞrðCðzoÞÞ) we ob-
tain that

FðS 00
j Þ ¼ MðS 0

j ÞaMðS 0
j þCaXÞ þ CðcÞCorMðS 0

j OCðKÞ þCaX Þð6:19Þ
¼ FðS 00

j þ X Þ þ CðcÞCorFðS 00
j OK þ X Þ

a FðS 00
j þ X Þ þ 3

2
CðcÞCorMðS 00

j OK þ X Þ:

In the last line we used the bound from above for the integrand F , i.e. the fact
that F ðz; zÞa 3

2 . Note here, that we have chosen %, s small enough. Hence, S 00
j

is ðF;oÞ-minimizing in Bn�1
% � B1þk

s for the modulus oðrÞ :¼ 3
2CðcÞCor. More-

over, since sptSj HNSn�1�f0gðsÞ, we have spt qS 00
j H qBn�1

% � B1þk
s . Actually, we

can assume that sptS 00
j HBn�1

% � B1þk
ms , spt qS 00

j H qBn�1
% � B1þk

ms for a given
fixed 0 < ma 1 which is still at our disposal, and moreover that S 00

j is ðF;oÞ-
minimizing in C% :¼ Bn�1

% � R1þk. For this we only need to discard finitely
many j from our sequence. At this stage we keep in mind that kS 00

j k !
k½½Bn�1

% � f0g��k in the sense of Radon measures on C% and in the sense of Kura-
towski convergence.

Step 4: Regularity. In this step we want to apply the e-regularity theorem from
[10] to the currents S 00

j for large j a N. Therefore we need to check that hypothe-
sis (1.18)–(1.20) of [10] hold true. We first note that S 00

j aRn�1ðRnþkÞ and that
S 00
j ¼ S 00

j OC%. Moreover, we have qS 00
j OC% ¼ 0. We denote by p : Rnþk ! Rn�1

and q : Rnþk ! R1þk the orthogonal projections of Rnþk on Rn�1, respectively
on R1þk, i.e. for z ¼ ðx; hÞ a Rn�1 � R1þk we have pðzÞ ¼ x and qðzÞ ¼ h. Then,
paðS 00

j Þ aRn�1ðRn�1Þ has no boundary in Bn�1
% . By the constancy theorem [13,

4.1.7] there exist mj a Z such that paðS 00
j Þ ¼ mj½½Bn�1

% ��. From the weak conver-
gence of S 00

j ! ½½Bn�1
% � f0g�� we easily see that

½½Bn�1
% �� ¼ pað½½Bn�1

% � f0g��Þ ¼ lim
j!l

paS
00
j ¼ lim

j!l
mj½½Bn�1

% ��;

and this implies that mj ¼ 1 for large j and therefore paS
00
j ¼ ½½Bn�1

% ��. Hence
(1.18)–(1.20) of [10] are fulfilled except from the fact that we can at this stage
not ensure that 0 a sptS 00

j . At this point we note that the weak convergence in
the sense of Radon measures implies

EðS 00
j ; %Þ :¼ %1�n½MðS 00

j OC%Þ �MðpaðS 00
j OC%ÞÞ�ð6:20Þ

¼ %1�n½MðS 00
j OC%Þ �Mð½½Bn�1

% � f0g��Þ� ! 0;

as j ! l. Next, we claim that there exist zj ¼ ð0; hjÞ a sptS 00
j with jhjj ! 0.

Indeed, if such hj would not exist, then 0 B paS
00
j and hj ! 0 follows from the

Kuratowski convergence of sptS 00
j ! Bn�1

% � f0g. Instead of S 00
j we now consider
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Tj :¼ S 00
j � zj ¼ t�1

zja
S 00
j , where tzj ðzÞ :¼ zþ zj denotes the translation in Rnþk. For

the projection of Tj onto Rn�1 we obtain paTj ¼ ½½Bn�1
% ��. Moreover, we have

0 a sptTj and also Tj ¼ Tj OC%. Finally, we obtain

qTj OC% ¼ qðt�1
zja
S 00
j Þ OC% ¼ t�1

zja
qS 00

j OC% ¼ t�1
zja
ðqS 00

j OC%Þ ¼ 0:

This proves that (1.18)–(1.20) of [10] are fulfilled by the currents Tj and it re-
mains to show that they are also ð~FFj;oÞ-minimizing in C% for an elliptic integrand
~FFj and a modulus o. For z a Bn�1

% � B1þk
ð1�mÞs and z a 5

n�1
Rnþk we define the in-

tegrand ~FFj by

~FFjðz; zÞ :¼ Fðzþ zj ; zÞ

and the corresponding parametric integral ~FFj by

~FFjðTÞ :¼
Z

~FFjðz; ~TTðzÞÞ dkTk

whenever T aRn�1ðBn�1
% � B1þk

ð1�mÞsÞ. Since jxja % and jhja ms for any z ¼
ðx; hÞ a sptS 00

j we infer that jxja % and jhja 2ms for any z ¼ ðx; hÞ a sptTj. In
order to have sptTj H closðBn�1

% � B1þk
ð1�mÞsÞ we need that 0 < m < 1

3 , which we
will assume from now on. At this stage it is straightforward to check that Tj is
ð~FFj;oÞ-minimizing in Bn�1

% � B1þk
ð1�mÞs. To be more precise: Let K be a compact

set which is contained in a ball Bnþk
r ðzoÞHBn�1

% � B1þk
ð1�mÞs and X aRn�1ðRnþkÞ

with qX ¼ 0 and sptX HK and CðcÞra 2=Co. Then, from (6.19) we deduce
that

~FFjðTjÞa ~FFjðTj þ X Þ þ 3

2
CðcÞCorMðTj OK þ XÞ:

Hence, the currents Tj are ð~FFj ;oÞ-minimizing in Bn�1
% � Bn�1

ð1�mÞs for the modulus

oðrÞ :¼ 3
2CðcÞCor. The elliptic integrands ~FFj fulfill the assumptions (1.1)–(1.6)

of [10] with ðCðn;cÞ;Cðn;cÞt;Cðn; k;cÞÞ instead of ðL; k; nÞ and with the
modulus oðrÞ. We note that oðrÞ ¼ Cðc;CoÞr. In particular the functions KðrÞ
and WðrÞ introduced in [10, (1.15)] are given by KðrÞ ¼ Cðn;cÞr and WðrÞ ¼
Cðc;CoÞr. Finally, (6.20) yields also that

EðTj; %Þ :¼ %1�n½MðTj OC%Þ �MðpaðTj OC%ÞÞ� ! 0 as j ! l:

It remains to check that ~FFj is an elliptic integrand in the sense that [10, (1.12)]
holds true. This means that there exists a positive constant C such that the in-
equality

ð~FFjÞzoðTÞ � ð~FFjÞzoðSÞbC½MðTÞ �MðSÞ�

holds true whenever S;T aRn�1ðRnþkÞ with the same boundary qS ¼ qT and S
is represented by an Hn�1 measurable subset of some ðn� 1Þ-dimensional sub-
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space in Rnþk with constant orientation ðn� 1Þ-vector field andHn�1 summable
positive integer valued multiplicity. From [13, 5.1.3] we infer that this property is
implied in case that

3D2
ð2ÞF ðzo; zÞh; h4 ¼ 1

j5
n�1

DCðzÞzj j5
n�1

DCðzÞhj2 �
35

n�1
DCðzÞz; h42

j5
n�1

DCðzÞzj2

" #

b
C

jzj jhj2 � 3z; h42

jzj2

" #

holds true for some constant C > 0. Again, from [13, 5.1.3] we see that any

choice of 0 < C < kL�1k�4kLk3 su‰ces, where L :¼ 5
n�1

DCðzÞ : 5
n�1

Rnþk

! 5
n�1

Rnþk. Now, (6.18) yields that C can be chosen in dependence of n and
c. Altogether we have shown that the hypotheses of the interior e-regularity the-
orem [10, Theorem 6.1] hold true in the present situation. Therefore from [10,
Theorem 6.1] we infer the existence of a C1-map gj : B

n�1
%=34 ! R1þk such that

Tj O ðBn�1
%=34 � R1þkÞ ¼ ½½graphðgjÞ��:

Moreover, the derivative of gj has the modulus of continuity

jDgjðxÞ �Dgjðx 0ÞjaC½EðTj; %Þ þ 1�
1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jx� x 0j

p
aC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jx� x 0j

p
whenever x; x 0 a Bn�1

%=34, where C ¼ Cðn; k;cÞ. Here we used in the last step the
fact that EðTj; %Þ ! 0 as j ! l. Therefore, also the original currents S 00

j admit
local graph representations. In fact, we have

S 00
j OB

n�1
%=34 � R1þk ¼ ½½hj þ graphðgjÞ��:

Note that hj ! 0 as j ! l. Thus, we obtained a uniform C1; 12 bound for the
local graph representations of S 00

j . Therefore, by the Arzelà & Ascoli theorem
a subsequence of ðhj þ gjÞjg1 converges in C1;a to a C1;a map g for any
a a



0; 12

�
. But from the Kuratowski convergence we must have gC 0. Therefore,

the subsequence converges to 0 in C1;a, and since the limit does not depend on the
subsequence (as seen before it is uniquely identified as gC 0) the whole sequence
converges in C1;a to 0. Now, from the local graph representation of S 00

j the spher-
ical graph representation on NcðBn�1

%=34
ÞðsÞ of the original sequence Sj follows. In-

deed

Sj ONcðBn�1
%=34

ÞðsÞ ¼ Ca½½hj þ graphðgjÞ��:

Since finitely many sets of the form NcðBn�1
%=34

ÞðsÞ cover the tubular neighborhood

NSn�1�f0gðsÞ we obtain the desired spherical graph representation. r

Proof of Theorem 2.1. The proof is divided into several steps. First, since the
asymmetry index dðTÞ and the isoperimetric gap DðTÞ are scaling invariant, we
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may assume without loss of generality that mðTÞ ¼ on. In this case the quantita-
tive isoperimetric inequality (2.1) reduces to

DðTÞC MðTÞ � non

non

bCd21ðTÞ:

Step 1: Reduction to currents with uniform bounded support and small isoperi-
metric gap. Here, we establish that it is su‰cient to prove the quantitative iso-
perimetric inequality in the following form: There exists a constant do > 0 such
that whenever T aRn�1ðRnþkÞ fulfills qT ¼ 0, mðTÞ ¼ on, sptT HBRo

and
DðTÞa do then the quantitative isoperimetric inequality

DðTÞbC1d1ðTÞ2ð6:21Þ

holds true with a universal constant C1 ¼ C1ðn; kÞ. Here, Ro ¼ RoðnÞ denotes the
radius from Lemma 6.1. Assume for the moment that such do > 0 exists. Then,
for T aRn�1ðRnþkÞ satisfying qT ¼ 0, mðTÞ ¼ on and DðTÞ > do= ~CC, where
~CC ¼ ~CCðn; kÞ is the constant from Lemma 6.1, we have

d21ðTÞa 4o2
n <

4o2
n
~CC

do
DðTÞ;

i.e. the quantitative isoperimetric inequality with the constant 4o2
n
~CC=do. Here, we

used the fact that d1ðTÞamðTÞ þ on ¼ 2on. Now, if DðTÞa do= ~CC then Lemma
6.1 ensures the existence of T 0 aRn�1ðRnþkÞ satisfying qT 0 ¼ 0, mðT 0Þ ¼ on and
sptT 0HBRo

such that d1ðTÞa ~CCðd1ðT 0Þ þDðTÞÞ and DðT 0Þa ~CCDðTÞa do
hold true. Therefore, we can apply (6.21) to T 0 in order to have

d1ðTÞ2 a 2 ~CC2ðd1ðT 0Þ2 þDðTÞ2Þ

a 2 ~CC2
� 1

C1
DðT 0Þ þ do

~CC
DðTÞ

�
a 2 ~CC2

� ~CC

C1
þ do

~CC

�
DðTÞ;

and this yields the quantitative isoperimetric inequality with the constant�
2 ~CC2


 ~CC
C1

þ do
~CC

���1
.

Step 2: The contradiction assumption. In the following we argue by contradic-
tion assuming (6.21) to be false. Then, there exists a sequence of ðn� 1Þ-
dimensional currents Tj aRn�1ðRnþkÞ with qTj ¼ 0, mðTjÞ ¼ on and
sptTj HBRo

satisfying

dj :¼ DðTjÞC
MðTjÞ � non

non

! 0 as j ! l;

and

dj < C1d
2
1ðTjÞ:ð6:22Þ
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Step 3: Convergence to a flat n-dimensional unit disk. We choose mass mini-
mizers QðTjÞ aRnðRnþkÞ with qQðTjÞ ¼ Tj such that on ¼ mðTjÞ ¼ MðQðTjÞÞ.
We note that since sptTj HBRo

these mass minimizers can be chosen to
have also support in BRo

, i.e. sptQðTjÞHBRo
. Since MðQðTjÞÞ þMðTjÞ ¼

on þMðTjÞ ! ð1þ nÞon in the limit j ! l, we have a uniform bound
supj ANðMðQðTjÞÞ þMðTjÞÞ < l and therefore we can apply the compactness

Theorem 3.2 to infer the existence of a current Q aRnðRnþkÞ with support in
BRo

and a (not relabeled) subsequence such that QðTjÞ ! Q with respect to the
Floc-topology. In particular, we have FB2Ro

ðQðTjÞ �QÞ ! 0 and FB2Ro
ðTj � qQÞ

! 0 in the limit j ! l, because sptTj; sptQðTjÞHBRo
for any j a N.

Next, we claim that the limit Q is an n-dimensional flat unit disk in Rnþk.
Applying Lemma 3.3 we find that

mðTj � qQÞa ½cðnÞMðTj � qQÞ þ 1�FB2Ro
ðTj � qQÞ ! 0

in the limit j ! l. Note that this implies mðTjÞ ! mðqQÞ as j ! l. Using also
the lower semicontinuity of the mass with respect to weak convergence, i.e. the
fact that MðQÞa lim inf j!lMðQðTjÞÞ ¼ on, we obtain

on ¼ lim
j!l

MðQðTjÞÞ ¼ lim
j!l

mðTjÞ ¼ mðqQÞaMðQÞaon:

Hence MðQÞ ¼ on. Therefore, by the optimal isoperimetric inequality from The-
orem 3.4 we must have MðqQÞb non. On the other hand, by the weak conver-
gence Tj ! qQ the lower semicontinuity of the mass together with the conver-
gence MðTjÞ ! non implies

MðqQÞa lim inf
j!l

MðTjÞa non:

Therefore, we have MðqQÞ ¼ non and MðQÞ ¼ on which implies that in the iso-
perimetric inequality we have equality, so that Q ¼ ½½D�� for some n-dimensional
flat unit disk ½½D��HRnþk. Hence, we know that QðTjÞ ! ½½D�� and Tj ! q½½D�� with
respect to the Floc-topology and also with respect to the weak topology. This im-
plies in particular that d1ðTjÞ ! 0 when j ! l.

Step 4: Penalization. Let L > 2n. For j a N we define penalized variational
functionals Fj :Rn�1ðRnþkÞ ! ½0;lÞ by

FjðTÞ :¼ MðTÞ þ C1jd1ðTÞ � d1ðTjÞj þLjmðTÞ � onj:

Here, C1 > 0 is fixed and will be chosen later on in a universal way in depen-
dence on n and k. From Lemma 5.1 we infer the existence of Sj aRn�1ðRnþkÞ
with support sptSj HBRo

minimizing the functional Fj amongst all closed T a
Rn�1ðRnþkÞ satisfying sptT HBRo

. By the convex hull property we can choose
mass minimizing currents QðSjÞ aRnðRnþkÞ with boundary qQðSjÞ ¼ Sj and sup-
port in BRo

. Note that mðSjÞ ¼ MðQðSjÞÞ. Since Sj is Fj-minimizing we have

FjðSjÞaFjðTjÞ ¼ MðTjÞ:
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On the other hand, the following bound from below holds:

FjðSjÞbMðSjÞ þLðmðSjÞ � onÞ:

The two preceding estimates imply the following mass bound

MðSjÞ þmðSjÞaMðSjÞ þLmðSjÞaFjðSjÞ þLon aMðTjÞ þLon;

yielding a uniform mass bound for the sequences ðSjÞj AN and ðQðSjÞÞj AN. From
Theorem 3.2 we infer the existence of a mass minimizing current Ql aRnðRnþkÞ
(mass minimizing with respect to its own boundary qQl) such that (up to a sub-
sequence) QðSjÞ ! Ql with respect to the Floc-topology. We also have qQðSjÞ ¼
Sj ! qQl in the Floc-topology (and therefore also in the sense of weak conver-
gence of currents). Next, we define the functional Fl :Rn�1ðRnþkÞ ! ½0;lÞ by

FlðTÞ :¼ MðTÞ þLjmðTÞ � onj:

From Lemma 5.8 we infer that the boundary q½½D�� of a flat n-dimensional unit
disk with support in BRo

minimizes Fl. Using the minimality of Sj and q½½D��
and the definition of dj we obtain

FjðSjÞaFjðTjÞ ¼ MðTjÞ ¼ nonð1þ djÞ ¼ Mðq½½D��Þ þ nondj

¼ Flðq½½D��Þ þ nondj aFlðSjÞ þ nondj:

By the definitions of Fj and Fl and (6.22) the preceding inequality can be re-
written in the form

C1jd1ðSjÞ � d1ðTjÞja nondj < nonC1d
2
1ðTjÞ:ð6:23Þ

Now, since d1ðTjÞ ! 0 as j ! l we also have d1ðSjÞ ! 0 as j ! l. Therefore,
by the definition of d1 for any j a N we can choose a flat n-dimensional unit
disk ½½Dj�� such that mðSj � q½½Dj��Þ < d1ðSjÞ þ 1

j
. Therefore, Sj � q½½Dj�� ! 0 as

j ! l in the flat metric (and also weakly). Now, since Sj ! qQl we also have
q½½Dj�� ! qQl. But this implies ½½Dj�� ! ½½D�� for some flat n-dimensional unit disk
with support in BRo

; the latter holds because sptQl HBRo
. Therefore we have

qQl ¼ q½½D��. Since Ql is mass minimizing subject to the boundary q½½D�� we
have Ql ¼ ½½D��. Here we use the convex hull property (cf. [21, Remark 34.2 (2)]
and the constancy theorem [13, 4.1.7]). Thus we have shown that QðSjÞ ! ½½D�� as
j ! l. Using again the minimality of Sj and (6.22) we further get

MðSjÞ þLjmðSjÞ � onjaFjðSjÞaFjðTjÞ ¼ MðTjÞð6:24Þ
¼ nonð1þ djÞ < nonð1þ C1d

2
1ðTjÞÞ:

Step 5: l-mass minimality and almost minimality of Sj. By Lemma 5.3 we
know that the currents Sj are l-minimizing in Rnþk with l :¼ C1 þL, that is for
any P aRnðRnþkÞ it holds

MðSjÞaMðSj þ qPÞ þ lMðPÞ:
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Moreover, they are ðM;oÞ-minimizing for the modulus oð%Þ :¼ 4l% and with
%o ¼ 1=ð2lÞ, in the sense that there holds

MðSjÞaMðSj þ XÞ þ 4l%MðSj OK þ X Þ

whenever X aRn�1ðRnþkÞ with qX ¼ 0 and support contained in a compact set
K which is contained in a ball of radius %a 1=ð2lÞ. Recalling the uniform mass
bound supj ANMðSjÞ < l and the convergence Sj ! q½½D�� in the Floc-topology
we can conclude by Lemma 5.5 that kSjk ! kq½½D��k in the sense of Radon mea-
sures and, moreover by Lemma 5.6 that sptSj ! spt q½½D�� in the Kuratowski con-
vergence. Moreover, for the mass minimizers QðSjÞ we can conclude (by the same
arguments) that kQðSjÞk ! k½½D��k in the sense of Radon measures.

Step 6: Adjusting the mass constraint by rescaling. Here, we rescale Sj in order
to have for the rescaled currents S 0

j the mass constraint mðS 0
j Þ ¼ on. We set

S 0
j :¼ ljSj where lj :¼

� on

mðSjÞ

�1
n

such that mðS 0
j Þ ¼ MðQðS 0

j ÞÞ ¼ ln
j mðSjÞ ¼ on. Here, QðS 0

j Þ is the mass minimiz-
ing current obtained by scaling the mass minimizing current QðSjÞ by lj, that
is QðS 0

j Þ ¼ QðljSjÞ :¼ ljQðSjÞ. From [11, Chapter 1.9, Theorem 1] and the
weak convergence of Radon measures kQðSjÞk ! k½½D��k we infer that mðSjÞ ¼
MðQðSjÞÞ ! on. Using this and d1ðTjÞ ! 0 in (6.24) we see that
lim supj!l MðSjÞa non. Combining this with non ¼ Mðq½½D��Þ and the lower
semicontinuity of the mass with respect to weak convergence (note that
Sj ! q½½D��) we obtain that

lim
j!l

MðSjÞ ¼ non:

Since supj AN MðSjÞ < l and lj ! 1 the rescaled currents S 0
j also converge to

q½½D�� in the Floc-topology, weakly as currents and in the Kuratowski conver-
gence. Further, kS 0

j k ! kq½½D��k in the sense of Radon measures. Finally, since
lj a

�
1
2 ; 2

�
(for j large enough) the rescaled currents S 0

j are ðM;oÞ-minimizing in
the sense that

MðS 0
j ÞaMðS 0

j þ X Þ þ 8l%MðS 0
j OK þ XÞð6:25Þ

holds true for any X aRn�1ðRnþkÞ with qX ¼ 0 and support contained in a com-
pact set K HB%ðxoÞ where % a ð0; 1=ð4lÞ�. Since MðSjÞ=mðSjÞ ! n as j ! l and
L > 2n we may assume for j large enough that MðSjÞ < 1

2LmðSjÞ. Therefore, we
have

jMðS 0
j Þ �MðSjÞj ¼ jln�1

j � 1jMðSjÞa
1

2
Ljln�1

j � 1jmðSjÞ

a
1

2
Ljln

j � 1jmðSjÞ ¼
1

2
Ljon �mðSjÞj:
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Note that from (6.23) it follows for j large d1ðTjÞa 2d1ðSjÞ. Therefore, the pre-
vious inequality, together with (6.24), yields

MðS 0
j Þ � non aMðSjÞ þ

1

2
LjmðSjÞ � onj � nonð6:26Þ

a nonC1d
2
1ðTjÞ �

1

2
LjmðSjÞ � onj

a 4nonC1d
2
1ðSjÞ �

1

2
LjmðSjÞ � onj:

For j a N we now define the homotopy h : ½0; 1� � Rnþk ! Rnþk by hðs; xÞ :¼
ð1� sÞxþ sljx. Then, hð0; �Þ ¼ id and hð1; �Þ ¼ hlj , where hljðxÞ :¼ ljx. There-
fore, by the homotopy formula we have

qhað½½0; 1�� � SjÞ ¼ haqð½½0; 1�� � SjÞ ¼ haðf1g � Sj � f0g � Sj � ½½0; 1�� � qSjÞ
¼ haðf1g � Sj � f0g � SjÞ ¼ ðhljÞaSj � idaSj ¼ S 0

j � Sj:

and therefore by [21, 26.23], the facts that sptSj HBRo
and lj ! 1 (especially that

lj a 2 for j large enough) and MðSjÞ < 1
2LmðSjÞ we obtain

mðS 0
j � SjÞaMðhað½½0; 1�� � SjÞÞa sup

x A sptSj

jx� ljxjð1þ ljÞn�1MðSjÞ

a 3n�1Rojlj � 1jMðSjÞa
1

2
3n�1LRojln

j � 1jmðSjÞ

¼ 1

2
3n�1LRojmðSjÞ � onj:

To proceed further we denote by ½½Dj�� a flat n-dimensional unit disk realizing
d1ðS 0

j Þ up to an error e > 0, i.e. mðS 0
j � q½½Dj��Þ < d1ðS 0

j Þ þ e. Moreover, since

mðSjÞ ! on we may assume that jmðSjÞ � onja ð2 � 32n�1nonC1LR2
oÞ

�1 for j
large enough. We therefore obtain

d21ðSjÞam2ðSj � q½½Dj��Þa ðmðSj � S 0
j Þ þmðS 0

j � q½½Dj ��ÞÞ2

< ðmðS 0
j � SjÞ þ d1ðS 0

j Þ þ eÞ2 a 3m2ðS 0
j � SjÞ þ 3d21ðS 0

j Þ þ 3e2

a
1

4
32n�1L2R2

o jmðSjÞ � onj2 þ 3d21ðS 0
j Þ þ 3e2

a
L

8nonC1
jmðSjÞ � onj þ 3d21ðS 0

j Þ þ 3e2:

Since e > 0 can be chosen arbitrarily small we can pass to the limit e # 0 and
obtain

d21ðSjÞa 3d21ðS 0
j Þ þ

L

8nonC1
jmðSjÞ � onj;
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whenever j is large enough. Using this to estimate to bound the right-hand side in
(6.26) from above we find that

MðS 0
j Þ � non a 12nonC1d

2
1ðS 0

j Þ:ð6:27Þ

Step 7: Adjusting the barycenter condition. Here we establish that we can as-
sume without loss of generality that the barycenter of S 0

j is the origin in Rnþk, i.e.

barðS 0
j Þ :¼

1

MðS 0
j Þ

Z
z dkS 0

j k ¼ 0

holds true for all j a N. First of all the barycenter of S 0
j is well defined since

sptS 0
j HBRo

. Moreover, since kS 0
j k ! kq½½D��k ¼Hn�1

O
ðSn�1 � f0gÞ as j ! l

in the sense of Radon measures we haveZ
z dkS 0

j k !
Z

z dHn�1 ¼ 0 and MðS 0
j Þ ! non

in the limit j ! l, and this implies barðS 0
j Þ ! 0. Therefore we can replace S 0

j

by S 00
j :¼ S 0

j � barðS 0
j Þ. The new sequence now fulfills the barycenter condition

barðS 00
j Þ ¼ 0 and also kS 00

j k ! kq½½D��k ¼Hn�1
O
ðSn�1 � f0gÞ. Finally, the cur-

rents S 00
j have support in BRo

and satisfy (6.27), that is we have

MðS 00
j Þ � non a 12nonC1d

2
1ðS 00

j Þ:ð6:28Þ

Step 8: Adjusting the mixed second order moments. We define the second order
moments of S 00

j by

MS 00
j
:¼ o�1

n

Z
zn z dkS 00

j k:

Note that MS 00
j
is well defined since sptS 00

j HBRo
. Since kS 00

j k ! kq½½D��k in the
sense of Radon measures the second order moments of S 00

j converge to the second
order moments of the unit sphere Sn�1 � f0g, i.e.

lim
j!l

MS 00
j
¼ MSn�1�f0g :¼ o�1

n

Z
Sn�1�f0g

zn z dHn�1 ¼ In;

where In : R
nþk ! Rnþk is defined by Inðx; yÞ :¼ ðx; 0Þ. Therefore, we have

lim
j!l

kMS 00
j
� Ink ¼ 0;

and this allows us to apply Lemma 4.2 for j a N large enough, to be precise for
those j for which kMS 00

j
� Ink < eo holds true, where eo ¼ eoðn; kÞ > 0 is the con-

stant from Lemma 4.2. Hence, we find Rj a SOðnþ kÞ satisfying

kRj � Ika cðn; kÞkMS 00
j
� Ink
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such that for the second order moments of the tilted currents S 000
j :¼ ðRjÞaS 00

j , i.e.
for

MS 000
j
:¼ o�1

n

Z
zn z dkS 000

j k;

the mixed moments are zero, i.e. for i ¼ 1; . . . ; n and a ¼ 1; . . . ; k we have

ðMS 000
j
Þi;nþaC

Z
xiya dkS 000

j k ¼ 0;

and moreover

kMS 000
j
� Inka cðn; kÞkMS 00

j
� Ink:

The tilted currents are of course again ðM;oÞ-minimizing and, since
S 00
j ! kq½½D��k, they also converge in the sense of Radon measures to kq½½D��k.

Moreover, the barycenter condition also holds true for the tilted currents. Fur-
thermore, we have MðS 000

j Þ ¼ MððRjÞaS 00
j Þ ¼ MðS 00

j Þ and mðS 000
j Þ ¼ mððRjÞaS 00

j Þ ¼
mðS 00

j Þ. Since d1 is invariant by rotations, we have d1ðS 000
j Þ ¼ d1ðS 00

j Þ. But this
shows, that also (6.28) holds true for the tilted currents S 000

j , that is we have

MðS 000
j Þ � non a 12nonC1d

2
1ðS 000

j Þ:ð6:29Þ

To avoid an overburdened notation, from now on we write Sj instead of S 000
j , but

we keep in mind that Sj ! q½½D�� in the Floc-topology, weakly as currents and in
the Kuratowski convergence and kSjk ! kq½½D��k in the sense of Radon measures.
Further, the Sj are ðM;oÞ-minimizing in the sense that (6.25) holds true for Sj.
For the associated mass minimizing currents we have mðSjÞ ¼ on.

Step 9: Regularity and conclusion. We recall that the flat n-dimensional unit
disk ½½D�� is the closed unit disk centered at the origin in Rn � f0gHRnþk. We
write ½½Sn�1�� for the boundary of En

O
Bn
1 ð0Þ. At this stage we apply the regularity

theorem to our sequence Sj which is build up by ðM;oÞ-minimizing currents for
the modulus oð%Þ ¼ 8l% (meaning that we have Co ¼ 8l ¼ 8ðC1 þLÞ in Theo-
rem 6.2). The application of Theorem 6.2 yields for j large enough spherical
graph representations Sj ¼ ðXjÞa½½Sn�1�� with maps uj, vj on Sn�1 of class C1; 12.
The supports Gj :¼ sptSj ¼ XjðSn�1Þ are C1; 12 submanifolds of Rnþk. Since the
currents Sj fulfill the barycenter condition and have vanishing mixed second
order moments also the spherical graphs Gj have their barycenter in the origin
and vanishing mixed second order moments. By construction also the mass con-
staint mðSjÞ ¼ mð½½Gj��Þ ¼ on is satisfied. Finally, by (6.16) and DðSjÞ ! 0 we can
apply the higher codimension version of the Fuglede’s Theorem for spherical
graphs for j large enough, i.e. Theorem 4.1 is applicable since all hypotheses
hold true. Thus we have

MðSjÞ � non

non

C
Hn�1ðGjÞ � non

non

bCod
2
1ð½½Gj��ÞCCod

2
1ðSjÞ:
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But this contradicts (6.29), provided we choose 0 < C1 <
1
12Co. Here, we used

Hn�1ðGjÞ ¼ MðSjÞ and d1ð½½Gj��Þ ¼ d1ðSjÞ, since Sj ¼ Xa½½Sn�1��. This is the contra-
diction we were looking for and therefore finishes the proof of Theorem 2.1. r
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