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The Singularities of Type A4,
of Holonomic Systems

By

Nguyen Tien Dar*

§1. Introduction

Let us consider the microdifferential holonomic system .# whose
characteristic variety is in a generic position (see [2], Ch. I, §6) of the point
0, dxy)eP*X, X=C""'5(x,, %,, ---, X,). Suppose that the conditions in
the Theorem 5.9 in [3] are satisfied, there is a basis u,, -+, u, of # such
that we have the following equations:

{xou=(Ao(x)+A1£51)u
f,f(?lll:BJ(x)“, j=1y"')n
where A(x), Bj(x), j=1, ---, n are analytic matrices of order m and A4, is

a constant matrix. Note that these matrices have to verify the integrability
conditions

[4o(%), Bi(x)]=[Bi(x), Bj(x)]=0,

_aAo(x)

Xy

=[4,, B{x)]+ Byx),

0B(x) 0B{(x)
ox;, Ox;

J

) l:]=1:

By the last conditions we establish a generating matrix H(x) of the
system M such that tracH(x)=0,
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dH(x)
Ox;

=Bi(x)s Z=1, ey R

H(O)=HO)

where H,, is the solution of [4;, Hy]+Hy=—A4,0). In addition, the
other conditions translate to the following

[[AI,H(JC)]-FH(JC),Z—@:':O, l=1’ e, h (1)
[ai[) 6_H-:|=O) i) J=1) Ty, M.
6xi axj

The matrix H(x) satisfying the conditions (1) is called a D-matrix.

Thus, the investigation of singularities of holonomic systems reduces
to that of D-matrices (see [1]).

In this article we give the explicite form of D-matrices of type A4,.

§2. Results
Let H(x), x=(x,, -, x,) be a D-matrix of order n+1.

Definition. We say that H(x) is of type 4, if H(x) has the following

properties:

1) H(0)=0,

2) a—H(0)=X,

X1

2
%—I;{(O)=Y”, Y'=Y ... Y
X

where
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Theorem. There is a unique D-matrix H(x) of type A,.

that the matrix A, has the form

1 n+1
A, =diag (——, -+, .
! g(n+2 n+2)

The proof of this theorem relies on the following lemma:

929

It follows

(2)

Lemma. There is unique matrix A(x), x=(x, -+, x,) of order n+1

satisfying the following conditions

a) A@0)=X, g4(0)=Y",
5301

Al oAy

ax.’ B axk ’

b)

k: ]=1’ AN

where [A]*=A4 - A, k=1, -, n,
k

c) If A(x)=(a;j(x));j=1, .. n+1 then the functions g;(x) are quasihomo-

geneous with the weights

i+1—j
n+2

a(aij(x))= ) i: ]=1) T n+1

where ¢ is a weight function

§3. The Proofs

We shall prove first the theorem by the lemma.
We set

B.=[A), k=1, -, n.
Then we have
[Bi) B_]]=O) i) ]=1) N

and
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0By(x) 0Bj(x)
ox,

J

) .y k=1’ ey N
6.X'k J

Therefore, there is a unique matrix H(x) such that
H(0)=0,

0H(x)
0x;

=Bx), i=1, -, n.

(See [1], for example).

On the other hand, by the properties of quasihomogeneous functions

we have the equality

1 d 0H
(4, H(x)]+H(x)=;l:_—2 kgl (n+2—Fk) x,- @—’

Xk
where A, is given by (2).

Thus, it is easy to check that the conditions (1) are satisfied and we

have the theorem.

Proof of the lemma. We denote by m=(x,, -+, x,) the maximal ideal
of C{x}. We will construct the matrices 4,(x), p=0, 1, --- such that

Ap(x)=Ap+1(x) mod (mp+1)’ P=0, 1: ot
and they have to respect the conditions

O[A (x)1* _ O[A (x)V
Ox;

J

mod (mp)’ jy k=1) e, M. (b)p
X

Starting with 4y(x)=X, we define

Ay(x)=X+ Z Xp+1-i’ Y.

i=1

It is easy to show that the matrix 4,(x) satisfies the condition
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a[Al(x)]k _ o4, (x)]J
Ox;

J

mOd(m)v ].,k=1,"',7l. (b)l

6xk

By the derivation, the left hand side of (b), is equal to

k
T e LV RO S N
Xj Xj Coxy Xj
- --+M1(x)[A 1.
Remarking that
aAl(x)zyn+1—j
0x;

J

Ay(x) mod (m)=X
it follows that

k
a[Al(x)] mod (m)=Xk—1 yrt1 -j+Xk—2 Yn+1—jX+ R Y"+1_ij_1.
Xj
By a similar argument, we obtain
o[A, (%))

Xk

mod (m)=XI"1y"t 1Tk XIm2ymHickx y o g yrrickxio L

Let us remark that the matrices X, Y verify the following equalities
Yi=X""11y" 4+ X2y X 4+ YXL, D=1, -,

Setting I=n—k+1 and I=n—j+1, respectively, we are thus reduced to
showing that

X XTI XY X 44 YIXOTY)

+ X572 ) X



102 Ncuyen Tien Dar

____Xj—l(Xk—lYn+Xk—2YIIX+___+YnXk—-l)

FXIT( ) X

+ ( W @ —————-m-.e e e ) X971

It is easy to see that the rows of the left hand side are equal to the
columns of the right side. We hence have the desired equalities and with
it the conditions (b),.

Furthermore, we can show that the matrix 4,(x) is uniquely determined
by the conditions (a), (b),.

Suppose now we have already constructed A,(x), p=>1 satisfying (b),
and (c),, where the conditions (c), mean that if 4 ,(x) = (af(x)); j=1,....,+1 then

o(ali(x))=({—j+1)/(n+2).
By the conditions (c),, we have

0A4,(x)

axl

Y"

and therefore we obtain the decompositions

[Ap(0)] =2y Py(x)+ Op(x), k=1, -, n

where P’l‘,(x), '1‘,, k=1, ---, n are matrices not depending on x,. Thus, we
can write

A k

pﬂ@:M
5301
04 04
N0 e L G S VRO
0x, Ox,

=[z€ll,(x)]k'1 Y'+--+ Y"[Ap(x)]"_l.
On the other hand, derivating both sides of (b), by x; we have

8 A4, 9 A4V
O0xy  Ox; -

J

mod (mp)’ j: k=1: ey N

5x1 axk
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which implies

0 A4, _ 0 A4,
Ox

mod (m?F), , k=1, -,
i 6301 axk 6x1 ( ) J "

that is

—Q—P’;(x)=—a'P{,(x) mod (m"), Jy k=1, m
Ox; 0x,

From these equalities we can construct the matrix A4, (x) such that

aiAp+1(x)=P§<x) mod (mP*1), k=1, -
Xk

, M.

By induction on p, we can easily show that
A (x)=A4,:(x) mod (mP*").
Next, we shall prove that the matrix A, (x) satisfies (b),,:

a[Ap+ 1(x)]k _ 6[Ap+ 1(x)]j

3 F) mod (mP*'),  j, k=1, -, n
xl xk
Note that

a[Ap+ 1('x)]k k—1 aAp-kl("c)

M 14 1

b= A1) e,
04
T NI

Ox;

J

It follows by the above arguments that:

04, (x)]*
Ox;

mod (mP*?)

=[A,()]* 7 Pi(x) + [A, ()] T2 PY(x)Ap(x) + -+ PYx)[A (00"

=[A, H[A,@Y Y 4+ YA,
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A G ) A,)

N (e ) [,

Similarly we prove that

04,4+, ()

mod (mP*1)
0x;,

=[A, ()Y T ([Ap)] T Y 4+ VA (0]

R R0 ) A,(x)

N (e ) [,V

Then the conditions (b),,; follow by the same remarks as in the proof of
(b);- And we obtain the conditions (c),,; by a simple calculation of the
quasihomogeneous functions. Now we observe that A, (x)=4,(x), p=n by
the condition (c),.

Finally we define A(x)= A4,(x), then the matrix A(x) satisfies the conditions
of the lemma, so that the proof of lemma is complete.

§4. The Explicit Form of the Matrix A(x)
In this section we shall find the matrix A(x) in the form

A(x)=X+ Z wi(x) V7,
j=1

j

where (wj(x)), j=1, ---, n are quasihomogeneous functions with the weights
o(w;(x))=5+1, j=1, = n.

First, we denote by

k
By(x)= afaq(x) (= J[A(x)]
Xk 5x1

), k=1, -, n.
Suppose that
n
Bk(x)= z al;(x)Yn—k+j’ k=1y ey, R
j=1

where af(x)=1.
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We will calculate ajf as the functions of wy, -+, w,.

For k=1, it follows from the conditions (c) of the lemma that

0A(x
Bi(x)= ( )=Y".
Xy
For convenience we use the notations
En—i+1= 0 > j=1, -, n

0 1

j
Y=Y —E,, Jj=1, «, n.
We will show by induction on k the following expressions

k

YA =Y, di(®)E,—i+j-1 +b(E,,
i=1
(%) k=1
where b(x)= Y, a5 (x) wy_;
j=1
j-2
@ =aj)+ Y, @) wiioy,  j=10k
i=1
(%%t 1

k=1
arl 1(x)=by(x)+ Z af(x) wy_;.
i=1

To prove (%),=(*#%),,, we compute

k koj-1 _
A@)B(x)= Y. aix) Yy pujor+ 2, (Y, ai(x)w;_) Y *+,
i 1

j=1 j=2 i=
And then we have

k+1 k
AAWTI 04 4oy AAW]

By 1(x)=
0x, x4 %4

= Y"[A(0)]* + A(x) Bi(x)



106 NcuyenN Tien Dar

(*_)ki k( Yn—k+j-—1+b E + i(jil k )Yn—k+j
=2 aj(x) (0E, sl a;wj_;
j= =2 i=
n ji—2 . k—1
=) (dix)+ ) af(x) wj—i— ) Y" T 4 (By(x) + af(x) wy_) Y™
j=1 i=1 i=1

Thus we obtain (*#),,,. Let us now prove the implication (%), 1=>(*);+ -
By the straightforward computations it follows that

VA =(Y"[A)]") - Ax)

k n
=(), di(*) Eyoprjm1 H0(0E) (X + Y ;Y))
j=1

J

ji=1
k j-2
= Z (di(x) + Y. af(x) Wi_i— 1By _k1j2
j=1 i=1

k—1 k
+ (b(x) + Z af(x) wy—)E,— 1 +(
i=1 =1

J

af(x) Wr—j+ 1E,

e}l kE1
( L Y & E, o+ (DE,
=1

k

where we put b, ;(x)= ) af(x) we_j+;. This proves (¥)4;.
j=1

We also observe that df(x)=1 and @%(x)=0 for all k=1, -+, n.

Next, by the recurrence formulae (xx%), we will calculate explicitly a'} as

the functions of w,, -, w,.

Proposition. The function af is given by the formula

ai )y RS () w?, 3<i<k
a

where

wr=wi - Wit

k—j+2 722

n (k—s)

Rie)=—
. s=0
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and
{a1+ et =7,
200+ -+ +(n+ o, =5—1.

Note here that

r—2 1 ifr=1
k—s)=
sl;lo( ) {k ifr=2.

Proof. Let us prove by the induction on k. For j=1 we have df =1,
so that al=1. For j<k, it is enough to show that for a=(a,, -, a,)
satisfying

oy + oo, =7
20y + -+ (n+ Do, =j—1
we have
RiT'@=Ri@)+ Y, Rii-a(0*@),  j<k
i=1

and
k-1

Riii@= Y RZi@*@) + Rio; (%))

i=1
where we put

“*(i)=(a1) ) ai_l) ) an)! l=1) N

Ri(a*(i))=0, if 0;=0.
By the induction hypothesis we have
1 r—2
Rio)=— (k=j+2) [[ (k=)
. s=0
r—3

R, (oc*(i))=%(k—j+i+3) Il =9,  i=1, -, n

s=0



108 Nguyven TieN Dar

i r—3
REL @ @)= G+1) [] (k=1-9),  i=1, =,
ol s=0

Then, by a direct computation, one obtains

R—j+3 12
T3] kb1—s), i<kl

s=0

R§+1 ((X)=

This proves the proposition.

Remark. By the definition we have

ow . )
T—=aptitm, j<m
axn+j—m
By remarking that a;?”_"' depends only w,, ---, w;_ (the consequence of
the proposition). Then by the induction the functions w,(x), m=1, ---, n

are uniquely determined with initial value w,(0)=0.

We make a conjecture.
Conjecture. The function w,(x) is given by
wi(x) = ZOy(ar)x*

where

X __ 01
x —xl see

n

Xn

1 r—1
Oulo0)=— [T Gn+2)—k)
ol j=1

with

{ot1+---+oc,,=r

200,430, +-+m+ Doy =k+1

(Note that for =1 we put Q,(¢)=1).
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