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A Maillet Type Theorem for First Order
Singular Nonlinear Partial Differential

Equations

By

Akira Shirai∗

Abstract

We shall study the first order singular nonlinear partial differential equation
of the form f(x, u(x), ∂xu(x)) = 0 with u(0) = 0, where x ∈ Cn and f(x, u, ξ) is
holomorphic in a neighborhood of the origin. This equation is said to be singular if
f(0, 0, ξ) ≡ 0 for all ξ ∈ Cn. The purpose of this paper is to study the Maillet type
theorem which means to determine the Gevrey order of a formal power series solution
which may diverge.

§1. Introduction

We consider the following first order nonlinear partial differential equation
of general form in the complex domain:{

f(x, u(x), ∂xu(x)) = 0,

u(0) = 0
(1.1)

where x = (x1, . . . , xn) ∈ Cn, ∂xu = (∂x1u, . . . , ∂xn
u), and f(x, u, ξ) (ξ =

(ξ1, . . . , ξn) ∈ Cn) is a holomorphic function in a neighborhood of the origin.
We assume that f(x, u, ξ) is an entire function in ξ variables when x and

u are fixed. As a fundamental assumption, we always assume the existence of
a formal solution of the equation (1.1), that is,
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276 Akira Shirai

Assumption 1. The equation (1.1) has a formal solution of the form

u(x) =
∑
|α|≥1

uαxα =
n∑

j=1

ξ0
j xj +

∑
|α|≥2

uαxα ∈ C[[x]],(1.2)

where α = (α1, . . . , αn) ∈ Nn (N = {0, 1, 2, . . . }) denotes the multi-index and
|α| = α1 + · · · + αn.

Our interest in this paper is to study the convergence or the divergence
nature of such a formal solution in the case where the equation (1.1) is singular
in the sense defined in Miyake-Shirai [3] as follows:

f(0, 0, ξ) ≡ 0, for all ξ ∈ Cn.(1.3)

By (1.3), the coefficients ξ0 = (ξ0
1 , . . . , ξ0

n) of linear part of the formal
solution (1.2) satisfy

∂

∂xi
f(x, u(x), ∂xu(x))

∣∣∣∣
x=0

=
∂f

∂xi
(0, 0, ξ0) +

∂f

∂u
(0, 0, ξ0)ξ0

i = 0

for i = 1, 2, . . . , n. We take and fix one ξ0 of such roots.
Let v(x) = u(x)−∑n

j=1 ξ0
j xj be a new unknown function. By substituting

this power series into (1.1), we see that v(x) satisfies the following equation:P0v(x) =
∑
|α|=2

cαxα + f3(x, v(x), ∂xv(x)),

v(x) = O(|x|2)
(1.4)

where f3(x, v, ξ) is holomorphic in a neighborhood of the origin with Taylor
expansion

f3(x, v, ξ) =
∑

|α|+2r+|κ|≥3

fαrκxαvrξκ, κ = {κj} ∈ Nn, |κ| =
n∑

j=1

κj ,

and P0 denotes the operator of the form

P0 = (x1, . . . , xn)A

∂x1

...
∂xn

+ fu(0, 0, ξ0)(1.5)

with an n × n matrix A = (aij)i,j=1,2,... ,n given by

aij =
∂2f

∂xi∂ξj
(0, 0, ξ0) +

∂2f

∂u∂ξj
(0, 0, ξ0)ξ0

i .
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Let the Jordan canonical form of A be given by

A ∼


Am

B1

. . .
Bp

Oq


where

Am =


λ1

δ1 λ2

. . . . . .
δm−1 λm

 , Bj =


0
1 0

. . . . . .
1 0

 and Oq

are the block of nonzero eigenvalues of size m, nilpotent block of size nj and zero
matrix block of size q, respectively. It is obvious that m+n1 + · · ·+np +q = n.

Under the above situation, Miyake-Shirai [3] proved the following results:

Theorem 1 (Miyake-Shirai). (i) Let m = n and {λj}n
j=1 satisfy the

following condition which is called the Poincaré condition:

Ch(λ1, . . . , λn) �� 0,(1.6)

where Ch(λ1, . . . , λn) denotes the convex hull of {λ1, . . . , λn}. Then the formal
solution u(x) converges in a neighborhood of the origin.

(ii) If q = n and fu(0, 0, ξ0) �= 0, then the formal solution u(x) belongs to
the Gevrey class of order at most 2, that is, the power series

∑
|α|≥1 uαxα/|α|!

converges in a neighborhood of the origin.

In this paper, we give a refinement of Theorem 1. Firstly we determine
the Gevrey order of the formal solution u(x) in the case where the matrix A

is nilpotent, that is, the case where m = 0 and p ≥ 1, which is not studied in
Miyake-Shirai [3].

Theorem 2. If m = 0, p ≥ 1 and fu(0, 0, ξ0) �= 0, then the formal
solution u(x) of (1.1) belongs to the Gevrey class of order at most 2N with N =
max{n1, . . . , np}, that is, the power series

∑
|α|≥1 uαxα/|α|!2N−1 converges in

a neighborhood of the origin.

In the case of first order linear singular equations, Hibino [2] and Yamazawa
[5], [6] studied the same problem and they determined the Gevrey order of the
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formal solutions which deeply depends on the Jordan canonical form of A.
Theorem 2 is a nonlinear version of their results in the case where the matrix
A is nilpotent.

Secondly we consider (1.1) in the case where A is regular, that is, the
case where m = n. By Theorem 1, we already know that the formal solution
converges in a neighborhood of the origin under the Poincaré condition (1.6).
In this paper, we assume the following condition which is a combination of the
Siegel condition and the non-resonance condition:

Assumption 2. For all α = {αj} ∈ Nn with |α| ≥ 2, there exist C > 0
and p < 1 such that ∣∣∣∑n

j=1
λjαj + fu(0, 0, ξ0)

∣∣∣ ≥ C|α|p.(1.7)

We remark that in the case where p > 0, the condition is equivalent to the
following two conditions:

(a) |∑n
j=1 λjαj | ≥ C|α|p, |α| ≥ 2, (Siegel condition),

(b)
∑n

j=1 λjαj + fu(0, 0, ξ0) �= 0, |α| ≥ 2, (Non-resonance condition).

The Jordan canonical form of A in (1.5) is written by

A ∼ Am =


Λ1

Λ2

. . .
ΛN

 with Λj =


λj

1 λj

. . . . . .
1 λj

 ,

where λj �= 0 for j = 1, 2, . . . , N and kj ∈ N denotes the size of Λj .
Our result is stated as follows:

Theorem 3. Under Assumption 2, the formal solution of the equation
(1.1) belongs to the Gevrey class of order at most s with

s = 2 max{k1, k2, . . . , kN}(1 − p) + p,(1.8)

that is, the power series
∑

|α|≥1 uαxα/|α|!s−1 converges in a neighborhood of
the origin.

We remark that when p = 1 Theorem 3 claims the convergence of the
formal solution, which is already known by Theorem 1.
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At the end of this introduction we give a mention about the study by
Gérard-Tahara on singular partial differential equations which can be seen in
their book [1] and the references therein. Their research treats many kinds
of problems for singular (nonlinear) partial differential equations such as the
convergence of formal solutions, the Maillet type theorem for divergent for-
mal solutions, the existence of singular solutions, etc. However, their study is
somewhat restricted to the equations of reduced form such as

n∑
i,j=1

aijxi∂xj
u + cu =

n∑
j=1

ajxj + f2(x, u, {xi∂xj
u}i,j=1,2,... ,n),

u(0) = 0,

(1.9)

where f2(x, u, ξ) =
∑

|α|+r+|κ|≥2 fαrκxαurξκ. Our equation (1.4) deals with
a wider class of equations than (1.9) in the sense that the derivative of the
unknown function u appears in nonlinear terms in the form ∂xv, not in the
form {xi∂xj

u}i,j=1,2,... ,n as in (1.9). For example,

2∑
i,j=1

aijxi∂xj
u + u = (x1 + x2)2 + u∂x2u, u = O(|x|2)

can be treated only by our framework. Our theory can be said to be a trial
toward the classification of singular equations from the general point of view.

§2. Refinements of Theorems

The estimate of Gevrey order given in Theorems 2 and 3 is not best-
possible. In fact, if we introduce the Gevrey order s = (s1, . . . , sn) depending
on the variables (cf. Definition 1 below) after employing a linear transformation
which reduces the matrix A to its Jordan canonical form, we can obtain more
precise estimates.

Definition 1 (s-Borel transformation). Let s = (s1, . . . , sn) ∈ (R≥1)n

where R≥1 = {x ∈ R ; x ≥ 1}. For a formal power series f(x) =
∑

|α|≥0 fαxα,
the s-Borel transform Bs(f)(x) of f(x) is defined by

Bs(f)(x) =
∑
|α|≥0

fα
|α|!

(s · α)!
xα.(2.1)
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Definition 2 (Gevrey class Gs
x ). We say that f(x) =

∑
|α|≥0 fαxα ∈

Gs
x , if the s-Borel transform Bs(f)(x) converges in a neighborhood of the origin,

and s is called the Gevrey order.

Remark 1. (i) If two Gevrey orders s = {sj} and s′ = {s′j} satisfy
sj ≤ s′j for all j = 1, 2, . . . , n, then Gs

x ⊂ Gs′
x .

(ii) If s′ = (s′, s′, . . . , s′) ∈ (R≥1)n, then f(x) ∈ Gs′
x if and only if

∑ fα

|α|!s′−1
xα

converges in a neighborhood of the origin. Moreover, for all linear transforma-
tions ξ = xM (ξ ∈ Cn and M is an n×n invertible matrix), g(ξ) := f(ξM−1) ∈
G(s′)

ξ .

(iii) For a formal power series u(x) ∈ C[[x]], if Bs(u)(x) ∈ G�s
x , then we

have u(x) ∈ Gs+�s−1n
x with 1n = (1, 1, . . . , 1) ∈ Nn.

Let us give a refined form of Theorem 2. Let us suppose that the same
assumption as in Theorem 2 holds and further that the vanishing order of v(x)
is K ≥ 2. Then by a linear change of independent variables which brings the
matrix A in (1.5) to the Jordan canonical form, the equation (1.4) is reduced
to the following form:Pv(y, z) =

∑
|β|+|γ|=K

cβγyβzγ + fK+1(y, z, v, ∂yv, ∂zv),

v(y, z) = O((|y| + |z|)K),
(2.2)

where

P =
p∑

i=1

ni−1∑
j=1

δyi,j+1∂yi,j
+ c, c = fu(0, 0, ξ0),(2.3)

δ, c ∈ C \ {0}, y = (y1, y2, . . . , yp) ∈ Cn1+···+np where yi = (yi,1, . . . , yi,ni
) ∈

Cni , z = (z1, . . . , zq) ∈ Cq,

fK+1(y, z, v, η, ζ) =
∑

|β|+|γ|+Kr+(K−1)(|µ|+|ν|)≥K+1

fβγrµνyβzγvrηµζν ,

where |β|, |γ|, |µ| and |ν| denote the length of multi-indices β = {βi,j} ∈
Nn1+···+np , γ = {γk} ∈ Nq, µ = {µi,j} ∈ Nn1+···+np and ν = {νk} ∈ Nq,
respectively.
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Remark 2. We may assume that the constant δ is as small as we want.
Indeed, we introduce new independent variables ỹ = {ỹi,j} by ỹi,j =
εn1+···+ni−1+jyi,j . Then δ is replaced by εδ. Therefore, by choosing ε > 0
small enough, we may assume that the coefficient δ is arbitrary small.

For p = (p1, p2, . . . , pd) (d ≥ 1) and a constant a, we define p(a) by

p(a) = (p1 + a, p2 + a, . . . , pd + a).(2.4)

Then Theorem 2 is obtained immediately from the following:

Proposition 1. The equation (2.2) has a unique formal solution which
belongs to the Gevrey class of order s with

s = (s1(σ), s2(σ), . . . , sp(σ),1q(σ)),(2.5)

where si = (1, 2, . . . , ni) ∈ Nni , 1q = (1, 1, . . . , 1) ∈ Nq and

σ = max
(β,γ,r,µ,ν)

{
A(µ, ν)

|β| + |γ| + Kr + (K − 1)(|µ| + |ν|) − K
; fβγrµν �= 0

}
,(2.6)

A(µ, ν) =


max{j ; µi,j �= 0} if |µ| ≥ 1,

1 if |µ| = 0, |ν| ≥ 1,

0 if |µ| = |ν| = 0.

Proof of Theorem 2. As mentioned above, the equation (2.2) is the one
which is obtained from (1.4) by a linear change of independent variables. The
Gevrey order of the formal solution v(x) of (1.4) is estimated by the maximal
value of components of s. Because of the trivial estimate A(µ, ν) ≤ N =
max{n1, . . . , np} and the determination of si, we see that the Gevrey order of
v is estimated by 2N .

Next we shall suppose Assumption 2 in Section 1 and consider a refinement
of Theorem 3. Similarly to the reduction of (1.4) into (2.2), the equation (1.4)
is reduced to the following one by a linear change of independent variables.(Λ + ∆)v(y) =

∑
|α|=K

cαyα + fK+1(y, v(y), ∂yv(y)),

v(x) = O(|y|K), K ≥ 2,

(2.7)

where

Λ =
N∑

i=1

ki∑
j=1

λiyi,j∂yi,j
+ fu(0, 0, ξ0), ∆ =

N∑
i=1

ki−1∑
j=1

δyi,j+1∂yi,j
,
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fK+1(y, v, ξ) =
∑

|α|+Kr+(K−1)|κ|≥K+1

fαrκyαvrξκ.

By the same reason as in Remark 2, we may assume the coefficient δ is arbitrary
small as we want.

Now Theorem 3 is obtained from the following:

Proposition 2. Under the condition (1.7), the equation (2.7) has a
unique formal solution which belongs to the Gevrey class of order s with

s = (t1(σ), . . . , tN (σ)),(2.8)

where ti = {si,j}j=1,... ,ki
= {j − p(j − 1)}j=1,... ,ki

and

σ = max
(α,r,κ)

{
A(r, κ)

|α| + Kr + (K − 1)|κ| − K
; fαrκ �= 0

}
,

A(r, κ) =


max

i,j
{si,j − p ; κi,j �= 0} if |κ| ≥ 1,

max{−p, 0} if r ≥ 1, |κ| = 0,

0 if r = |κ| = 0.

Proof of Theorem 3. By an easy calculation, we have

σ ≤ max{si,j} − p ≤ max{k1, . . . , kN}(1 − p).

Then si,j + σ are estimated by

si,j + σ ≤max{si,j} + max{k1, . . . , kN}(1 − p)

≤ 2 max{k1, . . . , kN}(1 − p) + p.

By this inequality, we can see that the formal solution belongs to the Gevrey
class of order at most

s = 2 max{k1, . . . , kN}(1 − p) + p.(2.9)

§3. Proof of Propositions 1 and 2

In this section, we shall prove Propositions 1 and 2 by assuming the lemmas
below which will be proved in the next section.
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§3.1. Proof of Proposition 1

First we prove the uniqueness of formal solutions. We decompose the for-
mal power series v(y, z) into the sum of homogeneous polynomials in (y, z)
variables, that is, we put v(y, z) =

∑
L≥K vL(y, z) where vL(y, z) is a homoge-

neous polynomial of degree L in (y, z) variables.
By substituting v(y, z) =

∑
L≥K vL(y, z) into the equation, we can see that

the homogeneous polynomials {vL(y, z)}L≥K satisfy the following relations:

PvK(y, z) =
∑

|β|+|γ|=K

cβγyβzγ ,(3.1)

and for L > K

PvL(y, z) =
∑′

fβγrµνyβzγ
r∏

l=1

vLl
(y, z)(3.2)

×
p∏

i=1

ni∏
j=1

µi,j∏
l=1

∂yi,j
vMijl

(y, z)
q∏

k=1

νk∏
l=1

∂zk
vNkl

(y, z),

where P =
∑p

i=1

∑ni−1
j=1 δyi,j+1∂yi,j

+ c and
∑′ is taken over

|β| + |γ| + Kr + (K − 1)(|µ| + |ν|) ≥ K + 1,

|β| + |γ| +
r∑

l=1

Ll +
p∑

i=1

ni∑
j=1

µi,j∑
l=1

(Mijl − 1) +
q∑

k=1

νk∑
l=1

(Nkl − 1) = L.
(3.3)

It follows from (3.3) that Ll, Mijl, Nkl ≤ L − 1 for all i, j, k and l. Indeed, for
Mijl we have

L = |β| + |γ| +
r∑

l=1

Ll +
p∑

i=1

ni∑
j=1

µi,j∑
l=1

(Mijl − 1) +
q∑

k=1

νk∑
l=1

(Nkl − 1)

≥ |β| + |γ| + Kr + (K − 1)(|µ| + |ν|) + (Mijl − 1) − (K − 1)

≥Mijl + 1,

which implies Mijl ≤ L − 1. We can prove the statements for {Ll} and {Nkl}
in a similar mannar. These guarantee that (3.2) gives a recursion formula for
{vL}.

Here we prepare the following lemma:

Lemma 1. (i) Let C[y, z]L be the set of homogeneous polynomials of
degree L in y and z variables. Then for all L ≥ 2, the operator P : C[y, z]L −→
C[y, z]L is invertible.
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(ii) Let ŝ := (s1, . . . , sp,1q) = s−σn with σn = 1n(σ)−1n = (σ, σ, . . . , σ)
∈ (R≥1)n where si is the vector defined in Proposition 1, and let uL(y, z),
fL(y, z) ∈ C[y, z]L. We consider the following equation:

PuL(y, z) = fL(y, z).

If a majorant relation B
�s(fL)(y, z) 
 FL × (|y| + |z|)L does hold with |y| =∑p

i=1

∑ni

j=1 yi,j and |z| =
∑q

k=1 zk by a positive constant FL > 0, then there
exists a positive constant C > 0 independent of L such that

B
�s(uL)(y, z) = B

�s(P−1fL)(y, z) 
 CFL × (|y| + |z|)L.(3.4)

By Lemma 1 (i), the recursion formulas (3.1) and (3.2) are solvable
uniquely. Therefore the uniqueness follows immediately.

Next we shall give the estimate of the Gevrey order. We take U(y, z) =
Pv(y, z) as a new unknown function. Then U(y, z) satisfies the following equa-
tion: U(y, z) =

∑
|β|+|γ|=K

cβγyβzγ + fK+1(y, z, P−1U, ∂yP−1U, ∂zP
−1U),

U(y, z) = O((|y| + |z|)K).
(3.5)

By applying the ŝ-Borel transformation to the equation (3.5), we have

B
�s(U)(y, z) =

∑
|β|+|γ|=K

cβγ
(|β| + |γ|)!
{ŝ · (β, γ)}!y

βzγ(3.6)

+B
�s{fK+1(y, z, P−1U, ∂yP−1U, ∂zP

−1U)}.
In order to construct a majorant equation of this equation, we prepare the

following lemma.

Lemma 2. (i) For two arbitrary formal power series u(y, z) =∑
|β|+|γ|≥0 uβγyβzγ and v(y, z) =

∑
|β|+|γ|≥0 vβγyβzγ , we have

B
�s(uv)(y, z) 
 C0B�s(|u|)(y, z)B

�s(|v|)(y, z), C0 = max{sij} ≥ 1,

where |u|(y, z) :=
∑

|β|+|γ|≥0 |uβγ |yβzγ .

(ii) If B
�s(u)(y, z) 
 W (T ) =

∑
L≥0 WLTL (T = |y| + |z|), then there

exists a positive constant M > 0 independent of i, j and k such that

B
�s(∂yi,j

P−1u)(y, z) 
 M
d

dT

(
T

d

dT

)j−1

W (T ), for 1 ≤ i ≤ p, 1 ≤ j ≤ ni,

B
�s(∂zk

P−1u)(y, z) 
 M
d

dT
W (T ), for k = 1, 2, . . . , q.
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Here we consider the following ordinary differential equation which is called
the majorant equation of (3.6):

(3.7)

W (T ) =

 ∑
|β|+|γ|=K

|cβγ | (|β| + |γ|)!
{ŝ · (β, γ)}!

TK

+ |fK+1|
T, . . . , T, C1W,

{
C2

d

dT

(
T

d

dT

)j−1

W

}
(i,j)

,

{
C2

d

dT
W

}
k

 ,

where C1 = CC0, C2 = MC0.
Let us explain how the equation (3.7) is derived from (3.6). By Lemmas

1 and 2, we can show that a majorant relation B
�s(U)(y, z) 
 W (T ) implies

B
�s(P−1U)(y, z) 
 CW (T ) and

B
�s{fK+1(y, z, P−1U, ∂yP−1U, ∂zP

−1U)}


 |fK+1|
T, . . . , T, C1W,

{
C2

d

dT

(
T

d

dT

)j−1

W

}
(i,j)

,

{
C2

d

dT
W

}
k

 .

Indeed, to prove this, it is sufficient to notice that B
�s(U2) 
 {C0B�s(|U |)}2 by

C0 ≥ 1, etc., and that

B
�s

yβzγ(P−1U)r
∏
i,j,k

(∂yi,j
P−1U)µi,j (∂zk

P−1U)νk



 yβzγ{C0B�s(|P−1U |)}r

∏
i,j,k

{C0B�s(|∂yi,j
P−1U |)}µi,j{C0B�s(|∂zk

P−1U |)}νk


 T |β|+|γ|(CC0W )r
∏
i,j,k

{
MC0

d

dT

(
T

d

dT

)j−1

W

}µi,j {
MC0

d

dT
W

}νk

.

Therefore by the above construction of the equation (3.7), the formal solution
W (T ) of (3.7) is a majorant series of B

�s(U)(y, z), that is,

W (|y| + |z|) � B
�s(U)(y, z).(3.8)

For the equation (3.7), we have W (|y|+|z|) ∈ G1n(σ)
y,z , because we can prove

the following result:

Lemma 3. Let p be nonnegative real number and DT = d/dT (T ∈ C).
We define the formal differentiation (TDT )p by

(TDT )p(TL) := LpTL.(3.9)
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We consider the following nonlinear equation:{
U(T ) = aTK + fK+1(T, U, (TDT )pU, {DT (TDT )skU}k=1,2,... ,n),
U(T ) = O(TK),

(3.10)

where a �= 0, p ≥ 0, sk ≥ 0 (k = 1, 2, . . . , n), K ≥ 2 and

fK+1(T, U, V, ξ) =
∑

V (i,j,m,α)≥K+1

fijmαT iU jV mξα.

Here V (i, j,m, α) = i+Kj+Km+(K−1)(α1+ · · ·+αn) denotes the vanishing
order of T iU j{(TDT )pU}m

∏n
k=1{DT (TDT )skU}αk . Then the equation (3.10)

has a unique formal solution which belongs to G1+σ
T with

σ = max
i,j,m,α

{
A(i, j,m, α)

V (i, j,m, α) − K
; fijmα �= 0

}
where

A(i, j,m, α) =


max{p, max{sk + 1 ; αk �= 0}} if |α| ≥ 1, m ≥ 1,

max{sk + 1 ; αk �= 0} if |α| ≥ 1, m = 0,

p if |α| = 0, m ≥ 1,

0 if |α| = m = 0.

We remark that A(i, j,m, α) denotes the maximal order of differentiation
in the term T iU j{(TDT )pU}m

∏n
k=1{DT (TDT )skU}αk .

Now we return to the proof of Proposition 1. In our majorant equation
(3.7), the maximal order of differentiation in each term is given by A(µ, ν) which
appeared in the statement of Proposition 1, and the difference of vanishing order
of each term and that of W (T ) is given by

|β| + |γ| + Kr + (K − 1)(|µ| + |ν|) − K.

Therefore, by Lemma 3, we have W (T ) ∈ G1+σ
T .

By Lemma 1 (ii), the following majorant relation holds:

B
�s(v)(y, z) = B

�s(P−1U)(y, z) 
 CW (|y| + |z|) ∈ G1n(σ)
y,z .

By Remark 1 (iii), we have u(y, z) ∈ G�s+1n(σ)−1n
y,z = Gs

y,z.
Thus Proposition 1 is proved. �
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§3.2. Proof of Proposition 2

First we give the following lemma:

Lemma 4. (i) For all L ≥ 2, the operator P = Λ+∆ : C[y]L −→ C[y]L
is invertible.

(ii) Let uL(y), fL(y) ∈ C[y]L. We consider the following equation:

PuL(y) = fL(y).

Let a majorant relation B
�t(fL)(y) 
 FL × TL (FL ≥ 0) hold where T = |y| =∑N

i=1

∑ki

j=1 yi,j and t̂ = (t1, . . . , tN ) which appeared in Proposition 2. Then
there exists a positive constant C > 0 independent of L such that

B
�t(uL)(y) = B

�t(P
−1fL)(y)(3.11)


CL−pFL × TL =: C

(
T

d

dT

)−p

(FL × TL),

where p < 1 is the constant which appeared in (1.7).

We take Pv(y) = U(y) as a new unknown function. Then U(y) satisfies
the following equation:U(y) =

∑
|α|=K

cαyα + fK+1(y, P−1U(y), ∂yP−1U(y)),

U(y) = O(|y|K).
(3.12)

By the same argument as in the proof of Lemma 2 (ii), we have

B
�t(∂yi,j

P−1U)(y) 
 M
d

dT

(
T

d

dT

)si,j−p−1

W (T ),(3.13)

where si,j = j − p(j − 1) for i = 1, 2, . . . , N , j = 1, 2, . . . , ki.
Then the following equation gives a majorant equation for B

�t(U)(y) which
is obtained from (3.12) by the t̂-Borel transformation in the same way as in
obtaining the equation (3.7).

(3.14)

W (T ) =

 ∑
|α|=K

|cα| |α|!
(̂t · α)!

TK

+ |fK+1|
(

T, · · · , T, C1

(
T

d

dT

)max{0,−p}
W,

{
C2

d

dT

(
T

d

dT

)si,j−p−1

W

})
.
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Here C1 = CC0 and C2 = MC0, where C, C0 and M are the positive constants
which appeared in Lemma 4, Lemma 2 (i) and (3.13), respectively. This means
that

B
�t(U)(y) 
 W (|y|).(3.15)

By Lemma 3, the formal solution W (|y|) of (3.14) belongs to the Gevrey
class G1n(σ)

y where σ is the constant which appeared in Proposition 2. Therefore
by (3.11) we have

B
�t(v)(y) = B

�t(P
−1U)(y) 
 C

(
T

d

dT

)−p

W (T ) ∈ G1n(σ)
y .(3.16)

By Remark 1 (iii), the Gevrey order s of v(y) is estimated by

s = t̂ + 1n(σ) − 1n = (t1(σ), . . . , tN (σ)).

Thus the proof is completed. �

§4. Proof of Lemmas

§4.1. Proof of Lemma 1

By the lexicographic order of the basis of homogeneous polynomials of
degree L in y = {yij} and z = {zk}, the matrix representation of P =∑p

i=1

∑ni−1
j=1 δyi,j+1∂yi,j

+ c is given by a triangle matrix as follows:

P



y1,1
L

y1,1
L−1y1,2

...
y1,1

L−1zq

...
y2,1

L

...
zq

L


=



c Lδ ∗ · · · · · · · · · · · · ∗
0 c δ ∗ · · · · · · · · · ∗

. . . . . . ∗ · · · · · · · · · ∗
0 c 0 ∗ · · · ∗

. . . . . . 0 · · · ∗
0 c ∗ ∗

. . . . . . ∗
0 0 c





y1,1
L

y1,1
L−1y1,2

...
y1,1

L−1zq

...
y2,1

L

...
zq

L


.

Therefore P is an invertible operator for all L ≥ K, since c �= 0.
Thus the invertibility is proved. �

For fL(y, z) =
∑

|β|+|γ|=L fβγyβzγ ∈ C[y, z]L and s ∈ (R≥1)n, we intro-
duce the s norm of fL by

||fL||s = inf
{
M > 0 ; Bs(fL)(y, z) 
 M × (|y| + |z|)L

}
.(4.1)
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Remark 3. (i) If a majorant relation Bs(fL)(y, z) 
 FL × (|y| + |z|)L

holds, then we have ||fL||s ≤ FL.
(ii) The definition of the s norm of fL is equivalent to the following:

||fL||s = max
|β|+|γ|=L

{
|fβγ | β!γ!

{s · (β, γ)}!
}

,(4.2)

where β! =
∏p

i=1

∏ni

j=1 βi,j ! and γ! = γ1! · · · γq!.

Let e(i, j) be a vector defined by e(i, j) = (e1, . . . , ep) ∈ Nn1+···+np where
ek = (0, 0, . . . , 0) ∈ Nnk for k �= i and eij = 1, eil = 0 (l �= j) for ei =
(eil)l=1,2,... ,ni

. Since

yi,j+1∂yi,j
fL(y, z) =

∑
|β|+|γ|=L

βi,jfβγyβ−e(i,j)+e(i,j+1)zγ ,

we see that the ŝ norm of yi,j+1∂yi,j
fL(y, z) is estimated by

||yi,j+1∂yi,j
fL||�s = max

|β|+|γ|=L

{
|fβγ | βi,j+1β!γ!

{ŝ · (β − e(i, j) + e(i, j + 1), γ)}!
}

= max
|β|+|γ|=L

{
|fβγ | βi,j+1β!γ!

{ŝ · (β, γ) + 1}!
}

≤ max
|β|+|γ|=L

{
|fβγ | β!γ!

{ŝ · (β, γ)}!
}

= ||fL||�s,

that is, the operator norm of yi,j+1∂yi,j
is estimated by ||yi,j+1∂yi,j

||
�s ≤ 1. This

implies ∣∣∣∣∣∣∣∣∑p

i=1

∑ni−1

j=1
δyi,j+1∂yi,j

∣∣∣∣∣∣∣∣
�s
≤ (n1 + · · · + np)|δ|.

As mentioned at Remark 2 in Section 2, we may assume |δ| to be as small as we
want. Therefore we assume that |δ| ≤ |c|/{2(n1 + · · ·+np)}. By this inequality
and Neumann’s series expansion of P−1, we have

||P−1||
�s ≤ |c|−1

1 − ||∑p
i=1

∑ni−1
j=1 c−1δyi,j+1∂yi,j

||
�s
≤ 2

|c| .

Moreover, by Remark 3, we have

B
�s(uL)(y, z) = B

�s(P−1fL)(y, z)


 ||P−1||
�s × ||fL||�s × (|y| + |z|)L 
 2

|c|FL × (|y| + |z|)L.

�
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§4.2. Proof of Lemma 2

First we shall prove Lemma 2 (i).
Let u(y, z) =

∑
|β|+|γ|≥0 uβγyβzγ and v(y, z) =

∑
|β|+|γ|≥0 vβγyβzγ . Then

we have

B
�s(uv)(y, z) =

∑
|β|+|γ|≥0

 ∑
β1+β2=β

γ1+γ2=γ

uβ1γ1vβ2γ2
(|β| + |γ|)!
{ŝ · (β, γ)}!

 yβzγ ,

B
�s(|u|)(y, z)B

�s(|v|)(y, z)

=
∑

|β|+|γ|≥0

 ∑
β1+β2=β

γ1+γ2=γ

|uβ1γ1 ||vβ2γ2 | (|β1| + |γ1|)!
{ŝ · (β1, γ1)}!

(|β2| + |γ2|)!
{ŝ · (β2, γ2)}!

 yβzγ .

We shall prove that there exists a positive constant C0 ≥ 1 independent of β,
γ, βj and γj (j = 1, 2) such that

(|β| + |γ|)!
{ŝ · (β, γ)}! ≤ C0

(|β1| + |γ1|)!
{ŝ · (β1, γ1)}!

(|β2| + |γ2|)!
{ŝ · (β2, γ2)}!(4.3)

for all β, γ, βj and γj with β1+β2 = β and γ1+γ2 = γ satisfying |βj |+|γj | ≥ 1
for j = 1, 2. In fact, this implies Lemma 2 (i), because if |β1| = |γ1| = 0 or
|β2| = |γ2| = 0, it is sufficient to take C0 = 1.

By the relation between the Gamma functions and the Beta functions, we
have

{ŝ · (β1, γ1)}!{ŝ · (β2, γ2)}!
{ŝ · (β, γ)}! = {ŝ · (β, γ)+1} ·B(ŝ · (β1, γ1)+1, ŝ · (β2, γ2)+1),

where B(p, q) denotes the Beta function defined by

B(p + 1, q + 1) =
∫ 1

0

tp(1 − t)qdt.

We remark that if 1 ≤ p ≤ p′ and 1 ≤ q ≤ q′, then B(p′ + 1, q′ + 1) ≤
B(p + 1, q + 1) holds. By this inequality, we have

{ŝ · (β1, γ1)}!{ŝ · (β2, γ2)}!
{ŝ · (β, γ)}!

≤ |ŝ|(|β| + |γ| + 1) · B(|β1| + |γ1| + 1, |β2| + |γ2| + 1)

= |ŝ| (|β
1| + |γ1|)!(|β2| + |γ2|)!

(|β| + |γ|)! ,
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where |ŝ| denotes the maximum of components of ŝ. This implies Lemma 2 (i).
�

For the proof of Lemma 2 (ii), we prepare the following lemma:

Lemma 5. For an arbitrary s̃ = {sl} ∈ (R≥1)n and an arbitrary power
series f(t) =

∑
|α|≥0 fαtα (t = (t1, . . . , tn)), there exists a positive constant

M0 > 0 independent of l = 1, 2, . . . , n such that the following majorant relation
holds :

B
�s(∂tl

f)(t) 
 M0∂tl
(t · ∂t)sl−1B

�s(|f |)(t),(4.4)

where t ·∂t = t1∂t1 + · · ·+ tn∂tn
and for s ≥ 0 the operator (t ·∂t)s is defined by

(t · ∂t)stα := |α|stα.

Proof. The both sides of (4.4) are calculated by

Left hand side of (4.4) =
∑
|α|≥1

fα
αl(|α| − 1)!

{s̃ · (α − e(l))}! t
α−e(l)

=
∑
|α|≥1

fα
αl(|α| − 1)!
(s̃ · α − sl)!

tα−e(l),

Right hand side of (4.4) = M0

∑
|α|≥1

|fα|αl|α|sl−1|α|!
(s̃ · α)!

tα−e(l),

where e(l) is an n-dimensional vector whose l-component is equal to 1 and the
other components are equal to 0. Hence, the majorant relation (4.4) follows
from the following inequality:

1
(s̃ · α − sl)!

≤ M0 × |α|sl

(s̃ · α)!
,(4.5)

where M0 is a positive constant. Let us show (4.5).
• The case of s̃ · α − sl = 0, that is, α = e(l). It is sufficient to put

M0 = maxl=1,2,... ,n{sl!}.
• The case of s̃ ·α−sl ≥ 1. We put a = s̃ ·α for simplicity. By the Stirling

formula, there exist positive constants C1 and C2 independent of α and s̃ such
that

a! ≤ C1a
a+1/2e−a, (a − sl)! ≥ C2(a − sl)a−sl+1/2e−a+sl .

These imply

a!
(a − sl)!

≤ C1a
a+1/2e−a

C2(a − sl)a−sl+1/2e−a+sl
=

C3

esl

(
a

a − sl

)a−sl+1/2

× asl
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where C3 = C1/C2. By noticing an inequality(
a

a − sl

)a−sl+1/2

=
(

1 +
sl

a − sl

)a−sl
√

1 +
sl

a − sl
≤ esl

√
1 + sl,

we obtain
a!

(a − sl)!
≤ C4

(
max

j=1,2,... ,n
{sj}

)sl

|α|sl ,

where C4 = max{C3

√
1 + sj ; j = 1, 2, . . . , n}.

It is enough to take M0 = maxl=1,2,... ,n{sl!, C4(maxj=1,2,... ,n{sj})sl} in
(4.5).

We return to the proof of Lemma 2 (ii). Let s̃ = ŝ = (s1, . . . , sp,1q) and
T = t1 + · · · + tn. By Lemmas 1 and 5, the following majorant relation holds:

B
�s(∂tl

P−1u)
M0∂tl
(t · ∂t)sl−1B

�s(|P−1u|)(t)

CM0∂tl

(t · ∂t)sl−1W (T ).

Now it is sufficient to prove the following equality:

∂tl
(t · ∂t)sl−1W (T ) =

d

dT

(
T

d

dT

)sl−1

W (T ).(4.6)

Indeed, by putting t = (y1, . . . , yp, z) and s̃ = ŝ = (s1, . . . , sp,1q), we obtain
Lemma 2 (ii).

For TL = (t1 + · · · + tn)L, we have

∂tl
(TL) =

d

dT
(TL), (t · ∂t)sl−1(TL) =

(
T

d

dT

)sl−1

(TL).

Thus we have

Left hand side of (4.6) =
d

dT

(
T

d

dT

)sl−1

W (T )

which shows (4.6). �

§4.3. Proof of Lemma 3

Lemma 3 is proved in a similar manner to the proof of Theorem 1 in Shirai
[4].

Let U(T ) =
∑

L≥K ULTL be a formal solution of (3.10). By substituting
this into the equation (3.10), we have the following recursion formula:

UK = a,
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and for L > K

UL =
∑
(∗)

fijmα

j∏
k=1

UMk

m∏
k=1

(Lk)pULk

n∏
k=1

αk∏
l=1

(Nkl)sk+1UNkl
,

where
∑

(∗) is taken over

i +
j∑

k=1

Mk +
m∑

k=1

Lk +
n∑

k=1

αk∑
l=1

(Nkl − 1) = L and V (i, j,m, α) ≥ K + 1.

Let VL = UL/(L!)σ. Then {VL} satisfy

VL =
∑
(∗)

fijmαG(i, j,m, α)
j∏

k=1

VMk

m∏
k=1

VLk

n∏
k=1

αk∏
l=1

VNkl
,

where

G(i, j,m, α) =
m∏

k=1

(Lk)p
n∏

k=1

αk∏
l=1

(Nkl)sk+1(4.7)

×
(∏j

k=1 Mk!
∏m

k=1 Lk!
∏n

k=1

∏αk

l=1 Nkl!
)σ

L!σ
.

We notice the following inequality which can be seen in Shirai [4, Lemma 6].

Lemma 6. If m1, . . . , md ∈ N satisfy mj ≥ M (M ∈ N) for all j =
1, 2, . . . , d, then we have

m1! · · ·md! ≤ (M !)d−1(m1 + · · · + md − (d − 1)M)!.(4.8)

By Lemma 6, for an arbitrary M ∈ N, G(i, j,m, α) is estimated by

G(i, j,m, α)(4.9)

≤
m∏

k=1

(Lk)p−Mσ
n∏

k=1

αk∏
l=1

(Nkl)sk+1−Mσ

×

(∏j

k=1
(Mk + M)!

∏m

k=1
(Lk + M)!

∏n

k=1

∏αk

l=1
(Nkl + M)!

)σ

L!σ

≤ (K + M)!(j+m+|α|−1)σ
m∏

k=1

(Lk)p−Mσ
n∏

k=1

αk∏
l=1

(Nkl)sk+1−MσBσ,
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where

B =

(
j∑

k=1

Mk +
m∑

k=1

Lk +
n∑

k=1

αk∑
l=1

Nkl + M − (j + m + |α| − 1)K

)
!(

i +
j∑

k=1

Mk +
m∑

k=1

Lk +
n∑

k=1

αk∑
l=1

(Nkl − 1)

)
!

.(4.10)

Let

Ω1 =
{

(i, j,m, α) ;
A(i, j,m, α)

V (i, j,m, α) − K
= σ

}
,

Ω2 =
{

(i, j,m, α) ;
A(i, j,m, α)

V (i, j,m, α) − K
< σ

}
.

We remark that Ω1 is a finite set.
We put M which is used in (4.9) by

M = M(i, j,m, α) =

V (i, j,m, α) − K, (i, j,m, α) ∈ Ω1,[
A(i, j,m, α)

σ

]
+ 1, (i, j,m, α) ∈ Ω2,

(4.11)

where [· · · ] denotes the integral part of {· · · }. By the definition of σ and (4.11),
we have

A(i, j,m, α)
σ

< M ≤ A(i, j,m, α)
σ

+ 1 < V (i, j,m, α) − K + 1

for (i, j,m, α) ∈ Ω2. By this inequality, we have M ≤ V (i, j,m, α) − K for all
(i, j,m, α), because M and V (i, j,m, α) − K + 1 are natural numbers. By the
choice of M as (4.11), we have

m∏
k=1

(Lk)p−Mσ
n∏

k=1

αk∏
l=1

(Nkl)sk+1−Mσ ≤ 1, and Bσ ≤ 1,

for all (i, j,m, α), where B is defined above as (4.10). This implies that

G(i, j,m, α)≤ (K + max{M(i, j,m, α)})!(j+m+|α|−1)σ(4.12)

<
{
(K + max{M(i, j,m, α)})!σ

}j+m+|α|
=: Cj+m+|α|

holds for all (i, j,m, α). Therefore VL is estimated by

|VL| ≤
∑
(∗)

|fijmα|
j∏

k=1

C|VMk
|

m∏
k=1

C|VLk
|

n∏
k=1

αk∏
l=1

C|VNkl
|.(4.13)
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Finally, we consider the following functional equation:

W (T ) =
|a|
K!σ

TK + |fK+1|(T, CW, CW, {CW/T}), W (T ) = O(T K).

(4.14)

Then the unique existence of holomorphic solution W (T ) in a neighborhood
of the origin follows by the implicit function theorem since the nonlinear part
|fK+1| satisfies |fK+1|(T, CW, CW, {CW/T}) = O(TK+1). Moreover, by
(4.13), we can see that

W (T ) �
∑
L≥K

VLTL =
∑
L≥K

UL

L!σ
TL.

Thus Lemma 3 is proved. �

§4.4. Proof of Lemma 4

The invertibility is easily proved by the same argument as in the proof of
Lemma 1, so we omit the proof.

By the assumption (1.7), we have
∑N

i=1

∑ki

j=1 λiαi,j + c �= 0 (c = fu(0, 0,

ξ0)). Hence we easily see that Λ is invertible on C[y]L and the inverse is given
by

Λ−1fL(y) =
∑

|α|=L

 N∑
i=1

ki∑
j=1

λiαi,j + c

−1

fαyα.

By the definition of the t̂ norm and (1.7), we have

||Λ−1fL||�t ≤ max
|α|=L

{ |fα|
CLp

α!
(̂t · α)!

}
=

1
CLp

||fL||�t.

This implies

||Λ−1||
�t ≤ 1

CLp
.(4.15)

Moreover, by the same calculation as in Section 4.1, we have

||yi,j+1∂yi,j
fL||�t = max

|α|=L

{
|fα| αi,j{α − e(i, j) + e(i, j + 1)}!

{t̂ · (α − e(i, j) + e(i, j + 1))}!

}
(4.16)

= max
|α|=L

{
|fα| αi,j+1α!

(̂t · α + 1 − p)!

}
≤ max

|α|=L

{
|fα| α!

(̂t · α − p)!

}
.
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By the same argument as in the proof of the inequality (4.5), we have

1
(̂t · α − p)!

≤ C0L
p

(̂t · α)!
(4.17)

with some C0 > 0 independent of L. This implies that the operator norm of
yi,j+1∂yi,j

is estimated as ||yi,j+1∂yi,j
||
�t ≤ C0L

p, that is,

||∆||
�t ≤

N∑
i=1

ki−1∑
j=1

|δ|C0L
p ≤ |δ|nC0L

p.

Since we can take |δ| as small as we want, we may assume that ||Λ−1∆||
�t ≤ 1/2.

Then we have

||P−1||
�t ≤

||Λ−1||
�t

1 − ||Λ−1∆||
�t
≤ 2

CLp
.

This inequality implies

B
�t(uL)(y) = B

�t(P
−1fL)(y) 
 2

C

(
T

d

dT

)−p

FL × TL.

�
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