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Integral Representation for Borel Sum of
Divergent Solution to a Certain
Non-Kowalevski Type Equation

By

Kunio ICHINOBE*

Abstract

We shall develop the theory of Borel summability or k-summability for a di-
vergent solution of the Cauchy problem for non-Kowalevskian equations of quasi-
homogeneous type. Precisely, we first establish necessary and sufficient conditions for
the Borel summability in terms of the Cauchy data (cf. Theorem 2.1), and next we
give an integral representation of the Borel sum by using kernel functions which are
given by Meijer G-function or the generalized hypergeometric functions of confluent
type (cf. Theorems 2.3 and 2.6).

81. Introduction

Throughout this paper, we denote (¢,z) € C? and (d;,9,.) = (9/0t,0/dz).
We consider the following Cauchy problem for a partial differential equation of
non-Kowalevski type

d
Q(01,0)U(t,x) = | 9 = "a;07 77057 | U(t,x) =0,

J=1

oFU0,2) =0 (k=0,1,...,d—2),  97'U(0,z) = p(z),

(1.1)

where d(> 1) e N={1,2,3,...},a; € C (j =1,2,... ,d), 7(> 1) € Q and the
Cauchy data ¢(x) is holomorphic in a neighbourhood of the origin. Here we
assume a; = 0 if rj € Q \ N.
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Our purpose in this paper is to investigate necessary and sufficient con-
ditions for the Borel summability of a formal power series solution with re-
spect to t-variable of the Cauchy problem (1.1), which is divergent in general
(Subsection 2.5). The main interest of this paper is to give an integral rep-
resentation of the Borel sum of the formal power series solution under the
conditions.

The motivation of our study comes from the following background: The
theory of Borel summability or k-summability or multisummability for diver-
gent power series solutions of ordinary differential equations with irregular sin-
gular points has been developed extensively from the 1980’s and the develop-
ment of the theory can be found in the book [Bal 1].

For partial differential equations, the study of formal power series solu-
tions has been developed by many authors for various type equations ([Miy 1],
[Miy 2], [GT], [Shi] and references therein). Ouchi [Ouc] studied the existence
of asymptotic solutions of divergent solution for general equations, and showed
that infinitely many solutions exist in a sectorial domain of small opening an-
gle in the plane of one variable. If we ask the existence of Gevrey asymptotic
solutions in a sector of large opening angle, we can not expect the existence
of such solutions in general. But it is unique if it does exist (cf. the defini-
tion of the Borel summability, Subsection 2.7). From such a point of view,
Lutz-Miyake-Schéfke [LMS] studied the formal solution of the Cauchy prob-
lem of the complex heat equation, and gave the characterization of the Borel
summability of the formal power series solution in ¢ variable in terms of the
global conditions for the Cauchy data. After that, their result was generalized
by Balser [Bal 2] under more general conditions upon the Cauchy data, and
Balser-Miyake [BM] proved a sufficient condition for the Borel summability of
divergent power series in t variable. Their result includes the Cauchy problem
of partial differential equations of non-Kowalevski type. In [Miy 3], Miyake
proved that the sufficient condition is actually a necessary condition for some
class of equations. Under the conditions for the Cauchy data given in [BM]
and [Miy 3] the explicit integral representation of the Borel sum of the formal
solution was given by Ichinobe [Ich].

In this paper we shall extend the results in [Ich]. We shall give the char-
acterization of the Borel summability for the formal solution of the Cauchy
problem for a quasi-homogeneous partial differential operator (see Theorem
2.1), and give an explicit integral representation of its Borel sum (see Theo-
rems 2.3 and 2.6) under the same conditions upon the Cauchy data.
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82. Statement of Results
§2.1. Reduction of the equation
Let r = q/p, (¢ > p > 1) be the irreducible fraction, and put
(2.1) d=pv+u (0 <y < p).

Then the given differential operator Q(d,d,) is written in the following

form

(22) Q84 0,) =0 — apaf_pag - am)af—%aiq T al/pagl_ypazq

= o =D a0l | o = P(9,0.)0)".

j=1

Therefore by replacing 0;°U(t,x) and a;, by u(t,z) and a;, respectively, the
Cauchy problem (1.1) is reduced to the following one.

P(8y, 0, )u(t,x) = | 0P = a;of" 700 | u(t,x) =0,

(2.3) j=1

OFu(0,2) =0 (k=0,1,... ,pv—2), O u(0,z) = ().

§2.2. Characteristic equation

For the operator P, let us consider the following algebraic equation, which
is called a characteristic equation

(2.4) o’ — Z ajo” 9 = 0.
j=1

Let {a;}}_; (o # 0) be the set of the distinct root a; (characteristic root)
of ¢;-multiplicity with Z?=1 ¢; = v. Then the operator P is rewritten
by

(2.5)

v ) ) n
P=ap =Y a;f" Dol =[PP, Pj=P;(0,0:) = O — ;0L
j=1 j=1
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§2.3. Formal solution

The Cauchy problem (2.3) has a unique formal solution @(¢,z) which is

given by

tn tpn+pu—1
2.6 u(t,xr) = Up(x)— = Upntpy—1 (L) ————.
26)  atz) @;4 @) HZZ% e P ]
If we put
(2.7) Upntpr—1 () = A()p™ (),  n >0,

then A(n) satisfy the following difference equation
(2.8) A(TL‘FV)*Z(IJ'A(HJrl/*j):O, n=-v+1,-v+2,...,
j=1

with the Cauchy data
(2.9) A(—v+1)=A(-v+2)=---=A(-1) =0, A(0) = 1.

Since a fundamental system of solutions of this difference equation is given by
{n* ok =1,2,... 45, j=1,2,...,u}, A(n) are given by

2

o
(2.10) A(n) = Z ay cipn™
=1 k=1

with the coefficients ¢;, (j =1,2,...,pu, k=1,2,...,¢;) satisfying the follow-
ing linear system of equations

(2.11) AF=¢,

where A denotes a v X v matrix which is given by

A=
2 Ly
1 o0 0 0 - (r o0 0 0)
011_1(1, *L (71)27 ) ( 1)Z171) ’ a;1(17 717 (71)27 ) ( 1)Zu71)
0‘1_](1’ (_.])v (_.7)2’ ) ( J)Zl_l) '.'O‘;:j(la ( .7)7 (_])2’ ) ( ])Zu_l)
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> t d S —
c = (611,012,~-~ 3 C1475,C21,C225 - -+ ;€255 -+ 3 Cul, Cpu2,y - - - 7C/MH) and e =
t

(1,0,0,...,0).

Before stating our results, we shall prepare some definitions and notations.

§2.4. Sector

FordeR, >0 and p(0 < p < 00), we define a sector S = S(d, 3, p) by
(2.12) S(d, B, p) = {te(C; d—argt<§,0<|t|<p},

where d, 3 and p are called the direction, the opening angle and the radius of
S, respectively.

82.5. Gevrey formal power series

We denote by O[[t]] the ring of formal power series in t-variable with co-
efficients in O (the set of holomorphic functions at = = 0).

For k > 0, we define O[[t]]; /i, the ring of formal power series of Gevrey
order 1/k in t-variable, in the following way: f(t,x) = 3200 fu(z)t" € Ol[t]1/k
(C O[[t]]) if and only if the coefficients f, (x) are holomorphic on a common
closed disk B, := {z € C;|z| < r} and there exist some positive constants C
and K such that for any n, we have

(2.13) max| fu(@)| < CK"T (1+ %) :
where I denotes the Gamma function which is defined by the following Gamma
integral
(2.14) I'(z) = / t* e tdt, Re z > 0.
0

By using this terminology, we can easily prove that our formal solution
a(t,z) of the Cauchy problem (2.3) belongs to O[[t]](q—p)/p, that is,
k=p/(q—p)

82.6. Gevrey asymptotic expansion

Let k > 0, f(t,2) = 300, ful2)t" € O[[t]lix and f(t,x) be an analytic

function on S(d, 8, p) x B,. Then we define that

(2.15) flt,x) = f(t,x) in S =S8(d 3 p),
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if for any closed subsector S’ of S, there exist some positive constants C' and
K such that for any IV, we have

N
< CKN|tNT (1+ ?> , teds.

x| <r

N-1
(2.16)  max [f(t, ) — Y falx)t"
n=0

§2.7. Borel summability

For k > 0, d € R and f(t,z) € O[[t]]1/x, we define that f(t, @) is k-
summable or Borel summable in d direction if there exist a sector S = S(d, 3, p)
with 8 > «/k and an analytic function f(¢,z) on S x B, such that f(¢,z) =%
f(t,z)in S.

We remark that such a function f(t,z) is unique, if it exists, for a k-
summable series f(t,z). Therefore the function f(¢,z) is called the Borel
sum of f(t,x) in d direction and it is written by f%(¢,z). For the detail
of the theory of Borel summability or k-summability, see the book [Bal 1,
p. 24].

§2.8. Characterization of Borel summability

Let {a;}/_; C C\ {0} be the roots of the characteristic equation (2.4).
For a direction d € R and an opening angle ¢, we define multi-sectors {2, and
Q. by

q—1
d i+ 2
o, =, (pg;die):= | S (p Toargay ﬂm,s,oo) :

m=0 q
.7 = ]'7 27 - ) ILL7
“w
(2.17) O = Q(p, g, dye) = | Qo (p, g3 d, €).

J=1

We remark that 2, is a union of ¢ sectors and ), is a union of qu se-
ctors, and if arga; = argoy for any j and k, then we have Q, =
Qg

J
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exp(id+br+2m/3) — _ — T~ (i(d + 02)/3)
~ exp (7 2

exp (i(d + 61 + 4m)/3) exp (i(d + 05 + 47)/3)

Figure 1. Q, = Q,(1,3,2;d,¢) ;0; = arga; (j =1,2)

Now, our first result for the Borel summability is stated as follows.

Theorem 2.1 (Borel summability).  Let a(t,x) be the formal solu-
tion of the Cauchy problem (2.3), which is given by (2.6). Then the following
three conditions are equivalent:

(i) a(t,x) is p/(q — p)-summable in d direction.
(1) a(t,x) is p/(g — p)-summable in d' direction with d’ = d (mod 27 /p).

(ii) The Cauchy data p(x) can be continued analytically in Q. and has a growth
condition of exponential order at most q/(q — p) there, which means that
there exist some positive constants C' and 0 such that we have

(2.18) lp(z)] < Cexp (5|z|q/(q71’)) , x € Qy.

This result is a generalization of results in [LMS] and [Miy 3].
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The equivalence between (i) and (i) is trivial, since the operator P(8;, )
is invariant by the change of coordinate t — te?™/?. Therefore the main task
is to prove the equivalence between (i) and (ii), which will begin in Section 3.

Remark 2.2.  For the formal solution U (¢, z) of the original Cauchy prob-
lem (1.1), Theorem 2.1 does hold, and the Borel sum U¢(¢, ) in d direction of
U(t,x) is given by U%(t,z) = (D;1)*oud(t, z), that is, v times iterated integral
from 0 to t of u?(t,x), where u¢(t,z) denotes the Borel sum of 4(t, z).

Our main purpose is to give an integral representation of the Borel sum
u(t, ) of the formal solution (¢, x) under the condition (ii) of Theorem 2.1
for the Cauchy data ¢(x).

Before stating our main results, we need some preparations for the special
functions (cf. [Luk, p. 41, 144], [MS, p. 2]).

82.9. Generalized hypergeometric series

For 8= (61,...,0,) € CP and v = (71,... ,74) € C%, we define

(2.19) pFo(Bivi2) = Fy <§»Z> = i ) 2’_”7

0 (Y)n !
where
B)=T1G0n (0= TT00ae (0= "L e 0,
=1 j=1

(cf. [Luk, p. 41]).
We remark that , F,,(8;; z) is a generalization of the Gauss hypergeomet-
ric series and satisfies the following ordinary differential equation

(2:20)  EpolBi7](f) = H 0.(8.+7; — 1) =2 [[(6- + B)| f(2) =0,

=1

where 0, = z(d/dz).

We suppose that 3,v; ¢ Z<o for all £ and j where Z<q := {0,—1,-2,...}.
In each case where p < g+ 1orp=g¢q+1or p> g+ 1, this formal power series
represents an entire function or a convergent series in |z| < 1 or a divergent
series for all z(# 0), respectively.
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§2.10. Meijer G-function

Let 0 <n<p 0<m<ygq. ForBeCPand~ e C?with fy —v; ¢ N
(t=1,2,...,n;5=1,2,... ,m), we define
e (]

/ 7]"‘7)1_[21 (1-Bc—1) T
" omi HJ mpr D=7 =) [ T(Be +7) ’

where 277 = exp{—7(log|z| + iargz)} and the path of integration I runs

(2.21)

from k — 400 to K + ico for any fixed k£ € R in such a manner that, if |7] is
sufficiently large, then 7 € I lies on the line Re 7 = &, all poles of I'(v; + 7),
{—v; —k; k>0,5 =1,2,... ,m}, lie to the left of the path and all poles of
Pl—=Be—71),{1—0e+k; k>0,0=1,2,... ,n}, lie to the right of the path.
The integral converges absolutely on any compact set in the sector S(0, o7, c0)
ifo=2(m+n)—(p+gq) >0. If l]argz| = om, o > 0, the integral converges
absolutely when p = ¢ if Re A < —1; and when p # ¢, if with 7 = k +in, k
and n real, x is chosen so that for n — +oo,

1
(2.22) (p—q)ﬁ;>ReA+1+§(p—q),
where
q p
(2.23) A=>"y=> 5,
j=1 =1

(cf. [MS, p.2], [Luk, p.144]).

We use the following abbreviations:
p=(1,2,...,p) NP, g=(1,2,...,q) e N?
ptc=14+c¢2+c¢,...,p+c)eC?, ceC

p=p—1=(0,1,... ,p—1)
p_ (12 p
5(5’5""’5)

@ =01,2... 0—1,0+1,...,q) € N~}
p .
p J
Li=)= ry=14.
()11 ()

In the following, the integration fo ) denotes the integration from 0 to
oo along the half line of argument 6.
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§2.11. Integral representation of the Borel sum

We recall that the formal solution (¢, z) is given by

£

(2.24) a(t,x) =D e

av_ztpn+py—1
nk 1 (qn)(l‘) J

v

imlhk=1 020 (pn+pv —1)!
- Z n mn
v P
= E g k=1 E () (g %
- Cj kp tat © —'
j=1k=1 J n>0 (pn+pv —1)!

Now, our main result is stated as follows.

Theorem 2.3 (Borel sum).  Let {a;}i_; be the set of the distinct
roots of (2.4), and let ¢;’s denote the multiplicity of a;. Then under the condi-
tion (ii) of Theorem 2.1, the Borel sum u®(t,z) for (t,z) € S(d, 3, p) x B, with
8> m(q—p)/p and some r > 0 is given by the following integral:

(2.25) ul(t,z) = (%)pu 122%1) (tdy)k

J=1k=1
oo((pd+arg ;) /q)
<[ Oz, ), (1, ),
0
where
q—1
(2.26) Z o+ Cwy"), wg= e/,
m=0
and the functions Kq,(t,¢) (j = 1,2,... ,p) are given by
¢ v+p/p
2.27 Ko (t,0) = 22 Gl | 7z, ,
( ) J ( ) C p,q J q/q
with
1 q T
(2.28) 7, = Le o L)
Toqtagtr’ P T(q/q)

The G-function in the expression (2.27) is defined by the following integral
along a path of integration I = {r € C;ReT =k > —1/q}

v+p/p\ 1 T(g/q+T1) .,
>_2_/_F( Zirir

2.29 GO (7 i
( ) p,q( J q/q i V"’ﬁ/p"'T) (271
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pP 1 ¢
Zozj <_q_qa_Jt_P 65(07(61—]))71'700)

By calculating the residues of the integrand on the left side (Re 7 < &) of the
path I, we obtain the following proposition.

Proposition 2.4 (A relationship between G-function and ,F,_).

(230) Gg:g (Zaj v ﬁ/p> = Fa]’ (tv C) - POéj (ta C)a
q/q
where
q—1
(231)  Foy(£,0) = Cpgu(0) 21

(=1

14+2/q—v—p/p _
X —~ ;_1;0 quz' 5
P 1( 1+4/qg—ay/q (=) !

v—1

(232)  Pu,(t,0)=Cpgn Y (f_‘ql/% ((~1)"-7Z4,)" (Polynomial)

_ T(ai/qa—1/q) ~ T(g,/9)
O3 CourO= o=ty P " T p)

Proposition 2.4 gives the following formula for the kernel functions K, (¢, {)

(2.34) Koy (1:) = 24 (o, (6:0) = Pay (8:0))

In particular, in the case where the arguments of o; are all the same,
the polynomial parts P,, disappear from the functions K, in (2.34) and we
have

Corollary 2.5.  If arga; = 6 for all j, then the Borel sum u?(t, z) is given
by

d A 1—k k—1
(2.35) u(t,x)=| — Z chkp (t0:)
j=1k=1

so((pd-+0) /a) c
x / Bz, x LLE, (1,0
0
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We next consider the case where the characteristic equation (2.4) has only
one root, that is, a; = a for all j. In this case the Cauchy problem (2.3) has a
formal solution of the form (2.6)-(2.7) with

(2.36) A(n) = anicj'nj_l _ (n+1)(n+2)---(n4+v— 1)an _ (V)nan.
=1

(v—1)! n!
Then the Borel sum u?(t,z) is given by the following theorem.

Theorem 2.6.  Suppose that the equation (2.4) has only one root o with
v-multiplicity. Then under the condition (ii) of Theorem 2.1, the Borel sum
u(t,x) is given by

¢ pr—1 oco((pd+arg o) /q)
(2.3 u(t, ) = (5) / D (. ) K1, )L,
0
where ®(x, ) is given by (2.26) and the function K, (t,() is given by
(2.38) Ka(t, Q)
Dpgrv ~q-1,0 v+p,/p
= DY Qa5 Zy, P
¢ rhet a,/4
Dpgw 2
= péq’ Dp,q,u(g)Zf/q
=1

L+L/q—v—p,/p
X po1Fy o — 5
1+4/q—(a,)e/q

with Zo = (p”/q?)(1/2)(¢?/t") and

(_1)P_QZQ> ,

—

T((q,)e/q—1/q)

(2.39) Dy = =B Dp’q’”(g)zr(ujtﬁ\/p—f/@'

Pt T(v)D(g/q)

—

Ifp=1 orq=2, then p, or (q,)¢ are empty, respectively.

In the paper [Ich] we discussed the following Cauchy problem, correspond-
ing to the case v = 1 (therefore y = 1) in our present setting.

Pu(t,r) = adlu(t, ),
(2.40) {u(O,JC) =p(z), OFu(0,z)=0(k=0,1,...,p—1).
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In [Ich] it is verified that under the condition (ii) of Theorem 2.1 the Borel sum
ud(t,z) has the following representation:

/M((pd+arg a)/q)

(2.41) ul(t, ) = D(z, Okalt, ¢)dC,

0

where the kernel function k, (¢, ¢) is given by

q
(2.42) ko(t, () = Cra Cpoa(0)Z41,F,_, ( 1+¢/q—p/p (_l)p_qza>

S L+ t/g- G/
_% q,0 Z p/p
¢ m a/a )’

with the same constant C,, , as in (2.28) and

(2:49) Coal®) = Tiao—tr2)

Comparing this result with Theorem 2.6 (for v = 1), we find that there is
the following relation between the kernel function (¢/p)P* "' K, (t,¢) in Theorem
2.6 and k4(t,¢) in (2.42).

gr1 l(f)py_lf( (t,¢) ] = kq(t,C)
t p (e} ) - (e 9 9
v=1
that is,
¢ pr—1
(2.44) (]—)) Kalt,O = (D7) halt,0).
v=1

We can generalize this relation for general v as follows.

Corollary 2.7.  Let K(t,¢) and k4 (t, ) be the functions given in (2.27)
and (2.42), respectively. For any fixed ¢ with ¢ # 0, we have

(2.45) (%) Ka(t,0) = (D7 Y™ kalt, ©),

where D; ! denotes the integration from 0 to .
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§2.12. Example

In order to illustrate our results, let us examine the following Cauchy
problem.

: —a;:0%)u(t,z) =
(246) {Hj:l(at ]896) (tv ) 0,

u(0,2) =0, Owu(0,2) = p(x),

where o; € C\ {0} (j = 1,2) and we assume that op(x) satisfies the conditions
for the Borel summability in d direction.

When arg a; # arg as, the Borel sum u?(t, ) is given by

2 co((d+arg or;)/2)
(2.47) ul(t,x) = ¢ /0 ®(z, )
j=1

t -1/2 ¢ ¢
e (i) -2

oo((d4arg a;)/2)
- / B(z, )
0

t 1 4-2
X —_— ——— | dr p d(,
{/0 Vada;mT exp( 4%7) T
where eViR = {re?¥i; —co < r < 00, ¥; = (d + arga;)/2} and

g (€5))
Cy =

C1 =

ar —ay’ as —ay

Here the first equality is obtained by the formulas (2.25) and (2.30), the second
equality is obtained by the formula (2.45) and the last equality is obtained by
representing the second one with integrations along a line.

When arga; = argas =0 (a1 # a3), we have

2|t -1/2 ¢
(2.48) ud(t,x):/eszO(xﬂLO ;Cj 7TTéle1<1/25_4ajt> 4
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where ¢» = (d + 0)/2. This expression is obtained from Corollary 2.5, or by
noting that ¢;/a; + co/as = 0 in the first equality of (2.47).

When a; = as = a, we have

(2.49) ud(t’x):/eim (z +C)\/? Xp( Ci) d¢,

where 1) = (d 4 arg«)/2. This expression is derived from (2.48) by taking a
limit as — a1(= ).

83. Proof of Theorems 2.1 and 2.3

It is sufficient to prove the equivalence between (i) and (ii). For this
purpose, we use the following important lemma for the Borel summability (cf.
[Bal 1], [LMS], [Miy 3]).

Lemma 3.1.  Letk >0, d € R and u(t,x) € O[[t]1/x. Then the follow-
ing three statements are equivalent:

(i) a(t,x) is k-summable in d direction.

(ii) Let v1(s,x) be the formal k-Borel transform of (¢, x)

3.1 v1(8, ) = U

(31) 1(s,2) = (B Zn et
which is holomorphic in a neighbourhood of the origin. Then vy(s,z) can
be continued analytically in a sector S(d,e,00) in s-plane for some positive
constant € and satisfies a growth condition of exponential order at most k
there, that is, there exist some positive constants C and v such that

(3-2) max [v1(s, )| < Cexp{yls|*}, s € S(d e 00).

(i) Letj > 2 and k1 > 0,... ,k; > 0 satisfy 1/k = 1/k1 +--- + 1/k;. Let
va(s,x) be the following iterated formal Borel transform of 4(t,x)

(3.3) va(s,z) = (B, 0---0 By, 1) (s, ).

Then va(s,x) has the same properties as vi(s, ) above.



672 KuNIO ICHINOBE

Under these conditions, the Borel sum u?(t, z) is given by the following k-
Laplace integral, where the integration is done along the half line of argument d.

tk t

(3.4) ul(t,z) = (Lrpvr)(t, ) := L /OO(d) exp {— <§>k} vy (s, z)d(s%),

where (t,z) € S(d, 3,p) x B, with 3 < 7/k and r > 0. The Borel sum u?(t, )
is also obtained as the following iterated Laplace integral

(3.5) ul(t,z) = (Ly, 00 Ly, v2)(t, ).

Proof of Theorem 2.1. Suppose that the Cauchy data ¢(x) satisfies the
condition (ii) of Theorem 2.1. Let v(s, ) be the (¢ — p) times iterated formal
p-Borel transform of 4(t, 2) which is given by (2.6)

(3.6) v(s,x) = (BSPi)(s, @)

Upn+pv—1(T)
= (pn+pv — DI T(1 4 (pn+pr —1)/p)a-P

Spn—i—pl/— 1

By using (2.7) and (2.10), we have

(qn) (z) sPm
3.7 =P n)¢
(3.7) v(s,2)=s Z (pn +pr—DIT(1+ (pn+pv—1)/p)a—>

£ —
J 1 a sPn

- H (@) () nk ?
-7 IZZ%Z (pn+pv — DIT(1 + (pn +pv — 1) /p)a-

j=1k=1 n>0

From the Cauchy integral formula for some sufficiently small |s| and |z|, we

oz + ()
Sk fi_r ¢

nk—l

have

Spl/ 1 i

(3.8)  w(s,x) — Z

j=1k=1

(qn)! of sP"
: nz (pn +pv — DIT(1+ (pn+pv — 1)/p)a—» ("

e f LAy (s,0)dC,
[C]=r

d¢

£
Spu 1 J

Y

j=1k=1

¢
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where

B nF=1. (qn)! ajsP\"
0= n%:o (pn+pv —DIT(1+ (pn+pv —1)/p)a—? ( < )

(3.9) hyus,

and max{|q?a;sP /pP|/9} < r (cf. (3.11) below).
We recall the notation (¢), = I'(c+n)/I'(c) and the multiplication formula
of the Gamma function for m = 2,3, ...

(3.10) D(mz) = (2m)~(m=D/2pma=1/2p <z + T) :

m
where z + k/m ¢ Z<o (k =0,1,...,m —1) (cf. [Erd, p.4]). Then we have
(qn)! = ¢""(q/q)n and

(pn +pv — 1) =T(pn + pv) = T(p(n + v))
= (2m)~ = V2pp TR (n v+ P/ p)
= p"" (2m) @V 2 BT (v 4 B /p) (v + B/p)n
=p""T(pv)(v + P/P)n-

We denote hj1(s,() by hq,(s,¢). Then we have

_ (qn)! a5\ "
(3.11) ha,(5,0) = (pn+pv — DIT(1 + (pn + pv — 1)/p)a—> ( ¢4 )

n>0
_ 1 F q/q71 _qq ajsp
7COq+1 1 V+ﬁ/p7y+1)P%l7"'7V+ij%1’pp Cq ’

where Cy = T(pv)T(v + (p — 1)/p)?7P, and hyi(s,¢) = p' " (505)" ha, (5,¢)
for k =1,2,...,¢;. Therefore we obtain

~

spr—1 I _ _ o(x+ ()
3.12 ,T) = D TR (s05)k b, (s, ¢)dC.
( ) v(s,x) 9 ;;Cﬂc}? (50s) ‘%j\q:T c (s,¢)

Spu—l no 4

=5 Z cjkpl_k(sas)k_lfaj(s,x),

j=1k=1
where
ez +0)

3.13 I, (s,2) = LTSy (s,0)dC.
(3.13) (s.2) fi:r h .00

From this expression, we can prove that under the conditions for the
Cauchy data ¢(z), each I,,(s,z) can be continued analytically in a sector
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S(d,e,00) on s-space for some positive constant € and has the growth condi-
tion of exponential order at most ¢/(¢ — p) there. In fact, these follow from
the fact that 411 F,(3;7; %) is a holomorphic solution at z = 0 of a Fuchsian
ordinary differential equation

q q+1
(3.14)  Egr1glBiN(f) = [[] -0+ — 1) — 2 [[ (6= + B0) | £(2) =0,
j=1 =1

which has three singular points at z = 0,1, 00. This observation proves that
(ii) implies (i) (cf. [LMS], [Miy 3]).

Conversely, suppose the condition (i) of Theorem 2.1, that is, we suppose
that 4(t, z) is p/(q — p)-summable in d direction.
For any fixed j (j =1,2,...,p), let

"
(3.15) Q= [I p* PP,
k=1,k#j

and put w;(t,x) := Q;u(t,z). Then the assumption that u(t,z) is p/(¢ — p)-
summable in d direction implies that w;(t, x) is also p/(¢ — p)-summable in the
same direction. In fact, Q ud(t, ) gives the Borel sum of (¢, z) in d direction.

On the other hand, f;(t,z) := 8" 'w;(t,x), which is also p/(q — p)-
summable in d direction, is a formal solution of the following Cauchy problem

(0 — a;09) fi(t,2) =0,
(E;) fi(0,2) = ¢(x),
OFfi(0,2) =0 (1<k<p-1).

By the result in [Miy 3], we already know that f;(t, z) is p/(¢—p)-summable
in d direction if and only if the Cauchy data ¢(x) can be continued analytically
in 0, and satisfies the growth condition of exponential order at most q/(q—p)
there. This implies the statement (ii) for the Cauchy data ¢(x). O

Proof of Theorem 2.3. In the expression (3.12), we notice that for each
JU = 1,2,...,1) ha,(s,¢) has ¢ singular points in (-plane at g roots of
1= (q7/p")ajsP. We put (j(s) = (¢7/pP)/ U (a;s?) /9 with arg (j(s) = (dp +
arg ;) /q for a fixed s # 0 and arg s = d, and we denote by [0, (;(s)] the segment
joining the origin and (;(s). Then hq, (s, ¢) is univalent in Ce\UEL10,¢; (8)wy']
and we note that the integrand is integrable at ( = 0 and ¢ = ¢;(s). In fact,
we notice that w(z) = hq(s, () with z = (¢?asP)/(pP(?) satisfies

(3.16)  Egvi4la/q, sv+p/p,v+(p—1)/p,...,v+ (p—1)/p|(w) = 0.
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The characteristic exponents at z =1 are {0,1,2,... ,¢ — 1, A} where
= 14 p—1 m

(3.17) A= <V—|——>+(q—p)<y+—)—z——l
=0 p p m=1 q

which implies the integrability at ¢ = (;(s), and the characteristic exponents
at z = oo are {1/q,2/q,...,1,1}, which implies the integrability at { = 0.
Therefore by the assumption that ¢(x) is analytic in Q,, we can deform the
path of integration of I, (s, ) as follows (cf. [Ich]).

Gi(s)
(318) Iozj (8,517) e / (I)((E,C) Haj (S,C)dc’
0 ¢

where ®(z, () is given by (2.26) and
(319) Hoej (574) = hOlj (S’C) - ho‘j (57w(;1<)'
Moreover, since each hq (s, () is univalent outside of the g segments [0, ;(s)wy"],
we have

oo((pd+arg a;)/q)
(3.20) I, (s,x) = / (I)(gé’ 3, Ha, (s,¢)dC.

0

Therefore the Borel sum u?(t, z) is given by the following (¢ — p) times iterated
p-Laplace integral

(321)  wl(t,z)= (LI Pv)(t,x)

ap [ 77 G 1-k k—1
= ﬁp o Z Cjkp (50s)
j=1k=1
oo((pdtargaj)/9) g z,¢
x/ (C )Haj(s7C)dC (t,x).
0

By exchanging the order of integrations, we have

no b /oo<<pd+arg a;)/q)

(3.22) wl(ta)=>> i

j=1k=1
o 1
2miC

®(z, ()

(LaP (s p =R (50,)F 1 Ha, (5,0))) (¢, Q)dC.
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We recall the following Barnes type integral representation of hg,(s,() (cf.
[Luk], [TKSY])

1
23)  ha (s,¢) = —
(3:23) ho,(5:0=
. q/q,1 4t oyt
Bl p sl et
_ C / T'(q/q+7)T(A+7)T(—7)
2miCo J1 T(w+p/p+7)T(v+ (p—1)/p+7)7°P

I
agP\ 7

< (-, L) ar

pree
where |arg (—z;)| < 7 with z; = (¢%a;s?)/(pP¢?) and (—z;)" = exp(7Tlog(—=z;))
= exp {7 (log |z;| +i(arg z; — m))}, the path of integration I runs from k — ico
to K 4 too with —1/¢ < k < 0 and

r -1 P p
(3.24) o, = Lt =D/ +p/p)
T'(q/q)

Here we notice that by consulting (2.22) and (2.23) we have that if |arg (—z;)| <
7, the above integral converges absolutely when

(3.25) (q—p) (p%l—l>+qu—2>0.

2
Therefore the above integral (3.23) converges absolutely in |arg (—z;)| < =
except the cases (p,q,v) = (1,2,1) and (1,3,1).

In the below, we prove the theorem in the cases when (p, q,v) # (1,2,1),
(1,3,1) and the case (p,q,v) = (1,3,1) will be proved in Appendix since we
need a different proof, which will be done by employing the Euler type integral
representation of hy, (s,¢). (The case (p,q,v) = (1,2, 1) was studied by [LMS].)

Now, since the function H,, (s, () is well-defined on the line of arg( =
(pd + arg a;)/q for a fixed s # 0 with arg s = d, we have

(3.26)  Ha,(8,C) =ha,(5,C) — ha, (s, wq_l )

_ G / I(q/q+7)T'(1+7)I'(—7)
21iCo J; T(v+p/p+7)T(v+ (p—1)/p+ 7)1~

)

(
7a_qq8p 27rzr T
X < ]ppcq> ( )d
_ G / T(g/q+ 7)1+ 7)I(-7)
2miCo J; T(v+p/p+7)T(v+ (p—1)/p+ 7)1~

X <ajZZ—ZZ) (—2i4) sin(77)dr.
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By using the reflection formula of the Gamma function

™

(327) sinmt = m,

we have I'(1 + 7)I'(—7) sin(—n7) = 7, and hence

677

(3.28)  Ha,(5,0) = %/ : T'(q/q+7)

qaep\ T
« (aju) dr
pP(e

Fv+p/p+7)l(v+(p-1)/p+7)i7P

By substituting the integral representation (3.28) of H,,, we calculate the it-

erated Laplace integral carefully as follows.

(3:20)  (LgP(s™ "M (s85) e, (5,0)) (1,€)

_G qu(/ T(q/q+ )T tsr i
Y

"G v+p/p+m)D(+(p—1)/p+71)i?
N g,
x<%wg)d”ﬁ@
_ ﬁ/ I(g/q+ )" (a
Co i Tw+p/p+7)T(w+(p—1)/p+71)r7? \ "’

x [L4-PsrrT=1) (1)

_ G 1J/:r<q/q4—r>7k—1 <aquﬂ>)f
Co L(v+p/p+7) \ 7 pPCe

C’o v+p/p+T)

J

. Cl 11— _
=27 C'_otp Ipt k(t&g)k 1Gg:2 (Za

v+p/p
q/lq |

Finally, let us calculate the constant

G _ T(w+p/p)
Co T(pv)T(q/q)

Since T'(v + p/p) = (2m)P=D/2p! /27T (p) and T (p/p)

Oy T(g/qg+T qit?
ltp 1p1 k(ta )k 1/]:\( ( / ) (ajppcq

)dT

= (2m)P=1)/2p=1/2

hold due to the multiplication formula of the Gamma function (3.10), we have

¢ T(p/p)

(3:30) Co ~ Tlq/gpm—"

Summing up the above considerations, we get the desired formula (2.25). O
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84. Proof of Proposition 2.4

The G-function in the expression (2.27) has the following integral repre-
sentation by a path of integration I = {7 € C|ReT =& > —1/q}

(4.1)
p 1 r P 1 (9
Goo [z |VHP/PY _,/—(q/f“T) Z=dr, 7, =2 LS
Pq 1 q/q 2wt Sy T(v+p/p+7) Y gty tp
For the integrand, by using the formula I'(1 4 z) = 2T'(z), we have
(4.2)
D(g/q+7)Z,] T(q,/q+7)Z,] 1

T(v+p/p+7) I‘(V—l—f);/p—f—T) x (v—14+7)v—-2+7)-(1+7)

By calculating the residues of the integrand on the left side of the path I, we
have

4.3 GO 7z
( ) p,q ( 3 q/q

V+ﬁ/p>

_ (71)’” F(@/qu/qfn) L/q+n
- Z n! 1"(V—|—15/p—€/q—n)ZO‘fJr

Since
1
(V—l—m)(u1—2—m) 2.1 (=1)(=2)--- (1 = m)
v —1—-m)!(=1)m 1 (m —1)!
_ 1
- T'(v—m)(=1)m=1T'(m)’
we have

vp/p) = (D" T(@/a—a-1) igin
| >_¥Z W T+ g m

— T(q/a—-m)  (~Zy,)™
7ZHHmeXFW'
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By using the following formula

(45) F(C - n) = W, ce C,
we have

0 v+p/p
(4.6) GT, (Zaj a/a )

. Z L'(q/qa—t/q) Z (L—v—p/p+ /g (-1)"""Za,)"
Pw+p/p—t/q) = (1-a/a+t/qh n!
_ _T@/ Sfu—u—mmm«AVﬂ&mm
L(v+p/p) 7= (1-q5/Dm I'(m)

Finally, by employing the generalized hypergeometric series representation, we
obtain the desired result (2.30). O

85. Proof of Corollary 2.5

If arg oe; = 0 for all j, then all the paths of integration for the representation
of ul(t,x) in Theorem 2.3 become the same one. Therefore it is enough to
prove that the following sum, denoted by P(t,(), of the polynomial parts P,
disappears

eJ
(5.1) Pt,C) =Y ciwp' F(t0) " Pa, (£, ).

j=1k=1

By substituting the polynomials P, ;, which are given by (2.32), and carrying
out the differentiations, we have

(5.2) P(t,¢)

v—1

1_1/_25/])) (_1)p—qpp<q " —pm
Crav Z (1-q,/¢)mI(m )( q ) !

=1

X Za;mi:cjk(—m)k !
j=1 k=1
R €y 1 L A G i S ANV
*Cp,q,vmz:l — )< > A(—m).

—~ (1-4,/¢)ml'(m qitp

Since A(—m) =0 (m =1,...,v — 1), we obtain the desired result. O
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86. Proof of Theorem 2.6
The proof is done by a similar way to that of Theorem 2.3 except the cases
where (p,q,v) = (1,2,1) and (1, 3,1).

Let v(s,z) be the (¢ — p) times iterated formal p-Borel transform of 4 (¢, x)
which is given by (2.6)-(2.10) with (2.36), and by the Cauchy integral formula,
we have

_ (an) sprtpr—1

(6.1) v(s,z)= ;}A(n)w () (pn+pv — )IT(1 + (pn+ pv — 1) /p)a—>
B spv—1 p(z+0Q)
- ]{d_r T hals, G,

_ (V)n (qn)l a_sp n
R ”ZZ% nl (pn+pv—DIT(1+ (pn+prv —1)/p)ar < Ca )

L a/q 0 as?
Co" "\t /ot 0 =1)/p, v+ (p=1)/p (1)

where Cy = T'(pv)I'(v + (p — 1)/p)2P. We have the following integral repre-
sentation

(6.3) ha(s,¢)

_ 02/ T'(q/q+ 7)0(~7)
21iCo J; T(v +p,/p+T)T(v+ (p—1)/p+T)77P

aep\ T
X (aq i ) dr,
prca

L(v+p,/p)T(v+(p—1)/p)*P
T'(q/q)

In the expression (6.1), by the assumption that ¢(x) is analytic on Q,, we can

with a constant

(6.4) Cy =

deform the path of integration of v(s, )

(6.5) v(s,x) =

spv—1 poolldptarga)/a) (g ¢
/ 9 b, (s, ¢)dc,
0

2ms
where ®(z, () is given by (2.26) and Ho(s,¢) = ha(s,¢) = ha(s,Cw, ). There-

fore the Borel sum u?(t, z) is given by the following iterated Laplace integral

(6.6) ul(t,z) = (LI Pu)(t, x).
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By exchanging the order of integrations, we have

1

co((pdtarga)/q) g
(6.7) ul(t,z) = — / (z,¢)
0

¢

After the similar calculations in the proof of Theorem 2.3, we have

(6.8)  (LI7P(s™ " Ha(s,())) (£, €)
Ca oy [ T@g/a+7) gitP\’
= 2 /Ir (a ) dr

Co (v+p,/p+7) \ pr¢e
v+ D,/p (Z :P_plg)_
q,/q9 )’ Cgraty

Finally, by using the multiplication formula of the Gamma function, we have

(69) Co _ F(V+5;/p) _ F(p/p)

Co T(pv)T(g/q) T()T(q/q)pr—1

Thus we obtain the first formula in (2.38), that is, the G-function representation
of K, (t,¢).
The second representation in terms of the generalized hypergeometric func-

(L37P(s" " Ha(s,C))) (¢, Q)dC.

- 211

C -
= Fz 2mi PG <Za

tion is obtained by taking the residues in the Barnes type integral as in the
proof of Proposition 2.4. We omit the detail. O

87. Proof of Corollary 2.7

Since
_ % q,0 v +ﬁ/p
(71) ,Ca(ta C) - C Gp,q <Za q/q ) )
and
_ % q,0 p/p
(7.2) ka(t,¢) = c G, <Za q/q>,

where Z, = (p*/q?)(1/)((9/tP) € S(0, (¢ — p)m, 00), it is enough to prove the
following equality.

p/p

a/a)’

t pr—1 0

where (D;)~! denotes the integration from 0 to ¢.

V+ﬁ/p> _ (Dt—l)pu—le,O (Za

a/q P
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By recalling the Barnes type integral expression (2.21), we have

(DG (za zg)
_ —1\pr—1 1 F(q/q + T) pqu - T
=By %/I T(p/p+7) ( g0l ) tan,

where the path of integration is taken by I = {7 € C;Re 7 =k > —1/q¢}.

We note that the integrand of this integral is absolutely integrable with
respect to t with Z, € S(0, (¢ — p)m,00) and 7 = k 4+ in € I. In fact, it follows
from the following estimate of the integrand for large |7| and Re pr = prk >

—p/q > —1: for any fixed ¢ (¢ # 0)

74) Tp/p+7) \ gia

_ iy
< Const.[t|P*|n|*(1~P) exp {—5(q —p)|n| +narg Za} ,

T(q/q+7) <p”<q> e

which is derived from

1
13)  dim e (galsl) b0 )] = @202 oy real
y|—o0

(cf. [Luk, p. 33]).
Therefore by exchanging the order of integrations, we have

—1\pr—1,4q,0 P/P
(7.6) (D )P thq <Za q/q>
= L F(q/q + T) ppcq - (D—l)Pu—ltpTdT
2mi J; D(p/p+7) \ ¢a ! '
Since
(D gt
¢ C(pr+D(pT+2) - (pr 4 pr —1)
$pTHpr—1

TP (T by /p)u (T + Dy
t\""' T(r+p/p) .
() ey

p (r+D/p+v)

)
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we obtain the desired equality (7.3) as follows:
p/p :<3>””_1L/ L(a/g+7) , .
a/q p 2mi Jy T(v+p/p+7) °

pr—1 _
:<3> a0 <Za ”*p/p)
D s

qa/q
88. Miscellaneous Remarks

(7.7) (D7 P taed (Za

§8.1. Confluence of roots

As we have shown, the integral representations of the Borel sum are given
in different forms depending on the multiplicity of characteristic roots (see The-
orems 2.3 and 2.6). In this subsection we shall show by an example that an
integral representation in the case of multiple characteristic roots can be ob-
tained by the confluent procedure from that in the case of distinct characteristic
roots.

Let us consider the following Cauchy problem

®.1) IT;-1(8f — a;08)u(t, ) = 0,
' OFu(0,2) =0, (k=0,1,...,3p—2), afp_lu(&x) = p(z),

where ¢(x) satisfies the condition for the Borel summability in d direction.
We consider the following three cases:

Case (I): all a;’s are distinct
Case (II): a3 = as, ag # a1 (confluent procedure oy «— «3)
Case (ITI): a3 = as = ag (confluent procedure oy = g «— a3)

We only show the confluent procedure from (I) to (II) below, because the
confluent procedure from (II) to (III) can be discussed in a similar way.

Case (I). The Cauchy problem (8.1) has a unique formal solution of the
form (2.6)-(2.7) with

A a711+2 a;t+2

8.2 = +

( ) (n) (041 - @2)(041 - 043) (042 - 041)(012 - 043)
ag+2

(a3 — a1)(az — az)

=c1af + caf + c3af,



684 KuNIO ICHINOBE

which is obtained by solving the difference equation (2.8)-(2.9) with
v=3.
By Theorem 2.3, the Borel sum u?(t, x) is given by the following form

3p—1 3 oo((pd+arg a;)/q)
(8.3) ud(t,x)=(3> > e / ®(z, ()a, (t,()dC

p =1 Jo

w (NPT
pa (]—9> {e1du; (t, ) + coda, (t,x) + c3J0s (¢, )},

where

C
(8.4) Ko, (t,¢) = % Go <Zaj

3+15/P) , P

a/q Y gra; e’

Case (II). The Cauchy problem (8.1) has a unique formal solution of the
form (2.6)-(2.7) with

_ai(og —2a3) ayt?

(8.5) A(n) =

n

« na!’ + —2——
(041 - 043)2 ! Q] — Qg ! (@3 - Oél)2
def

n n n
= 1104 + ci2nay + c3103,

which is obtained by solving the difference equation. This is also obtained by
taking the confluent procedure as — a4 in (8.2), that is,

ciaf + cpay — ci1af + cianal
caay — C3105.

We shall show that the Borel sum is also obtained by taking the confluent
procedure from (8.3).

Suppose that as is so close to «q, that is, for a sufficient small £, we
suppose |a; — as| < 1. Then by the analyticity of the Cauchy data ¢(z)
in Q,, we can deform the integral path of J,, (¢, ) into the integral path of
Jo, (t, ). Therefore the expression (8.3) is rewritten in the following form

4 £\ 31 oo((pd+arg a1)/q) 2
ul(t,z) = (—) / O(,0) > ¢jKa, (t,()dC
p 0 =1
oo((pd+arg az)/q)
+Cg/
0

O(z, ()as (1, C)dC} :
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Since

2
ZCJ & (t,¢)= Z p,q< a;

3+p/p
q/q

_Cpy I'(q/q+7) r
2w g (3+p/p+7 ZCJ

with Z = (pP/q?)(¢?/t?), by taking the confluent procedure as — 1, we have

2
> ¢iKa, (t,0)
j=1

Cp q F(Q/q + T) —
. A
" 2mi¢ T3+ p/p+ 1)

_ Grg {0“/1 (l“(q/ngT) )Z;fd7+012/1 (l“(q/fHT) )TZ;de}

T(cllaI + ClgTaI)dT

2miC rB+p/p+r T'B+p/p+r
Cp, 0 3+p/p -1 0 3+p/p
- % {CHGZ’LI (Zal a/q ey {10)Chq | 2oy a/q

= (e11 + crop™ (t81)) Ka, (£, €).

Therefore by noticing c¢3 — c31, we have

3p—1
(86) ud(t71’) = (2—)) {(011 -+ 012]7 (tat)) a1 (t ZL’) -+ 631Jo¢5 (t l’)}

which is the one in Theorem 2.3 in the case a; = ag, ag # a;.

88.2. Deformation of paths of integrations of the Borel sum

As we have shown by the example in subsection 2.12, the Borel sum is the
sum of two integrals when arga; # argas. In this subsection, we shall show
by the same example (p = 1,¢ = 2) that under some additional conditions the
Borel sum is given by one integral along a line.

Let us consider the following Cauchy problem

I15-1 (0 — a;0R)ult,x) = 0,
(87) {u(O, x) =0, Owu(0,z)=¢(x),

where we assume argoy < 0 < argap (put 0; = arga; (j = 1,2)), and the
Cauchy data ¢(x) is holomorphic in a neighbourhood of the origin and satisfies
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the conditions for the Borel summability in 0 direction, that is, ¢(x) can be con-
tinued analytically in Q, = Q,(1,2,2;0,¢) = U_; Uy, S((6; + 27m) /2, ¢, 00)
and satisfies

(8.8) (@) < Coxp (3le), @€ Q.

Figure 2. ©,(1,2,2;0,¢)

Then the Borel sum uo(t x) is given by the following function

(3.9) Ot,2) —tz [l O (801,

where (t,z) € S(0,a, p) x B, with a < 7 and sufficiently small r > 0, €%/2R =
{e9i/2; —00 < £ < o0}, ¢1 = a1 /(1 — ag), ca = ag/(ag — ay) and

(8.10) tKoo, (£,C) = — G2 (zaj

2 1), Za, = C (€ 50,7, 00)

e 1/2 4ot
_ |t -1/2 ¢ ¢
= F.élel ( 1/2 7_Kjt> 24, (by (2.30))

=D; ! ! exp (— ¢ )] (by (2.45))

40éjt
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We suppose 0 < 03 — 01 < 7 and we define a multi-sector {2} by

(8.11)  QF =Q7(01,62)

1
B 01 +2mnr w O +2mm =
U s ("5 5 ) Ns (5 5 |

m=0

_ O 8(91+92+4m7r 77—(92—91)7()0).
m=0

4 ’ 2

We assume the following additional conditions: the Cauchy data ¢(z) can be
continued analytically in Q% (instead of Q) and satisfies

(8.12) lo(z)| < Cexp (8lz*), =€ Q.
_ v T~ -
\
7 \ AN
A \ 7
§ \ , exp (i(6,/2 + 7/4))
exp (if3/2)
AN
/
\
7 exp (i0/2)

exp (i6,/2)

exp (i(0y/2 - w/4
\ e (i(0a/2- 7/4)

Figure 3. QF = Q%(01,62)

Under these conditions, when

)

(8.13) te S(@— 7 — (0 —91),p1>
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for any fixed 6 € (03 — 7/2,0; + 7/2) and sufficiently small p; > 0, we can
deform all paths of integrations of the Borel sum (8.9) into a line €*/?R, that
is,

(8.14) uO(t, x) :/

eif/2R

2 |t ~1/2 (2
Z/elg/zRSO($+C)JZ_;Cj r&lel < 12 dagt dg,

where x € B, for sufficiently small /(< r). The second equality follows from

2
p(+¢)>  ¢jtKa, (t,¢)dC
j=1

Corollary 2.5, that is, from ¢; /oy + ca/ag = 0.

We remark that the expression (8.14) holds for not only « € B, but also
x € /2R,

In conclusion, this deformation of paths of integrations shows that the
region of holomorphy for the Borel sum in ¢-plane is shrunk, that is, the opening
angle is actually less than 7, but the region of holomorphy in z-plane is spread
as mentioned above. Note also that the kernel function in the final integral
representation is nothing but the fundamental solution of the Cauchy problem
for the parabolic type equation when Re o; > 0(j = 1,2).

Appendix. The Proof of Theorem 2.3 in the Case
(p,q,v) =(1,3,1)

When (p,q,v) = (1,3,1), the expression (3.12) is given in the following

form.
(A1) v(s, ) = (Ba)(s, z)
1 p(z+0)
=50 e Tha(sv OdC,
where
(A.2) ha(s,¢) = 21 (1/3712/3;5/01) , Yo = %’

and in ¢-plane h, (s, () has three singular points at ¢ = 3J/aswi* (m =0,1,2)
for a fixed s # 0. We put 3/as by ((s).
We recall the following Euler’s integral representation (cf. [Luk], IKSY]).

1
(A3) b0 =g [ T =)0 = Vo) o,
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where Cy = I'(1/3)I'(2/3) and the branch of the integrand is determined by
the following assignment of the arguments: for w € (0,1) and |Y,| < 1,

(A.4) argw =0, arg(l—w)=0, —g <arg (1 —Y,w) <

N

This integral (A.3) makes sense if Y, € Cy, \ {1} and is a univalent and an
analytic function in Cy, \ [1,00). Let us determine the branch of the function
(1 — Yow) /3 in |arg (1 — Y,)| = 7 with |V,| > 1 (that is, [¢| < 3¢/a]s| in
¢-plane). Then for a fixed s # 0 with arg s = d, we have

33asw)_1/3 {(33a5w > »}_1/3
A5 lim 1- = —1)e™ ,
(4.5) arg (T(d+arg a)/3 < ¢ ¢

33asw)_1/3 {(33a5w > -}_1/3
A6 lim 1— —— = — = 1™ .
(4.6) arg ¢ | (dtarg a)/3 < & &

This implies
(S AR JCN)
(A7) v(s,x)= 5miCo /0 R d¢

1
% / w—1/3(1 B w)_Q/?’(Yaw _ 1)—1/3 (e‘n'i/S B 8—7\'1'/3) dw
0

2isin(r/3) (1 s
= 1% 1— /34
27iCo /0 w1 = w) T dw

Cew) @, ¢) s
« /0 7 Yaw = 1) 7%,

where ®(x,() = anzo o(x + Cwi), (ws = e?™/3),
Then the Borel sum u?(t,z) is given by the following iterated Laplace
integral

(A.8) ud(t, x) = (L3v)(t, x)

1 oo(d) 1 oo(d)
= —/ exp (—5—1) dsl—/ exp (—i> v(s,xz)ds
t 0 t Sl 0 Sl

oco(d—argt) 00 (0)
:/ e_“ldul/ e~ "2v(uyust, x)dus,
0 0

for t € S(d, m, p) and z is in a neighbourhood of the origin.
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By exchanging the order of integrations, we have

; 3) oo((d+arg ) /3) ®(z, )
A9)  wi(t,x :M/ ~2d
(a9 wi(t)="22 )
oo(d—argt) 1
></ e_“ldul/ w31 —w) " dw
0 0
oo (0) 13
X //A e )(f“2 (An(t, G wugug) — 1) 77 dusg,
1/A.(t,(;wuy
where 5
3 at
Aa(tac;X) = ?X

By taking a change of variable with respect to us, we obtain

o0 (0)
(A.10) / e~ (Au(t, G wuug) — 1)_1/3 dus
1/Aa(t,Cwur)

2 _ 1
=T (5) Au(t, G wuy) /3 exp (_7Aa(t,g;wu1)> .

Therefore the Borel sum u?(t, z) is given in the following form.

wl(t g = S(/3)0(2/3) colldtarge)/8) ¢z, ()
(A1) uit, )_—/O

mCo ¢ %

oo(d—argt)
8 / e_ulAa(t7§§U1)_l/3dU1
0

L 1
X w72/3 1 —w 72/3 ex <——) dw
/0 (1=w) P AL G o)

Here we recall the following formula which follows by taking a change of variable
in the integral representation of the Whittaker function.

Formula 1. (cf. [Buc, p. 62]) Suppose Re z > 0 and Re 8 < 1. Then
we have

1
(A.12) /0 t7(1 =) Pe/tdt = T(1 — B)2=2e™*/2W,, n(2),

where p = a/2+ 8 —1, m = (o — 1)/2 and the Whittaker function is defined
by the following integral

e /21

o0
(A13) Wom(2) / fHL/2m gy m et gy,

TTA2—pt+m) Jo

with Re (1 —1/2 —m) < 0 and |arg z| < 7.
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By using this formula, we obtain

! —2/3 —2/3 L
(A.14) /0 w (1—w) exp (_m> w
1 1
—1 (3] Aaltsiun P e (- )

1
Mo ()

Hence the Borel sum u?(t, x) is given in the form

: oco((d+arg a)/3)
(A.15) ud(t,x)zw/ B JCNG)
0

d
T ¢ ¢

oco(d—argt) 1
X e “lex ey e—
/0 P ( 2Aa(t7C;U1)>
1
_ — | du.
Voo (4 )

Moreover, in order to calculate the integral with respect to u;, we use the
following formula which gives the relationship between the Whittaker function
and the G-function.

Formula 2. (cf. [MS, p. 57])
1—
—z/2yy _ 20 M
(A.16) ¢ pm(2) = Gz (Z‘m—i—l/l —m+1/2> '

From this formula, we have

) 1
(A.17) exp (—m> Wo.-1/6 (M)

1
_ 2,0
= Gz (Aa(t,c;m)

1
1/3,2/3 |
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By exchanging the order of integrations between the Laplace integral and
Barnes type integral, we obtain

A oco(d—argt) 00 1
1 AT ———
(4.18) /0 RV werern

oco(d—argt)
= / e “duy
0

1 L(1/3+7)T(2/3+ 1)

1
1/3, 2/3) duy

“am ), T Tagn  AetGu)dr
1 [T(/3+7)T(2/3+7) .

oco(d—argt)
X / e "uy T duy
0

_ 1 raB3+n)re/3+7)rd+1) T dr
2 g r'(1+7) Aa(t, G 1)d

3,0 1 1
‘G“<chn

1/3, 2/3, 1
where the path of integration I is given by {r € C;Re 7 = k, K > —1/3}.
Hence the Borel sum u“(t, ) is given by the following form.

» %@cmzig,

, oo((d-+arg a)/3)
(A.19) ul(t,z) = sin(r/3) /

™ 0

X

®(z,() 3,0( C?’

1
¢ O | 3ot 1/3,2/3,1>d<'

Finally, by noticing
sin(7/3) 1

T I(1/3)1(2/3)’
we obtain the desired formula when (p,q,v) = (1,3,1).
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