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Abstract

For each A ∈ Nn we define a Schubert variety shA as a closure of the SL2(C[t])-
orbit in the projectivization of the fusion product MA. We clarify the connection of
the geometry of the Schubert varieties with an algebraic structure of MA as sl2 ⊗C[t]
modules. In the case, when all the entries of A are different, shA is smooth projective
complex algebraic variety. We study its geometric properties: the Lie algebra of the
vector fields, the coordinate ring, the cohomologies of the line bundles. We also prove
that the fusion products can be realized as the dual spaces of the sections of these
bundles.

Introduction

The main goal of the paper is the study of the closure of the orbit of the
lowest weight vector in the fusion product of the sl2 modules. Let us recall the
main definitions (see [FL1, FF1]).

We start with an abelian situation. Consider an abelian one-dimensional
Lie algebra with a basis e. Let Cai � C[e]/eai , i = 1, . . ., n be its cyclic modules
with a cyclic vector 1. For Z = (z1, . . ., zn) ∈ C

n with a distinct entries
consider the tensor product

⊗n
i=1 C

ai(zi) of the evaluation representations of
the Lie algebra e⊗C[t] (recall that for the representation V of the Lie algebra
g and the complex number z the evaluation module V (z) of the current algebra
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626 Boris Feigin and Evgeny Feigin

g ⊗ C[t] coincides with V as a vector space and the action is given by the
formula xj · v = zj(x · v) for xj = x ⊗ tj , x ∈ g, v ∈ V ). Surely,

⊗n
i=1 Cai(zi)

is cyclic C[e0, . . ., en−1] module with a cyclic vector being the product of the
cyclic vectors of C[e]/eai and thus is isomorphic to the quotient of the ring
C[e0, . . ., en−1] by some ideal I(Z). It was proved in [FF1] that the family of the
ideals I(Z) can be continuously extended to any point of the configuration space
Cn. Thus, for any Z ∈ Cn we have a quotient MA(Z) = C[e0, . . ., en−1]/I(Z),
where A = (a1, . . ., an) ∈ Nn.

Let An be an abelian Lie group, generated by exp(tiei), ti ∈ C, 0 ≤ i < n.
For a vector v ∈ V denote by [v] ∈ P(V ) the line C ·v. Define a Schubert variety
shA(Z) ↪→ P(MA(Z)) as a closure of the An-orbit of the point [u], where u is
a cyclic vector in MA(Z):

shA(Z) = An · [u] ↪→ P(MA(Z)).

Surely, for the Z with pairwise distinct zi shA(Z) � P
1 × · · · × P

1︸ ︷︷ ︸
n

. Now, let

i1 + · · · + is = n and

Z = (z1, . . ., z1︸ ︷︷ ︸
i1

, z2, . . ., z2︸ ︷︷ ︸
i2

, . . ., zs, . . ., zs︸ ︷︷ ︸
is

), zi �= zj .

In [FF1] it was proved that

MA(Z) � M (a1,...,ai1 )(z1, . . ., z1) ⊗ · · · ⊗ M (an−is+1,...,an)(zs, . . ., zs).(1)

It was also shown in [FF1] that for any z ∈ C MA(z, . . ., z) is isomorphic
to MA(0, . . ., 0) and the isomorphism is given by the shift z → 0. Denote
shA = shA(0, . . ., 0). From the formula (1) we obtain

shA(Z) � sh(a1,...,ai1 ) × · · · × sh(an−is+1,...,an).

(Note that the family shA(Z) defines a variety ShA, which is fibered over Cn

with a fiber over a point Z being shA(Z), but we do not study ShA in this
paper).

Recall that in [FF1] MA(0, . . ., 0) was identified with a fusion product of
the sl2 modules. Thus the varieties shA can be defined in terms of the fusion
product. Recall the main points.

Let e, h, f be the standard sl2 basis, Ca1 , . . ., Can – irreducible sl2 modules,
z1, . . ., zn – a set of the pairwise distinct complex numbers. Surely, the tensor
product

⊗
C

ai(zi) is a cyclic sl2 ⊗ C[t] module with a cyclic vector vA being
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Schubert Varieties 627

the tensor product of the lowest weight vectors (with respect to the h grading).
Thus we have a filtration Fs on

⊗
Cai(zi) (recall that xj = x ⊗ tj)

Fs = 〈x(1)
i1

. . . x
(k)
ik

vA : x(j) ∈ sl2, i1 + · · · + ik ≤ s〉.

The adjoint graded module is denoted by Ca1 ∗ · · · ∗ Can or simply MA for
A = (a1, . . ., an). Let vA ∈ MA be the image of vA. Surely,

MA = U(sl2 ⊗ C[t]) · vA = U(e ⊗ C[t]) · vA

(in fact, the operators from sl2 ⊗ ti, i ≥ n vanish on MA).
Consider a group SL2(C[t]) acting on MA, and thus on its projectivization

P(MA). The Schubert variety can be defined as follows: it is the closure of the
SL2(C[t])-orbit of the point [vA]. So

shA = SL2(C[t]) · [vA] ↪→ P(MA).

These are complex projective algebraic varieties. They can be described as a
subvarieties of the product of the affine sl2 grassmanians. In fact, this is a
consequence from the results from [FF2], where the fusion products were em-
bedded into the tensor product of the integrable irreducible level 1 ŝl2 modules.
Let us give some details.

For A = (a1 ≤ · · · ≤ an) ∈ Nn define D = (d1, . . ., dan
) with di = #{j :

aj = i}. In [FF2] for any such D the integrable ŝl2 module LD was constructed.
It has two descriptions: as an inductive limit of some special fusion products and
as a submodule of the tensor product of the irreducible level one ŝl2 modules.
The first construction is the following one.

Let ai = ai+1. In [FF2] the following exact sequence of sl2 ⊗C[t] modules
was constructed:

0→M (a1,...,ai−1,ai+2,...,an)→MA→M (a1,...,ai−1,ai−1,ai+1+1,ai+1,...,an)→0(2)

(note that the corresponding relation for the q-characters of the modules from
(2) can be found in [SW1, SW2]). Introduce a notation

A(i) = (a1, . . ., an, an, . . ., an︸ ︷︷ ︸
2i

).

From (2) we obtain an embedding MA(i)
↪→ MA(i+1)

. This allows us to con-
struct an inductive limit of the modules MA(i)

, which is denoted as LD:

LD = MA ↪→ MA(1)
↪→ MA(2)

↪→ · · · .(3)
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By its definition, LD is sl2 ⊗ C[t] module. It was proved in [FF2] that in fact
it carries a structure of the level (an − 1) ŝl2 module.

These modules can be also described as a submodules of the tensor product
of the level one ŝl2 modules. Let L0,1 and L1,1 be two level one irreducible
integrable ŝl2 modules (L0,1 is a vacuum module). Denote by v(2k) the set of
the extremal vectors in L0,1 and by v(2k + 1) the set of the extremal vectors
in L1,1. For example, v(0) ∈ L0,1 is a vacuum vector, v(1) ∈ L1,1 is a highest
vector and

ei−1v(i) = v(i − 2); ekv(i) = 0 if k > i − 1.

We have

LD = U(ŝl2) · (v(n − d1) ⊗ v(n − d1 − d2) ⊗ · · · ⊗ v(n − d1 − · · · − dan−1)) .

This module is a submodule of the tensor product Lp1,1 ⊗· · ·⊗Lpan−1,1, where
pi = 0, if n − d1 − · · · − di is even and pi = 1 otherwise.

Now we can embed the Schubert varieties shA into the product of the affine
sl2 grassmanians. Let Gr0 and Gr1 be even and odd sl2 affine grassmanians,
i.e. a subvarieties of P(L0,1) and P(L1,1) correspondingly:

Gr0 = ŜL2 · [v(0)], Gr1 = ŜL2 · [v(1)].

Let OA be an ŜL2-orbit in the product Grp1 × · · · × Grpan−1 :

OA = ŜL2 · ([v(n − d1)] × [v(n − d1 − d2)] × · · · × [v(n − d1 − · · · − dan−1]) .

Then we define the generalized affine sl2 grassmanian as the closure of OA in
Grp1 × · · · ×Grpan−1 : GrA = OA. Surely, GrA is a subvariety of the projective
space P(LD) (again, GrA is a closure of the ŜL2-orbit of the point). Let us give
some examples:

(1) Gr(2,3) ↪→ Gr0 × Gr1 is the flag manifold for the group ŜL2.

(2) If A = (2, . . ., 2︸ ︷︷ ︸
2n

), then GrA = Gr0.

(3) If A = (2, . . ., 2︸ ︷︷ ︸
2n+1

), then GrA = Gr1.

Because of the definition (3) we have the approximation of GrA by the
finite-dimensional Schubert varieties. Namely, the generalized grassmanian is
an inductive limit

GrA = shA ↪→ shA(1) ↪→ shA(2) ↪→ · · ·.
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(For the another approach to the study of the infinite-dimensional varieties of
the above type see [FS1]).

The structure of the Schubert varieties shA depends on the number of the
different elements among ai. For example, if all the numbers ai are different,
then shA is smooth. Otherwise, it has singularities, and the structure of these
singularities depends on the number of such i that ai < ai+1 (recall that we
put ai ≤ ai+1). In this paper we concentrate on the study of the smooth case
(though some theorems will be proved in the whole generality).

We start with a proof that for all A with ai < ai+1 the corresponding
Schubert varieties are isomorphic. In order to prove that we construct a bundle
shA → P

1 with a fiber sh(a1,...,an−1) and show that the transition functions of
this bundle do not depend on A. Let us give some details. Let uA be the
highest weight vector in MA (so uA = w · vA, where w is the Weyl element
from SL2 ↪→ SL2(C[t]/tn)). There are two so-called big cells in shA:

Ux = exp

(
n−1∑
i=0

eixi

)
· [vA], Uy = exp

(
n−1∑
j=0

fjyj

)
· [uA], xi, yj ∈ C.

Both of these cells are isomorphic to Cn and the closure of each is shA. We
also have that Ux ∪ Uy = G · [vA], where G = SL2(C[t]/tn). Moreover,

G · [vA] = Ux

⋃
exp

(
n−1∑
i=1

fiyi

)
· [uA].

We prove that exp
(∑n−1

i=0 eixi

)
· [vA] = exp

(∑n−1
j=0 fjyj

)
· [uA] if

(x0 + tx1 + · · · + tn−1xn−1)(y0 + ty1 + · · · + tn−1yn−1) = 1(4)

in the ring C[t]/tn. Now, one can define a map Ux → SL2 · [vA] � P
1 by the

formula exp
(∑n−1

i=0 eixi

)
· [vA] → exp(e0x0) · [vA]. We prove that this map can

be extended to the bundle sh(n) → P1 with the fiber sh(n−1) (this fiber comes
from the following statement – see [FF1]: C[e1, . . ., en−1] · [vA] � M (a1,...,an−1)).
So from the formula (4) we obtain that shA is independent on A. We denote
this variety by sh(n).

The latter can be described as a generalized flag manifold F (see [SP]).
Consider the variety of the sequences of the spaces

C[t] ⊕ C[t] = V0 ←↩ V1 ←↩ · · · ←↩ Vn

with a properties tVi ↪→ Vi+1 and dim(Vi−1/Vi) = 1. Using the obvious pro-
jection F → P

1 � P(V0/tV0) and an action of SL2(C[t]) on F we prove that F
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is isomorphic to sh(n). (Note that for any A with possibly coinciding elements
the variety shA can be also described via the construction of this type, but we
do not study it in the present paper).

We have already mentioned that there exists a bundle sh(n) → P
1 with a

fiber sh(n−1). In fact, we have even more interesting picture: we prove that
there are in-between bundles sh(n) → sh(n−1) → · · · → sh(2) → sh(1) (note that
sh(1) = P1), such that any map sh(m+k) → sh(m) is a bundle with a fiber sh(k).
We denote such maps by πm+k,m.

The next point of the study is the Lie algebra of vector fields on sh(n).
We prove that it practically coincides with a “base” Lie algebra sl2 ⊗ (C[t]/tn).
There are some additional operators, acting on MA: these are an annihila-
tion operators L0, . . ., Ln−2 from the Virasoro algebra (for x ∈ sl2 we have
[Li, x ⊗ tj ] = −jx ⊗ ti+j). As we have already mentioned, MA is embed-
ded into the integrable ŝl2 module LD. Thus, we have an action of the
Virasoro algebra on LD and hence on MA. Note that the existence of the
vector fields from sl2 ⊗ (C[t]/tn) is obvious from the definition of sh(n). It
is easy to show that Virasoro operators also generates the vector fields on
sh(n). We prove that ei, hi, fi, i = 0, . . ., n − 1 (here xi = x ⊗ ti) and Li, i =
0, . . ., n − 2 form a basis of the Lie algebra Vect(sh(n)). For the proof, we
compute the transition matrix for the bundle of the vector fields, which are
tangent to the fibers of πn,1. This allows us to show that dim Vect(sh(n)) =
4n − 1.

Note that the first definition of the varieties shA was given via the abelian
Lie algebra with no sl2 mentioned. But the current algebra sl2 ⊗ C[t] nat-
urally appears as a main part of the Lie algebra of the vector fields on the
Schubert variety.

In [FF2] some natural submodules of the fusion product were mentioned.
In this paper we study the structure of these submodules. They are important
because of their connection with some SL2(C[t])-invariant subvarieties of sh(n).
Let us give some details.

Using the properties of the fusion products (see [FF1, FF2]) one can show
that for any i = 1, . . ., n − 1 there exists a submodule Si,i+1(A) ↪→ MA, such
that the following sequence of sl2 ⊗ C[t] modules is exact:

0 → Si,i+1(A) → MA → M (a1,... ,ai−1,ai−1,ai+1+1,... ,an) → 0.(5)

(Note that we have already used the special case of this sequence in (2)). For
example, if i = 1 then Si,i+1(A) � M (a2−a1+1,a3,... ,an) (the corresponding
recurrent formula for the q-characters can be found in the works of Shilling and
Warnaar). In the case i > 1 the structure of Si,i+1(A) is more complicated. We
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prove, that if i > 1, ai−1 > 1 and ai �= ai+1, then there exists an exact sequence

(6) 0 → M (a1,...,ai−2,ai−1−ai+ai+1,ai+2,...,an) → Si,i+1(A) →
→ Si,i+1(a1, . . ., ai−2, ai−1 − 1, ai + 1, ai+1, . . ., an) → 0.

Another description of the submodules Si,i+1(A) is the following. Denote

A′= (a1, . . ., ai−1, ai, . . ., ai︸ ︷︷ ︸
n−i−1

); A′′= (ai+1−ai+1, ai+2−ai+1, . . ., an−ai+1).

Recall that vA′ and vA′′ are the cyclic vectors of MA′
and MA′′

. We prove
that there is an embedding of sl2⊗ (C[t]/tn) modules Si,i+1(A) ↪→ MA′ ⊗MA′′

and Si,i+1(A) is generated from the vector vA′ ⊗ vA′′ by the action of the
polynomials in the variables ej , j = 0, . . ., n − 3 and Id ⊗ en−i−1, where Id is
acting on MA′

and en−i−1 on MA′′
. Thus we obtain an additional operators,

acting on Si,i+1(A) (surely, we have operators from sl2 ⊗ (C[t]/tn)). The Lie
algebra, acting on Si,i+1(A) can be described as follows. Let Li,n, 0 < i ≤ n

be a graded Lie algebra, Li,n = sl2 ⊗Bi,n, where Bi,n is a commutative graded
associative algebra with generators t of degree 1 and u of degree n − i and
relations tn = 0, tu = 0, u2 = 0. For i = 0 let L0,n be sl2 ⊗ (C[t]/tn+1). We
prove that Si,i+1(A) is cyclic Li−1,n−2 module with a cyclic vector being the
tensor product vA′ ⊗ vA′′ = vi,i+1(A). This allows to make a conjecture (we do
not discuss it in the paper) that Si,i+1(A) is a fusion product itself, but with
respect to the algebra Li−1,n−2. It means that for some filtration on the Lie
algebra

⊕n−1
i=1 sl2, with an adjoint graded algebra being Li−1,n−2, the induced

filtration on the tensor product of sl2 modules

C
a1 ⊗ · · ·Cai−1 ⊗ C

ai+1−ai+1 ⊗ C
ai+2 ⊗ . . . ⊗ C

an

gives Si,i+1(A) as an adjoint graded module.
Now let us return to the varieties sh(n). Recall that there is a “big” dense

orbit G · [vA] ↪→ sh(n). We want to understand the structure of the complement
sh(n) \G · [vA]. We prove that this complement is the union of n−1 irreducible
varieties of complex dimension n − 1, which are denoted by sh(n−1)

i , i = 1, . . .,

n − 1. They can be described as follows: sh(n−1)
i is the closure of the orbit

Li−1,n−2 · [vi,i+1(A)] in the projective space P(Si,i+1(A)), where Li−1,n−2 is the
Lie group of the Lie algebra Li−1,n−2. In fact, the following is true: sh(n−1)

i =
sh(n) ∩ P(Si,i+1(A)).

We can give another description of sh(n−1)
i as a subvariety of the product

of two Schubert varieties. Namely, we prove that

sh(n−1)
i = {(x, y) ∈ sh(n−2) × sh(n−i) : πn−2,n−i−1(x) = πn−i,n−i−1(y)}.
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For example, sh(n−1)
1 � sh(n−1) and sh(n−1)

n−1 � sh(n−2) × P1. Note also that
the classes of sh(n−1)

i , i < n and the class of the fiber of the map πn,1 are the
generators of the group H2n−2(sh(n), Z).

One of the goals of this paper is to realize the fusion products as the dual
spaces of the sections of some line bundles on sh(n). Let

Ci = {exp(tei) · [vA], t ∈ C}, i = 0, . . ., n − 1.

(In particular, C0 = SL2 · [vA]). All these curves are P
1 and their fundamental

classes are the generators of the group H2(sh(n), Z). Note also that the classes
of Cn−i, 0 < i ≤ n form the dual basis with respect to the basis of the group
H2n−2(sh(n), Z), mentioned above. One can show that any line bundle on sh(n)

is uniquely determined by its restriction to the lines Ci. Let E be a line bundle
and E|Ci

= O(bi). We denote such bundle as O(bn−1, bn−2 − bn−1, . . ., b0 − b1).

Remark. Recall that we have already mentioned that there exists a
variety ShA, which is fibered over Cn with a fiber shA(Z). If ai �= aj , then
ShA doesn’t depend on A and we denote it by Shn. Note that any line bundle
O(c1, . . ., cn) on shn is a restriction of some line bundle on Shn to the “special”
fiber. The restriction of the latter bundle to the general fiber – which is simply
P1 × · · · × P1 – is O(c1) � · · · � O(cn).

Recall that for all A with pairwise distinct elements we have an embedding
ıA : sh(n) ↪→ P(MA). We prove that for exceptional A (with ai = aj for some
i �= j) there exists a surjective birational map mA : sh(n) → shA and hence a
map ı̂A : sh(n) → P(MA), which is a composition of mA and the embedding
of shA to P(MA) (surely, ı̂A is not an embedding). Note that in fact the map
mA is a resolution of the singularities of the singular variety shA. A natural
way of constructing the line bundles on sh(n) is taking the inverse image of the
bundles on P(MA). It is easy to show that

ı∗AO(1) = O(a1 − 1, . . ., an − 1)

and for the exceptional A

ı̂A
∗
O(1) = O(a1 − 1, . . ., an − 1).

The main theorem, proved in the last section, states that if 1 ≤ a1 ≤ a2 ≤
· · · ≤ an, then there is an isomorphism of sl2 ⊗ C[t]/tn modules:

H0(sh(n), O(a1 − 1, . . ., an − 1))∗ � MA.(7)
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Because of the existence of the maps ıA and ı̂A it is enough to show that

dim H0(sh(n), O(a1, . . . , an)) =
n∏

i=1

(ai + 1).

We prove a little bit more general statement: let 0 ≤ a1 ≤ · · · ≤ an. Then
the dimension of the zeroth cohomologies of the bundle O(a1, . . . , an) is equal
to

∏n
i=1(ai + 1) and all the higher cohomologies vanish. For the proof we

restrict our bundles to the divisors sh(n−1)
i and write the corresponding exact

sequences. Note also that it is interesting to compute all cohomologies for all
line bundles on sh(n) (recall that we have an answer only for O(a1, . . . , an) with
nonnegative and nondecreasing ai). We have a conjecture that in the general
case the structure of the cohomologies as an sl2 ⊗C[t] modules can be given in
terms of the fusion products.

Now let us clarify the connection between the exact sequence (5) and the
subvarieties sh(n−1)

i . Let 0 ≤ a1 ≤ · · · ≤ an. Let Ji be the subspace of the
sections of the bundle O(a1, . . . , an):

Ji = {s ∈ H0(sh(n), O(a1, . . . , an)) : s|
sh

(n−1)
i

= 0}.

Then as sl2⊗C[t] module the dual space J∗
i is isomorphic to the fusion product

M (...,ai−1,ai+1+1,... ) and we have an exact sequence (which is dual to (5):

0 → Ji ↪→ H0(sh(n), O(a1, . . . , an)) � Si,i+1(A)∗ → 0.

This gives us the geometric description of the modules Si,i+1(A): if  is an
embedding sh(n−1)

i ↪→ sh(n), then

Si,i+1(A)∗ � H0(sh(n−1)
i , ∗

∗O(a1, . . . , an)).

In the end, let us return to the infinite-dimensional varieties GrA. As we
have already mentioned, these generalized grassmanians are the inductive limit
of the finite-dimensional Schubert varieties shA(i) , where

A(i) = (a1, . . ., an, an, . . ., an︸ ︷︷ ︸
2i

).

Thus, for the study of the bundles on GrA we need to study the singular vari-
eties shA(i) . Although we are not doing it in this paper, let us point the main
moments. There exists a line bundle O on GrA such that the dual space H0(O)∗

is isomorphic to the module LD (there D = (d1, . . ., dan
), di = #{j : aj = i})

(this is a consequence of the corresponding statement for the finite-dimensional
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Schubert varieties). Recall that in [FF2] the module LD was decomposed into
the irreducible components and the multiplicity ci of each irreducible mod-
ule Li,an−1 in the decomposition was given in terms of the Verlinde algebra.
Moreover, each ci inherit a q-grading from LD. One can show that the corre-
sponding polynomial in q for c0 is a restricted Kostka polynomial for sl2 (see
[FJKLM1, FJKLM2]).

The paper is organized in the following way:
In the first section we study the geometric properties of sh(n). We prove,

that there is a bundle sh(n) → P1 with a fiber sh(n−1) (theorem (1.1)) and a
more general fact that for any m > k there exists a bundle sh(m) → sh(k) with
a fiber sh(m−k) (corollary (1.3)). We also compute the Lie algebra of the vector
fields on sh(n). The answer is given in the theorem (1.4).

The second section is devoted to the study of the structure of the fusion
product. Namely, the submodules Si,i+1(A) are studied. Three descriptions
of the latter are given. First we construct a filtration with an adjoint quo-
tients being some fusion products (proposition (2.1)). The second and the
most important (for the geometry of the varieties sh(n−1)

i ) description gives
the embedding of the module Si,i+1(A) to the tensor product of some special
fusion products (proposition (2.2)). And in the lemmas (2.8), (2.9), we give an
inductive description of Si,i+1(A) via Si,i+1(a1, . . ., an−1).

In the last section we continue the study of the geometric properties of
the Schubert varieties. First in the proposition (3.1) we prove, that sh(n) is
a projective algebraic variety: we compute its coordinate ring (for the similar
“functional” construction see [FL2]). Then we give the description of the vari-
eties sh(n−1)

i in terms of the Schubert varieties (proposition (3.2)). The paper
finishes with the theorem (3.1), which computes the cohomologies of the bun-
dles O(a1, . . . , an)(0 ≤ a1 ≤ · · · ≤ an). As a corollary we obtain the realization
of the fusion products in the dual space of sections of the line bundles (corollary
(3.4)).

§1. Geometric Structure of the Schubert Varieties

§1.1. Definition and first properties

Let e, h, f be a standard sl2 basis. In [FL1] the set of sl2 ⊗ C[t] modules
MA, A = (a1, . . . , an) ∈ Nn, called fusion products was defined. These modules
are also denoted as Ca1 ∗ · · · ∗ Can . We briefly recall the definition and main
properties (see [FL1]).
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MA is an adjoint graded module with respect to the below filtration of the
tensor product of the evaluation sl2 ⊗ C[t] modules

C
a1(z1) ⊗ · · · ⊗ C

an(zn).

Here zi are pairwise distinct complex numbers and filtration of the tensor prod-
uct is the following:

Fs = 〈ei1 . . . eik
vA,

∑
ij ≤ s〉

(xi = x ⊗ ti, x ∈ sl2, vA = v1 ⊗ · · · ⊗ vn and vi is a lowest vector of Cai(zi)).
Thus, MA is an C[e0, . . . , en−1] cyclic module with a cyclic vector vA – the
image of vA:

MA = C[e0, . . . , en−1]/IA

and IA is some ideal in the polynomial ring C[e0, . . . , en−1]. (Surely, MA is also
sl2 ⊗ C[t] module). In [FF1] it is shown that IA is generated by the elements

∑
i1+···+ik=s

en−1−i1en−1−i2 . . . en−1−ik
, k ≥ 1, s <

n∑
j=1

(k + 1 − aj)+(8)

(here a+ = max(a, 0)).
Denote also by uA ∈ MA the image of the product of the highest weight

vectors of C
ai(zi). Then MA is also a cyclic C[f0, . . ., fn−1] module with a

cyclic vector uA and relations of the form (8).
Consider a Lie group G = SL2(C[t]/tn) of a Lie algebra sl2 ⊗ (C[t]/tn). G

acts on MA and thus on its projectivization P(MA). For v ∈ MA we denote
by [v] ∈ P(MA) the line Cv.

Definition 1.1. Let A = (a1, . . ., an) ∈ Nn. The Schubert variety shA

is a closure of an orbit of the point [vA] in P(MA):

shA = G · [vA].

Denote by U+ and U− the subgroups of G, generated by exp(piei) and
exp(qifi) respectively (pi, qi ∈ C, i = 0, . . ., n − 1). Thus, both U+ and U− are
isomorphic to Cn,

U+ =

(
1 p(t)
0 1

)
, U− =

(
1 0

q(t) 1

)
, p(t), q(t) ∈ C[t]/tn.(9)

Now we will formulate some lemmas, which can be easily checked.
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Lemma 1.1. We have an isomorphism:

U+ · [vA] � C
n; exp

(
n−1∑
i=0

piei

)
· [vA] �→ (p0, . . ., pn−1).

We call this set a big cell. (We have also another big cell: U− · [uA] � Cn).

Denote w =

(
0 1
−1 0

)
∈ SL2 ⊂ G. Note that w · [vA] = [uA]. Let U

(i)
+ and

U(i)
− be a subgroups of U+ and U−:

U(i)
+ =

(
1 tip(t)
0 1

)
, U(i)

− =

(
1 0

tiq(t) 1

)
.

Lemma 1.2. (1) U+ · [vA] = shA = U− · [uA].
(2) G · [vA] = U+ · [vA]

⊔
U(1)

− · [uA].

Lemma 1.3. 1. SL2 · [vA] � P1.
2. There is an SL2-equivariant bundle π̃ : G · [vA] → SL2 · [vA] with a fiber

Cn−1:

exp

(
n−1∑
i=0

piei

)
[vA] �→ exp(e0p0)[vA]; exp

(
n−1∑
i=1

qifi

)
[uA] �→ [uA]

3. Let U0 and U1 be two charts of P
1 � SL2 · [vA]:

U0 = P
1 \ [uA], U1 = P

1 \ [vA].

Then

π̃−1U0 = U+ · [vA] � {p(t) ∈ C[t]/tn}, π̃−1U1 = U− · [uA] � {q(t) ∈ C[t]/tn},

and two polynomials p(t) and q(t) correspond to the same point of G · [vA] if
p(t)q(t) = 1 in C[t]/tn.

Proof. The last statement follows from the equality in the group G:(
1 p(t)
0 1

)(
p(t) 0
−1 p(t)−1

)
=

(
1 0

p(t)−1 1

)(
0 1
−1 0

)
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Let A = (a1, . . ., an), a1 ≤ · · · ≤ an. The natural question is: is it possible
to extend our bundle to the closure of the orbit G · [vA]? The answer is positive
if an−1 < an and negative otherwise. The impossibility of the extension means
that in the latter case the closures of the fibers in the different points intersect.
For the proof we need a lemma, which was proved in [FF1].

Lemma 1.4. Let ϕ be an isomorphism of the algebras:

ϕ : C[e1, . . ., en−1] → C[e0, . . ., en−2], ei �→ ei−1.

Let I
(1)
A be an ideal in C[e1, . . ., en−1] such that

C[e1, . . ., en−1] · vA � C[e1, . . ., en−1]/I
(1)
A

(i.e.
I
(1)
A = {f(e1, . . ., en−1) : f(e1, . . ., en−1)vA = 0}).

Then ϕ(I(1)
A ) = I(a1,...,an−2). In other words

C[e1, . . ., en−1] · vA � C[e0, . . ., en−2] · v(a1,...,an−1).

We also have an isomorphism of C[f0, . . ., fn−1] modules

MA/C[e1, . . ., en−1] · vA � M (a1,...,an−1,an−1).

Theorem 1.1. Let A = (a1, . . . , an) ∈ N
n, a1 ≤ · · · ≤ an−1 < an.

Then the bundle π̃ : G · [vA] → P
1 can be extended to the bundle π : shA → P

1

with a fiber sh(a1,...,an−1). For any x ∈ P1 we have

π−1(x) = π̃−1(x).

Proof. Because of the lemma (1.4) the closure of π̃−1([vA]) in shA is
isomorphic to sh(a1,...,an−1). So, the only thing to be proved is a fact that the
closures of the fibers of π̃ in the different points are isomorphic and do not
intersect.

Note that for any z ∈ C

π̃−1(exp(ze0)[vA]) ⊂ P(C[e1, . . ., en−1] · (exp(ze0)vA)).

Hence, because of the action of the group SL2 on sh(n) it is enough to prove
that

C[e1, . . ., en−1] · (exp(ze0)vA) � C[e1, . . ., en−1] · vA(10)
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and

C[e1, . . ., en−1] · (exp(ze0)vA)
⋂

C[e1, . . ., en−1] · vA = 0.(11)

The statement (10) is obvious, because the operator exp(ze0) is invertable
and thus provides an isomorphism between the left and right hand sides. Note
that both left and right hand sides are isomorphic to M (a1,...,an−1).

Let us prove the statement (11). First note that if

C[e1, . . ., en−1] · vA

⋂
C[e1, . . ., en−1] · (exp(ze0)vA) �= 0

then C[e1, . . ., en−1] · vA and C[e1, . . ., en−1] · (e0vA) also have a nontrivial in-
tersection. In fact, let p(e1, . . ., en−1) be a homogeneous polynomial and

0 �= p(e1, . . ., en−1)(exp(ze0)vA) ∈ C[e1, . . ., en−1] · vA.

Then either p(e1, . . ., en−1)(e0vA) is a nontrivial element of C[e1, . . ., en−1] · vA

or
p(e1, . . ., en−1)(e0vA) = 0 and p(e1, . . ., en−1)vA �= 0.

Let us show that the last variant is impossible, i.e. that

C[e1, . . ., en−1] · vA � C[e1, . . ., en−1] · (e0vA).

Because of the lemma (1.4) we have an isomorphism

MA/C[e1, . . ., en−1] · vA � M (a1,...,an−1,an−1)

with the cyclic vector of the right hand side being the image of e0vA. But in
M (a1,...,an−1,an−1) we have an isomorphism

C[e1, . . ., en−1] · v(a1,...,an−1,an−1) � M (a1,...,an−1)

(because an−1 < an !). Thus in the quotient MA/C[e1, . . ., en−1] ·vA the image
of C[e1, . . ., en−1] · (e0vA) is isomorphic to M (a1,...,an−1) and so to C[e1, . . .,

en−1] · vA.
Now the only thing left is to prove that

C[e1, . . ., en−1] · vA

⋂
C[e1, . . ., en−1] · (e0vA) = 0.

But that is a consequence of the already used fact that in MA/C[e1, . . ., en−1] ·
vA the image of C[e1, . . ., en−1] ·(e0vA) is isomorphic to M (a1,...,an−1). Theorem
is proved.
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Corollary 1.1. Let A = (a1, . . ., an), a1 < a2 < · · · < an. Then shA is
a smooth n-dimensional complex manifold.

Proof. We know that shA is fibered over P1 with a fiber sh(a1,...,an−1),
which is smooth by the induction.

Corollary 1.2. Let A = (a1 < · · · < an), B = (b1 < · · · < bn). Then
shA is isomorphic to shB.

Proof. We use the induction on n. shA and shB are fibered over P1 with
a fibers, which are isomorphic by the induction assumption. Moreover, because
of the lemma (1.3) we know that G · [vA] � G · [vB], because the transition
functions of the bundle G · [vA] → P1 do not depend on A. But G · [vA] = shA

and G · [vB ] = shB . Thus we obtain shA � shB.

Introduce a notation

sh(n) = shA, A = (a1 < a2, · · · < an).

Note that sh(1) � P1. Thus, the bundle sh(n) → P1 from the theorem (1.1) can
be regarded as a bundle sh(n) → sh(1) with a fiber sh(n−1). We will prove that
there are in-between bundles:

sh(n) → sh(n−1) → · · · → sh(2) → sh(1)(12)

with a fibers P
1 � sh(1). Moreover, any composition of the maps from (12) is a

bundle sh(m+k) → sh(m) with a fiber sh(k). For the proof we need the following
proposition:

Proposition 1.1. Let A = (a1 ≤ · · · ≤ an), B = (b1 ≤ · · · ≤ bm), n ≥
m. Denote

C = (a1, . . ., an−m, an−m+1 + b1 − 1, an−m+2 + b2 − 1, . . ., an + bm − 1).

Consider MA,B = U(sl2⊗C[t]/tn) ·(vA⊗vB) ⊂ MA⊗MB. Then MA,B � MC

as sl2 ⊗ C[t]/tn modules.

Proof. Recall that in [FF2] we constructed a fermionic realization of MA

in the space F⊗(an−1) – the tensor power of the space of the semi-infinite forms.
Let us briefly describe this construction.

Consider the set of variables ψn, φm, n, m ∈ Z with a relations:

[ψn, ψm]+ = [φn, φm]+ = [ψn, φm]+ = 0
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(here [a, b]+ = ab + ba). Then the following vectors form a base of F :

. . . ψN+1φN+1ψNφNψi1 . . . ψik
φj1 . . . φjl

, N > i1 > · · · > ik, N > j1 > · · · > jl.

Note that operators ψn, φm act on F by multiplication. There are also a col-
lection of operators ψ∗

n, φ∗
m, acting on F with a commutation relations

[ψ∗
n, ψm]+ = δn,−m, [φ∗

n, φm]+ = δn,−m, [φ∗
n, φ∗

m]+ = 0, [ψ∗
n, ψ∗

m]+ = 0.

The Lie algebra ŝl2 acts on F and the action of ei, fj ∈ ŝl2 is given in terms of
generating functions

ψ(z) =
∑
n∈Z

ψnzn, φ(z) =
∑
n∈Z

φnzn, ψ∗(z) =
∑
n∈Z

ψ∗
nzn, φ∗(z) =

∑
n∈Z

φnzn

in the following way:

e(z) =
∑
n∈Z

enzn = ψ(z)φ(z), f(z) =
∑
n∈Z

enzn = ψ∗(z)φ∗(z).

Note that F is level 1 module.
Introduce a notation for the extremal vectors:

v2N = . . . ψN+2φN+2ψN+1φN+1ψN , v2N+1 = . . . ψN+2φN+2ψN+1φN+1.

For A ∈ Nn denote di = #{j : aj = i}. In [FF2] it was proved that

MA � U(sl2 ⊗ C[t]) · (vn−d1 ⊗ vn−d1−d2 ⊗ · · · ⊗ vn−d1−···−dan−1) ⊂ F⊗(an−1).

So we have an embedding ı : MA → F⊗(an−1). To prove the proposition it is
enough to mention that ı(vA) ⊗ ı(vB) = ı(vC).

Corollary 1.3. For any n > k ≥ 1 there exists a bundle πn,k : sh(n) →
sh(k) with a fiber sh(n−k).

Proof. We use the induction on n. Let sh(n) be realized as sh(2,3,...,n+1).
From the previous lemma we obtain an embedding for any k < n:

sh(n) ↪→ sh(k) × sh(2,3,...,n+1−k,︸ ︷︷ ︸
k

n+1−k,...,n+1−k).

Thus, we obtain a map πn,k : sh(n) → sh(k) as a composition of the embed-
ding and projection on the first factor. Note that the following diagram is
commutative:
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sh(n) πn,k−−−−→ sh(k)

πn,1

� �πk,1

sh(1) sh(1)

Fix an arbitrary point x ∈ sh(k). From the commutative diagram one can see
that π−1

n,k(x) is isomorphic to the preimage of the point via the map of the fibers
of πn,1 and πk,1, i.e. the map between sh(n−1) and sh(k−1). But this map is
πn−1,k−1. By the induction, we know that the fiber of this bundle is sh(n−k).
Corollary is proved.

§1.2. Identification of sh(n) with the generalized flag manifold

Let V0 = C2 ⊗ (C[t]/tn) with a natural action of the Lie algebra sl2 ⊗
(C[t]/tn), the Lie group G = SL2(C[t]/tn) and the operator t, acting by the
multiplication. Fix a basis v+, v− of C

2 with h0v+ = −v+, h0v− = v−. Define
Fn as a variety of the following sequences of the subspaces of V0:

V1 ←↩ V2 ←↩ · · · ←↩ Vn

with a properties

tVi ↪→ Vi+1 and dim(Vi/Vi+1) = 1, i = 0, . . ., n − 1.

Note that the group SL2(C[t]/tn) acts on Fn. Define the points [P ] and [Q] in
Fn as follows:

[P ] = V1 ←↩ · · · ←↩ Vn, Vi = 〈v+ ⊗ tk, v− ⊗ tl, 0 ≤ k ≤ n − 1, i ≤ l ≤ n − 1〉;
[Q] = U1 ←↩ · · · ←↩ Un, Ui =〈v+ ⊗ tk, v− ⊗ tl, i ≤ k ≤ n − 1, 0 ≤ l ≤ n − 1〉.

Note that F1 � P
1. The following lemmas contain the list of the statements,

which can be checked directly.

Lemma 1.5. (1) Fn is fibered over F1 � P
1 with a fiber Fn−1.

(2) For any n > k there exists a bundle Fn → Fk with a fiber Fn−k.

In the following lemma w is a Weyl element from SL2 ↪→ SL2(C[t]/tn) = G
and U+ and U− are the subgroups of G, defined in (9).

Lemma 1.6. (1) w[P ] = [Q].
(2) U+ · [P ] � Cn � U− · [Q].
(3) G · [P ] = U+ · [P ] ∪ U− · [Q].
(4) The orbit G · [P ] is fibered over P1 with a fiber Cn−1.
(5) U+ · [P ] = Fn = U− · [Q].
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Theorem 1.2. There is a G-isomorphism Fn → sh(n), sending [P ] to
[vA] (we fix some realization of sh(n) as shA).

Proof. Because of the lemmas (1.5), (1.6) Fn is determined by the tran-
sition functions of the bundle Fn → P

1. The latter are determined by the
transition functions of G · [P ] → P1. By the same arguments as in the lemma
(1.3) we obtain that these functions coincide with the ones for sh(n). The
theorem is proved.

§1.3. Vector fields on sh(n)

In this subsection we calculate the Lie algebra Vect(sh(n)) of the vector
fields on sh(n).

It is clear that there is an embedding sl2 ⊗ (C[t]/tn) ↪→ Vect(sh(n)). Note
also that there are operators Li, i = 0, 1 . . ., n−2, acting on MA. Recall that in
[FF2] for any A we have constructed an integrable ŝl2 module with MA as an
sl2⊗C[t] submodule. Moreover, for the operators Li from the Virasoro algebra,
acting on any integrable affine algebra module, we have

LivA = 0, i > 0; [Li, ej ] = −jei+j .

Thus, the subalgebra of the Virasoro algebra, spanned by Li, i ≥ 0 is acting on
MA (for the convenience, we put L0vA = 0; note also that L>n−2 acts on MA

by 0). In the following lemma we prove that the exponents of the operators
Li, 0 ≤ i ≤ n − 2 define a vector fields on sh(n) and write an explicit formulas
for the corresponding vector fields on the big cell.

Remark 1.1. Note that using the identification of sh(n) with the gen-
eralized flag manifold one obtains a natural action of the vector fields Li on
sh(n).

Lemma 1.7. 1). Let [x] ∈ sh(n). Then the vector

∂ exp(Liε)[x]
∂ε

|ε=0 ∈ T[x]P(MA)

is an element of T[x]sh
(n). The corresponding vector fields on a big cell{

exp

(
n−1∑
i=0

eixi

)
, xi ∈ C

}
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are given by the formula

Li =
n−i−1∑

j=1

jxj∂xi+j
, 0 ≤ i ≤ n − 2.(13)

2). The restriction of the vector fields from sl2 ⊗ (C[t]/tn) on a big cell is given
by the formulas (i = 0, . . ., n − 1):

ei = ∂xi
;(14)

hi = −2
n−i−1∑

j=0

xj∂xi+j
;(15)

fi = −
n−1−i∑

j=0

 ∑
a+b=j

xaxb

 ∂xi+j
.(16)

Proof. In order to prove that the operators Li define a vector fields on
sh(n) it is enough to show that the latter is true on a big cell. Consider an
operator L̄i acting on the space with a basis ej by the formula L̄i(ej) = −jei+j .
Then we obtain

exp(Liε)

n−1∑
j=0

ejxj

 exp(−Liε) = exp(L̄iε)

n−1∑
j=0

ejxj

(17)

and thus

exp(Liε) exp

n−1∑
j=0

ejxj

 exp(−Liε) = exp

exp(L̄iε)

n−1∑
j=0

ejxj

 .(18)

The right hand side of (17) is a series in ej . Its exponent, which is the right
hand side of (18), is a series in ej too. Now apply both right and left hand
sides of (18) to the point [vA]. This gives us that the operators Li really define
a vector fields on the big cell (the only thing to use is LivA = 0). Note also
that (13) is a trivial consequence of (18). Thus, the first part of our lemma is
proved.

The only thing to prove in the second part, is the representation of fi as a
vector field. Let x(z) = x0+zx1+· · ·+zn−1xn−1, y(z) = y0+zy1+· · ·+zn−1yn−1

be such elements of C[z]/zn that x(z)y(z) = 1. Recall, (see lemma (1.3)) that
we have the following equality:

exp

(
n−1∑
i=0

eixi

)
[vA] = exp

(
n−1∑
i=0

fiyi

)
[uA].
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Hence we obtain

(19) exp(fiε) exp

(
n−1∑
k=0

ekxk

)
[vA] = exp(fiε) exp

(
n−1∑
k=0

fkyk

)
[uA] =

= exp

(∑
k �=i

fkyk + fi(yi + ε)

)
[uA] = exp

(
n−1∑
k=0

ekx′
k

)
[vA].

Here for x′(z) =
∑n−1

k=0 x′
kzk we have

x′(z) =
1

εzi + x(z)−1
.

This gives (16). To obtain (15) one must commute the expressions for ei and
fj . Lemma is proved.

Now our goal is to prove that 〈ei, hi, Li, fi〉 = Vect(sh(n)). To do that, it
is enough to show that dim Vect(sh(n)) = 4n − 1 (the linear independence is a
trivial consequence from (13), (14), (15), and (16)).

Let Tn be a tangent bundle on sh(n). Recall that there is a bundle πn,1 :
sh(n) → P

1 with a fiber sh(n−1). Thus we obtain a surjection Vect(sh(n)) �
Vect(P1) � sl2. Its kernel consists of the vector fields on sh(n) which are
tangent to the fibers of πn,1. Denote by T ′

n the bundle on sh(n), whose fiber
at the point x is a tangent space to the fiber π−1

n,1(πn,1x). We need to prove
that dimH0(T ′

n) = 4n − 4. In order to do that, consider a bundle En on
P1, whose fiber at the point z is the space of vector fields on π−1

n,1(z) (thus,
En = (πn,1)∗T ′

n). It is obvious that dimH0(T ′
n) = dimH0(En). To prove that

the latter equals to 4n− 4 we will compute the transition functions of En. The
idea is to use the induction on n, i.e. the knowledge of the Lie algebra of the
vector fields on a fiber of πn,1. As a result we will prove that:

En = O(2) ⊕ O(1)⊕(n−1) ⊕ O(0)⊕(2n−5) ⊕ O(−1)⊕(n−1) ⊕ O(−2), n > 2,

E2 = O(2) ⊕ O(0) ⊕ O(−2).

Recall that we have two big cells in sh(n):

Ux = exp

(
n−1∑
i=0

xiei

)
[vA] � C

n � exp

(
n−1∑
i=0

yifi

)
[uA] = Uy.

Let ex,i, fx,i, hx,i, Lx,i be the vector fields on Ux, which are the restrictions of the
vector fields ei, fi, hi, Li correspondingly. Denote also by ey,i, fy,i, hy,i, Ly,i the
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vector fields on Uy, which are the restrictions of the vector fields fi, ei,−hi, Li

correspondingly (this notations are convenient for us, because of the simplifi-
cation of some formulas). Surely, on Ux ∩ Uy we have

ex,i = fy,i, fx,i = ey,i, hx,i = −hy,i, Lx,i = Ly,i.(20)

We can write an explicit formulas for the above vector fields on Uy:

ey,i = ∂yi
, hy,i = −2

n−i−1∑
j=0

yj∂yi+j
,(21)

fy,i = −
n−i−1∑

j=0

 ∑
a+b=j

yayb

 ∂yi+j
, Ly,i =

n−1−i∑
j=1

jyj∂yi+j
.(22)

Suppose that we have already proved that ei, hi, fi(0 ≤ i ≤ n − 1) and
Li(0 ≤ i ≤ n − 2) form a base of Vect(sh(n−1)). Then we can trivialize the
bundle En on πn,1Ux, choosing the following base of the vector fields, tangent
to the fibers of πn,1:

e′
x
i = ∂xi

, ; h′x
i = −2

n−i∑
j=1

xj∂xi+j−1 ;(23)

f ′x
i = −

n−i∑
j=1

 ∑
α+β=j+1; α,β≥1

xαxβ

 ∂xi+j−1 , i = 1, . . ., n − 1;

L′x
i =

n−i−1∑
j=1

jxj+1∂xi+j
, i = 1, . . ., n − 2.

We also trivialize En on πn,1Uy, fixing the analogous basis:

e′
y
i = ∂yi

, ; h′y
i = −2

n−i∑
j=1

yj∂yi+j−1 ;(24)

f ′y
i = −

n−i∑
j=1

 ∑
α+β=j+1; α,β≥1

yαyβ

 ∂yi+j−1 , i = 1, . . ., n − 1;

L′y
i =

n−i−1∑
j=1

jyj+1∂yi+j
, i = 2, . . ., n − 1.

To obtain the transition functions of En one must rewrite the vector fields (23)
on Ux ∩ Uy via the vector fields from (24).
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Lemma 1.8. We have the following equalities of the vector fields on Ux:

ex,i = e′
x
i , hx,i = h′x

i+1 − 2x0e
′x
i ,

Lx,i = L′x
i+1 − h′x

i /2, fx,i = f ′x
i+2 + x0h

′x
i+1 − x2

0e
′x
i .

The analogous formulas are true on Uy:

ey,i = e′
y
i , hy,i = h′y

i+1 − 2y0e
′y
i ,

Ly,i = L′y
i+1 − h′y

i /2, fy,i = f ′y
i+2 + y0h

′y
i+1 − y2

0e′
y
i .

Proof. It is a consequence from the lemma (1.7) and the definitions
(23), (24).

Lemma 1.9. We have the following equalities (note that y−1
0 = x0):

e′
x
i = y2

0e′
y
i + y0h

′y
i+1 + f ′y

i+2, h′x
i = h′y

i + 2y−1
0 f ′y

i+1,(25)

L′x
i = L′y

i + y−1
0 f ′y

i+1, f ′x
i = −y−2

0 f ′y
i .

Proof. Using the formulas from the lemma (1.8) we can rewrite our fields,
written in the xi-coordinates via the yi-coordinates:

(26) e′
x
i = ex,i = fy,i = f ′y

i+2 + y0h
′y
i+1 − y2

0e′
y
i ;

h′x
i = hx,i−1 + 2x0ex,i−1 = −hy,i−1 + 2y−1

0 fy,i−1 =

= −h′y
i + 2y0e

′y
i−1 + 2y−1

0 (f ′y
i+1 + y0h

′y
i − y2

0e′
y
i−1) = h′y

i + 2y−1
0 f ′y

i+1;

L′x
i = Lx,i−1 + h′x

i−1/2 = Ly,i−1 + h′y
i−1/2 + y−1

0 f ′y
i =

= L′y
i − h′y

i−1/2 + h′y
i−1/2 + y−1

0 f ′y
i = L′y

i + y−1
0 f ′y

i ;

f ′x
i = fx,i−2 − x0hx,i−2 − x2

0ex,i−2 = ey,i−2 + y−1
0 hy,i−2 − y−2

0 fy,i−2 =

= e′
y
i−2 + y−1

0 (h′y
i−1 − 2y0e

′y
i−2) − y−2

0 (f ′y
i + y0h

′y
i−1 − y2

0e′
y
i−2) = −y−2

0 f ′y
i .

This gives us the formulas (25).

Now we are ready to prove the main theorem.

Theorem 1.3.

En = O(2) ⊕ O(1)⊕(n−1) ⊕ O(0)⊕(2n−5) ⊕ O(−1)⊕(n−1) ⊕ O(−2), n > 2,

E2 = O(2) ⊕ O(0) ⊕ O(−2).

Proof. Let n > 2. The transition matrix of En has the following form:
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e′x1 . . . e′xn−3 e′xn−2 e′xn−1 h′x
1h

′x
2. . . h′x

n−2 h′x
n−1L′x

1. . . L′x
n−2 f ′x

1 f ′x
2 f ′x

3 . . . f ′x
n−1

e′y1 −y2
0 . . . 0 0 0 0 0 . . . 0 0 0 . . . 0 0 0 0 . . . 0

...
...

. . .
...

...
...

...
...

. . .
...

...
...

. . .
...

...
...

...
. . .

...
e′yn−3 0 . . . −y2

0 0 0 0 0 . . . 0 0 0 . . . 0 0 0 0 . . . 0

e′yn−2 0 . . . 0 −y2
0 0 0 0 . . . 0 0 0 . . . 0 0 0 0 . . . 0

e′yn−1 0 . . . 0 0 −y2
0 0 0 . . . 0 0 0 . . . 0 0 0 0 . . . 0

h′y
1 0 . . . 0 0 0 1 0 . . . 0 0 0 . . . 0 0 0 0 . . . 0

h′y
2 y0 . . . 0 0 0 0 1 . . . 0 0 0 . . . 0 0 0 0 . . . 0
.
..

.

..
. . .

.

..
.
..

.

..
.
..

.

..
. . .

.

..
.
..

.

..
. . .

.

..
.
..

.

..
.
..

. . .
.
..

h′y
n−2 0 . . . y0 0 0 0 0 . . . 1 0 0 . . . 0 0 0 0 . . . 0

h′y
n−1 0 . . . 0 y0 0 0 0 . . . 0 1 0 . . . 0 0 0 0 . . . 0

L′y
1 0 . . . 0 0 0 0 0 . . . 0 0 1 . . . 0 0 0 0 . . . 0

..

.
..
.

. . .
..
.

..

.
..
.

..

.
..
.

. . .
..
.

..

.
..
.

. . .
..
.

..

.
..
.

..

.
. . .

..

.
L′y

n−2 0 . . . 0 0 0 0 0 . . . 0 0 0 . . . 1 0 0 0 . . . 0

f ′y
1 0 . . . 0 0 0 0 0 . . . 0 0 0 . . . 0 −1

y2
0

0 0 . . . 0

f ′y
2 0 . . . 0 0 0 −2

y0
0 . . . 0 0 1

y0
. . . 0 0 −1

y2
0

0 . . . 0

f ′y
3 1 . . . 0 0 0 0 −2

y0
. . . 0 0 1

y0
. . . 0 0 0 −1

y2
0

. . . 0

.

..
.
..

. . .
.
..

.

..
.
..

.

..
.
..

. . .
.
..

.

..
.
..

. . .
.
..

.

..
.
..

.

..
. . .

.

..

f ′y
n−1 0 . . . 1 0 0 0 0 . . . −2

y0
0 0 . . . 1

y0
0 0 0 . . . −1

y2
0

Now to identify the bundle En for n > 2 one must diagonalize this matrix using
two following operations:

(1) To add to some column another one, multiplied by the polynomial in
the variable y−1

0 .

(2) To add to some row another one, multiplied by the polynomial in the
variable y0.

Recall that y0 and x0 = y−1
0 are the coordinates on the two charts of P1:

πn,1Uy and πn,1Ux respectively. Thus the first operation is a change of the
basis in Vect(Ux) and the second one is the change of the basis in Vect(Uy).
It is easy to show that using the above operations one can obtain the diagonal
matrix:

diag(y2
0 , y0, . . ., y0︸ ︷︷ ︸

n−1

, 1, . . ., 1︸ ︷︷ ︸
2n−5

, y−1
0 , . . ., y−1

0︸ ︷︷ ︸
n−1

, y−2
0 ).

This gives us our lemma in the case n > 2. The case n = 2 can be considered
in the same way.

Corollary 1.4. dimH0(T ′
n) = 4n − 4.

Theorem 1.4. The Lie algebra Vect(sh(n)) has a following basis: ei, hi,

fi, i = 0, . . ., n − 1 and Li, i = 0, . . ., n − 2.
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Proof. As we have already mentioned, the only thing to prove is dim
Vect(sh(n)) = 4n − 1. But dim Vect(sh(n)) = dimH0(T ′

n) + dim Vect(P1) =
4n − 4 + 3 = 4n − 1. Theorem is proved.

§2. Back to the Fusion

For the successive study of the Schubert varieties we need some additional
information about the structure of the fusion products. Namely, we need to
study the special submodules, mentioned in [FF2].

§2.1. Preliminaries

Recall that MA, A = (a1, . . ., an) ∈ Nn, is sl2⊗C[t] module and dim MA =∏n
i=1 ai. Moreover, MA is cyclic e ⊗ C[t] module with a cyclic vector vA and

defining relations

e(n)(z)i ÷ z
∑n

j=1(i+1−aj)+ , i = 1, 2, . . .(27)

(e(n)(z) =
∑n−1

i=0 eiz
n−1−i, a+ = max(a, 0)) (see [FF1]). The latter means that

MA � C[e0, . . . , en−1]/IA and the ideal IA is generated by the elements∑
i1+···+ik=s

en−1−i1en−1−i2 . . . en−1−ik
, k ≥ 1, s <

n∑
j=1

(k + 1 − aj)+.(28)

Let a1 ≤ · · · ≤ an. In [FF2] we constructed the following exact sequence
of sl2 ⊗ C[t] modules:

0 → M (a2−a1+1,a3,...,an) → MA → M (a1−1,a2+1,a3,...,an) → 0

(note that M (1,a2,...,an) � M (a2,...,an)). One can generalize this construction in
the following way. For any i, j with 1 ≤ i < j ≤ n define

Ai,j = (a1, . . ., ai−1, ai − 1, ai+1, . . ., aj−1, aj + 1, aj+1, . . ., an).

Lemma 2.1. For any 1 ≤ i < j ≤ n there exists an sl2 ⊗ C[t] module
Si,j(A) ↪→ MA, with a property MA/Si,j(A) � MAi,j .

Proof. Note that the condition (27) for the set A is weaker, than for the
set Ai,j . Hence, there is a surjection αi,j(A) : MA � MAi,j . We define Si,j(A)
as its kernel. Note that αi,j(A) is sl2 ⊗ C[t] homomorphism. In fact, it is
obviously C[e0, . . . , en−1] homomorphism. In addition,

fivA = fivAi,j
= 0, h>0vA = h>0vAi,j

= 0
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and the operator h0 multiplies the vectors vA and vAi,j
by the same constant.

Thus, Si,j(A) is really the sl2 ⊗ C[t] module.

Remark 2.1. It was shown in [FF2] that
(1) S1,2(A) � M (a2−a1+1,a3,...,an).
(2) If ai = ai+1, then Si,i+1(A) � M (a1,...,ai−1,ai+2,...,an).

The rest of the section is devoted to the study of the modules Si,i+1(A).

§2.2. First description of Si,i+1(A)

We construct a filtration on Si,i+1(A) with the quotients being the fusion
products. Introduce a notation

Ai = (a1, . . ., ai−2, ai−1 − ai + ai+1, ai+2, . . ., an), i > 1.

Lemma 2.2. We have an embedding MAi ↪→ Si,i+1(A).

Proof. Denote di = #{α : aα = i}, i = 1, . . ., an. Let [e(n)(z)i]j be a
coefficient in e(n)(z)i by the term zj . It was proved in [FF2] that the sl2 ⊗
(C[t]/tn−2) submodule in MA generated from the vector[

en(z)ai−1
]
∑ai−1

j=1 (ai−j)dj
vA(29)

is isomorphic to MAi . One can show that the vector (29) is the element of the
kernel of surjection MA � MAi,i+1 . Thus MAi ↪→ Si,i+1(A).

Introduce a notation: NA(k) =
∑n

j=1(k + 1 − aj)+. In this notations the
defining relations of MA read as

e(n)(z)k ÷ zNA(k), k = 1, 2, . . . .(30)

We want to compare these relations in the case of MA and MAi,i+1 .

Lemma 2.3. There are two cases:
(1) ai − 1 ≤ k ≤ ai+1 − 1. Then NA(k) = NAi,i+1(k) − 1.
(2) k < ai − 1 or k > ai+1 − 1. Then NA(k) = NAi,i+1(k).

Recall that Si,i+1(A) is the kernel of the map MA � MAi,i+1 . Hence,
because of the formula (30), we obtain that Si,i+1(A) is generated by the action
of C[e0, . . . , en−1] from ai+1 − ai + 1 vectors, namely from

wj = [e(n)(z)j ]NA(j)vA, j = ai − 1, . . ., ai+1 − 1.(31)

For example, C[e0, . . . , en−1] · wai−1 � MAi ↪→ Si,i+1(A).
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Lemma 2.4. Let 1 ≤ i < j ≤ n. Then Si,j(A) = Si,i+1(A) + · · · +
Sj−1,j(A) (the non-direct sum).

Proof. It follows from the formula (31).

Proposition 2.1. Let ai �= ai+1, i �= 1, ai−1 > 1. Then

(32) Si,i+1(A)/MAi �
� Si,i+1(a1, . . ., ai−2, ai−1 − 1, ai + 1, ai+1, . . ., an) = Si,i+1(Ai−1,i).

Proof. First, one can show that the dimensions of the both sides coincide.
In fact, by the definition

dimSi,i+1(A) = dimMA − dimMAi,i+1(33)

=

 ∏
j �=i,i+1

aj

× (ai+1 − ai + 1),

(34) dim Si,i+1(Ai−1,i) = dimMAi−1,i − dimMAi−1,i+1 =

=

 ∏
j �=i−1,i,i+1

aj

× (ai−1 − 1)(ai+1 − ai).

It is easy to check that the difference between (33) and (34) equals to dimMAi .
Consider the following mappings:

MAi
h
↪→ Si,i+1(A)

g
↪→ MA αi−1,i(A)−→ MAi−1,i

f←↩ Si,i+1(Ai−1,i).

We will prove that

(αi−1,i(A) ◦ g)(Si,i+1(A)) ⊂ f(Si,i+1(Ai−1,i))

and ker(αi−1,i(A) ◦ g) = h(MAi). That will be enough for the proof of the
proposition, because of the equality of the dimensions of the right and left
hand sides of (32).

We have the following commutative diagram:

MA αi,i+1(A)−−−−−−→ MAi,i+1

αi−1,i(A)

� �αi−1,i(Ai,i+1)

MAi−1,i
αi,i+1(Ai−1,i)−−−−−−−−−→ MAi−1,i+1
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Note that

Si,i+1(A) = kerαi,i+1(A) and Si,i+1(Ai−1,i) = kerαi,i+1(Ai−1,i).

Hence, (αi−1,i(A) ◦ g)(Si,i+1(A)) ⊂ f(Si,i+1(Ai−1,i)).
Now, let us prove that ker αi−1,i(A)◦g = h(MAi). Note that ker αi−1,i(A)

= Si−1,i(A). Thus it is enough to show that

MAi = Si−1,i(A) ∩ Si,i+1(A).

We have an inclusion MAi ↪→ Si−1,i(A) ∩ Si,i+1(A). (In fact, according to
the formula (31), the cyclic vector (29) of MAi belongs both to Si−1,i(A) and
Si,i+1(A)). In addition, dimMAi = dim(Si−1,i(A) ∩ Si,i+1(A)). To prove the
latter, recall that Si−1,i(A) + Si,i+1(A) = Si−1,i+1(A) (see lemma (2.4)). Thus

dim (Si−1,i(A) ∩ Si,i+1(A))

= dim Si−1,i(A) + dim Si,i+1(A) − dimSi−1,i+1(A) =

=

 ∏
j �=i−1,i,i+1

aj

× [(ai − ai−1 + 1)ai+1 + ai−1(ai+1 − ai + 1) −

−(ai+1 − ai−1 + 1)ai] =

 ∏
j �=i−1,i,i+1

aj

× (ai+1 − ai + ai−1) = dim MAi .

Proposition is proved.

Proposition (2.1) and remark (2.1) allows us to construct our filtration.
In fact, we have a submodule MAi in Si,i+1(A) and the quotient is isomorphic
to Si,i+1(Ai−1,i). But this module also contains a corresponding fusion as
a submodule. So we can apply our lemma one more time and so on. To
formulate the condition of the finishing of our procedure, denote by s the map
N

n → N
n: s(A) = Ai−1,i. Let s(A)j , j = 1, . . ., n be the elements of s(A) with

s(A)j ≤ s(A)j+1. Our procedure will stop at the k-th step, if one of the below
conditions hold:

(1) sk(A)j = 1 for j = 1, . . ., i− 1. Then according to the first part of the
remark (2.1) Si,i+1(sk(A)) is some fusion product.

(2) sk(A)i = sk(A)i+1. Then according to the second part of the remark
(2.1) Si,i+1(sk(A)) is also some fusion product.
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Let us give an example.
Example. A = (4, 5, 6, 9), i = 3. We have:

M (4,5,6,9)/S3,4(4, 5, 6, 9) � M (4,5,5,10);

M (4,8) ↪→ S3,4(4, 5, 6, 9), S3,4(4, 5, 6, 9)/M (4,8) � S3,4(4, 4, 7, 9);

M (4,6) ↪→ S3,4(4, 4, 7, 9), S3,4(4, 4, 7, 9)/M (4,6) � S3,4(3, 4, 8, 9);

M (3,5) ↪→ S3,4(3, 4, 8, 9), S3,4(3, 4, 8, 9)/M (3,5) � S3,4(3, 3, 9, 9);

S3,4(3, 3, 9, 9) � M (3,3).

Thus, we have a filtration of M (4,5,6,9) with the following quotients:
M (4,8), M (4,6), M (3,5), M (3,3) and M (4,5,5,10).

§2.3. Second description

For the second description we need an extra knowledge about the structure
of the vectors wj from (31). We will use a fermionic realization of the fusion
product from [FF2].

Let F be the space of the semi-infinite forms (see [FF2] or the first section
of this paper). F carries a structure of the ŝl2 module of the level 1. There
exists a set of extremal vectors v(i) ∈ F, i ∈ Z, such that ek−1v(k) = v(k − 2)
and e>k−1v(k) = 0. Note also that U(ŝl2) · v(0) � L0,1 and U(ŝl2) · v(1) � L1,1

(here L0,1 and L1,1 are two level 1 irreducible ŝl2 modules).
In [FF2] it was shown that we can embed the space MA into the tensor

power F⊗(an−1). Let di be the number of such k that ak = i. Suppose that
d1 = 0 (recall that M (1,a2,...,an) � M (a2,...,an)). Denote

vA = v(n) ⊗ v(n − d2) ⊗ v(n − d2 − d3) ⊗ · · · ⊗ v(n − d2 − · · · − dan−1).

Then C[e0, . . . , en−1] · vA � MA. Another important fact is the following
equality: if ai �= ai+1 then

(35) [e(n)(z)ai−1]NA(ai−1)vA is proportional to

(en−1 ⊗ en−d2−1 ⊗ · · · ⊗ en−d2−···−dai−1−1 ⊗ Id ⊗ · · · ⊗ Id)vA =

= v(n − 2) ⊗ v(n − d2 − 2) ⊗ · · · ⊗ v(n − d2 − · · · − dai−1 − 2) ⊗
⊗ v(n − d2 − . . . − dai

) ⊗ · · · ⊗ v(n − d2 − · · · − dan−1).

We generalize the formula (35) in the following way: let k be such number that
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ai − 1 < k < ai+1 − 1. Note that

vA = [v(n) ⊗ v(n − d2) ⊗ · · · ⊗ v(n − d2 − · · · − dai−1)] ⊗

⊗
[
v(n − d2 − · · · − dai

)⊗(ai+1−ai)
]
⊗

⊗
[
v(n − d2 − · · · − dai+1) ⊗ · · · ⊗ v(n − d2 − · · · − dan−1)

]
.

Let

v1 = v(n) ⊗ v(n − d2) ⊗ · · · ⊗ v(n − d2 − · · · − dai−1);(36)

v2 = v(n − d2 − · · · − dai
)⊗ai+1−ai ;

v3 = v(n − d2 − · · · − dai+1) ⊗ · · · ⊗ v(n − d2 − · · · − dan−1).

Lemma 2.5. Introduce a notation

u1 = (en−1 ⊗ en−d2−1 ⊗ · · · ⊗ en−d2−···−dai−1−1)v1,(37)

u2(k) = (ek−ai+1
n−d2−···−dai

−1)v2,(38)

where ek−ai+1
n−d2−···−dai

−1 is a power of the operator en−d2−···−dai
−1, which acts on

the space F⊗(ai+1−ai) as on the tensor power of the Lie algebra module. Then
[e(n)(z)k]NA(k)vA is proportional to the vector

u1 ⊗ u2(k) ⊗ v3.(39)

Proof. One can prove this lemma in the same way, as it was done in [FF2]
in the case k = ai − 1.

Now we can describe the structure of the module Si,i+1(A). Recall that

Si,i+1(A) = C[e0, . . . , en−1] · 〈wai−1, . . ., wai+1−1〉(40)

and wj = [e(n)(z)j ]NA(j)vA. From the above lemma we obtain

wj = const · v(n − 2) ⊗ · · · ⊗ v(n − d2 − · · · − dai−1 − 2) ⊗
⊗[(en−d2−···−dai

−1 ⊗ Id ⊗ · · · ⊗ Id︸ ︷︷ ︸
ai+1−ai−1

+ · · · + Id ⊗ · · · ⊗ Id︸ ︷︷ ︸
ai+1−ai−1

⊗en−d2−···−dai
−1)j−ai+1v2] ⊗

⊗v3.

Hence we can rewrite the formula (40) in the following way:
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Proposition 2.2. Denote

A′=(a1, . . ., ai−1, ai, . . ., ai︸ ︷︷ ︸
n−i−1

); A′′=(ai+1−ai +1, ai+2−ai +1, . . ., an−ai +1).

Then Si,i+1(A) ↪→ MA′ ⊗ MA′′
and the image of Si,i+1(A) is generated from

the vector vA′ ⊗vA′′ by the action of C[e0, . . ., en−3, e
(2)
n−i−1], where the operator

e
(2)
n−i−1 acts on MA′ ⊗ MA′′

as Id ⊗ en−i−1.

Proof. Note that for u1, u2(k) defined by (37), (38) and v3 from the for-
mula (36) we have u1 ∈ MA′

and u2(k) ⊗ v3 ∈ MA′′
. Moreover, wai−1 = v1

and wj = (e(2)
n−i−1)

j−ai+1wai−1. Thus Si,i+1(A) is a submodule of the module,
described in the proposition. To prove that we have an equality, it is enough
to mention that (e(2)

n−i−1)
ai+1−ai+1 = 0.

Remark 2.2. Note that e>n−i−1 vanishes on MA′′
. Thus Si,i+1(A) is a

cyclic submodule of MA′ ⊗MA′′
with respect to the algebra, generated by the

operators

e
(1)
0 + e

(2)
0 , . . ., e

(1)
n−i−2 + e

(2)
n−i−2, e

(1)
n−i−1, e

(2)
n−i−1, e

(1)
n−i, . . ., e

(1)
n−3

(here e
(1)
j = ej ⊗ Id, e

(2)
j = Id ⊗ ej).

Remark 2.3. Note that in the case i = n − 1 we have

Sn−1,n(A) � M (a1,...,an−2) ⊗ C
an−an−1+1.(41)

In fact, proposition (2.2) gives us an embedding of the left hand side of (41)
into the right hand side. But we have an operator e

(2)
0 acting on Sn−1,n(A).

Thus

Sn−1,n(A) ←↩ C[e(1)
n−3, . . ., e

(1)
0 , e

(2)
0 ] · (v(a1,...,an−2) ⊗ van−an−1+1) =

= M (a1,...,an−2) ⊗ C
an−an−1+1.

Thus we have an embedding of Si,i+1(A) into the tensor product MA′ ⊗
MA′′

. Recall that A′ contains a lot of coinciding elements. By some reasons,
discussed in the previous section, in this work we concentrate on those sets,
which have no coinciding elements. Thus we will construct another embedding
of Si,i+1(A), which looks somehow strange, but its usefulness will be explained
in the sequel section.
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Proposition 2.3. Let A = (a1 < · · · < an). Suppose that for any j > i

we have aj+1 − aj > 1. Introduce a notation:

A1 = (a1, . . ., ai−1, ai + 1, ai + 2, . . ., ai + n − i − 1);

A2 = (ai+1 − ai + 1, ai+2 − ai, ai+3 − ai − 1, . . ., an − ai − n + i + 2).

(Note that the elements of A1 and A2 increase). Then we have an embedding
Si,i+1(A) ↪→ MA1 ⊗ MA2 and Si,i+1(A) is generated from vA1 ⊗ vA2 by the
action of the algebra C[e0, . . ., en−3, e

(2)
n−i−1].

Proof. In our case

v1 = v(n)⊗(a1−1) ⊗ v(n − 1)⊗(a2−a1) ⊗ · · · ⊗ v(n − i + 1)⊗(ai−ai−1);

u1 = v(n − 2)⊗(a1−1) ⊗ v(n − 3)⊗(a2−a1) ⊗ · · · ⊗ v(n − i − 1)⊗(ai−ai−1);

v2 = v(n − i)⊗(ai+1−ai);

v3 = v(n − i − 1)⊗(ai+2−ai+1) ⊗ · · · ⊗ v(1)⊗(an−an−1).

We can rearrange the factors in the tensor product u1 ⊗ v2 ⊗ v3 to obtain the
product u′

1 ⊗ v2 ⊗ v′3, where

u′
1 = v(n − 2)⊗(a1−1) ⊗ · · · ⊗ v(n − i − 1)⊗(ai−ai−1) ⊗

⊗v(n − i − 1) ⊗ v(n − i − 2) ⊗ · · · ⊗ v(1);

v′3 = v(n − i − 1)⊗(ai+2−ai+1−1) ⊗
×v(n − i − 2)⊗(ai+3−ai+2−1) · · · ⊗ v(1)⊗(an−an−1−1).

Note that

MA1 � C[e0, . . ., en−3] · u′
1, MA2 = C[e0, . . ., en−i−1] · (v2 ⊗ u′

3).

To finish the proof of the proposition it is enough, to recall that Si,i+1(A) is
generated from the vectors wj and wj = u′

1 ⊗ (ej−ai+1
n−i−1 v2) ⊗ v′3.

We finish this subsection with the discussion of the Lie algebra, acting on
Si,i+1(A). Let Li,n = sl2⊗Bi,n, 0 < i ≤ n, where Bi,n is a commutative graded
associative algebra with a generators t of degree 1 and u of degree n − i and
relations tn = 0, u2 = 0, tu = 0. For i = 0 let L0,n = sl2 ⊗ (C[t]/tn+1). From
the propositions (2.2), (2.3) we obtain the following lemma:

Lemma 2.6. Si,i+1(A) is cyclic Li−1,n−2 module with a cyclic vector
being the tensor product vA′ ⊗ vA′′ (see proposition (2.2)) or vA1 ⊗ vA2 (see
proposition (2.3)). We denote this cyclic vector by vi,i+1(A).
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For example, for i = 1 we obtain that S1,2(A) is sl2 ⊗ (C[t]/tn−1) module.
But as it was mentioned above, S1,2(A) � M (a2−a1+1,a3,...,an).

Note that Sn−1,n(A), being a tensor product M (a1,...,an−2)⊗Can−an−1+1, is
a cyclic sl2⊗ (C[t]/tn−2) module, but its cyclic vector is not the tensor product
of the lowest weight vectors of M (a1,...,an−2) and C

an−an−1+1. To be specific,
one can put this cyclic vector l to be u(a1,...,an−2) ⊗ van−an−1+1 (recall that uA

is a highest vector in MA with respect to the h0 grading).

Lemma 2.7. l = e
a1+···+an−1−n
1 vA.

Proof. This follows from the fermionic realization of MA. Note also that
e1l = 0.

§2.4. Third description: induction

In this section we obtain the analogue of the lemma (1.4) for the modules
Si,i+1(A). In what follows we consider the module M (a1,...,an−1) as a submodule
of MA via the isomorphism

M (a1,...,an−1) � C[e1, . . ., en−1] · vA.

Lemma 2.8. Let i �= n − 1. Then we have (see lemma (2.6)):

vi,i+1(A) = vi,i+1(a1, . . ., an−1).

It means that

Si,i+1(a1, . . ., an−1) � C[e ⊗ t, . . ., e ⊗ tn−3, e ⊗ u] · vi,i+1(A)

and
Si,i+1(A) = C[e0] · Si,i+1(a1, . . ., an−1).

Proof. This is an immediate consequence from the construction of the
embedding from the proposition (2.2).

Now let i = n − 1. Consider the operator e1 acting on MA. Note that
e
a1+···+an−1−n+1
1 = 0. Let l = e

a1+···+an−1−n
1 vA. From one hand, l is a highest

weight vector from M (a1,...,an−1). From the other hand, l is a cyclic vector in
Sn−1,n(A) with respect to the algebra C[e0, . . ., en−3] (see lemma (2.7)). Thus
we obtain the following lemma:
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Lemma 2.9. There is a vector l,

l ∈ Sn−1,n(A) � M (a1,...,an−2) ⊗ C
an−an−1+1 ↪→ MA

such that l is a cyclic vector of Sn−1,n(A) with respect to the algebra C[e0, . . .,

en−3] and l = u(a1,...,an−1). In particular it means that

Sn−1,n(A) = C[e0] · (C[f0, . . ., fn−2] · u(a1,...,an−1)).

§3. Algebro-geometric Properties of the Schubert Varieties

The main point of this section is the study of the line bundles on sh(n).
We start with the description of sh(n) as a projective algebraic variety.

§3.1. sh(n) as an algebraic variety

Recall (see [FF1]) that the dual space to the module MA, A = (a1 ≤ · · · ≤
an) can be realized as the space of the symmetric polynomials f(z1, . . ., zs), s ≥
0 with the following conditions: degzi

f < n and

f(z, . . ., z︸ ︷︷ ︸
i

, zi+1, . . ., zs) ÷ z
∑n

j=1(i+1−aj)+ , i = 1, 2, . . .,

where a+ = max(a, 0) and for the polynomials p and q p ÷ q means that
q divides p. (Note that (MA)∗ is naturally graded by the action of h0 and
thus (MA)∗ =

⊕
s(M

A)∗(s). Then (MA)∗(s) is realized in the space of the
polynomials in s variables with the above condition).

Lemma 3.1. Let A = (a1 ≤ · · · ≤ an) ∈ Nn, B = (b1 ≤ · · · ≤ bn) ∈ Nn

and C = (a1 + b1 − 1, . . ., an + bn − 1). Then the following is true:
1). There is an embedding of C[e0, . . ., en−1] modules α : MC ↪→ MA ⊗ MB

sending vC to vA ⊗ vB (in fact, α is sl2 ⊗ C[t] homomorphism).
2). There is a surjection β : (MA)∗ ⊗ (MB)∗ � (MC)∗ given by the formula

f(z1, . . ., zs1) ⊗ g(z1, . . ., zs2) �→ h(z1, . . ., zs1+s2),

where

h(z1, . . ., zs1+s2) =
∑

f(zσ(1), . . ., zσ(s1))g(zτ(1), . . ., zτ(s2)),

and the sum is taken over such pairs (σ, τ )

σ : {1, . . ., s1} → {1, . . ., s1 + s2}, τ : {1, . . ., s2} → {1, . . ., s1 + s2},

that σ(i) < σ(i+1), τ (j) < τ (j +1) and the images of σ and τ do not intersect.
3). α∗ = β.
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Proof. First statement is a special case of the proposition (1.1). One can
check that the image of β is really a subspace of (MC)∗. To prove that β is
a surjection it is enough to show 3). To make it clear, recall that the isomor-
phism between the dual space (MA)∗ and the above space of the symmetric
polynomials has the following form:

(MA)∗ � θ �→ fθ =
∑

i1,...,is

zi1
1 . . . zis

s θ(en−1−i1 . . . en−1−is
vA).

This finishes the proof.

Introduce a notation:

A(k) = (ka1 − k + 1, ka2 − k + 1, . . ., kan − k + 1), k = 1, 2, . . . .

For example, A(1) = A. From the above lemma we obtain a graded algebra
FA =

⊕∞
i=0(M

A(i))∗ (we put (MA(0))∗ = C). Note that FA is generated by its
first degree component (MA(1))∗ = (MA)∗.

Now fix some basis v1, . . ., vN in MA (surely, N =
∏n

i=1 ai). Denote also
by ξi the dual basis in (MA)∗. Recall that sh(n) ↪→ P(MA). Thus, any point
x ∈ sh(n) can be written in the basis vi: x = (x1 : . . . : xN ).

Proposition 3.1. FA is the coordinate ring of sh(n).

Proof. We need to prove that for any homogeneous polynomial p in N

variables the following two statements are equivalent:

(1) for any x ∈ sh(n) p(x1, . . ., xN ) = 0.

(2) p(ξ1, . . ., ξN ) = 0 (here ξi and p(ξ1, . . ., ξN ) are considered as an ele-
ments of the algebra FA).

First, let p(ξ1, . . ., ξN ) = 0. Then for any w ∈ MA(N) p(ξ1, . . ., ξN )w = 0.
From the lemma (3.1) we obtain an embedding: ϕ : MA(N) → (MA)⊗N . Let
w = exp(

∑n−1
i=0 eiti) · vA(N), where ti are some complex numbers. Note that

ϕvA(N) = v⊗N
A and the operator ek, acting on MA(N) is a sum

∑N
i=1 e

(i)
k of the

operators, acting on the corresponding copies of MA. Thus

w = exp

(
n−1∑
i=0

eiti

)
· vAN

= exp

n−1∑
i=0

 N∑
j=1

e
(j)
i

 ti

 · v⊗N
A =

N⊗
j=1

[
exp

(
n−1∑
i=0

e
(j)
i ti

)
· vA

]
.
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Now, let exp
(∑n−1

i=0 e
(j)
i ti

)
· vA =

∑N
i=1 xivi. Then

w =
N⊗

j=1

(
N∑

i=1

xivi

)

and because of the part 3) of the lemma (3.1) we obtain

0 = p(ξ1, . . ., ξN )w = p(x1, . . ., xN ).

Hence we have proved that p(x) = 0 for x from the big cell Ux = {exp (
∑

tiei) ·
[vA]}. But sh(n) is a closure of the big cell. Thus p vanishes on all sh(n).

Now, let p(x1, . . ., xN ) = 0 for any (x1 : . . . : xN ) ∈ sh(n). Then p vanishes
on the big cell. The same considerations as in the first part of the proof give
us p(ξ1, . . ., ξN ) = 0.

§3.2. Line bundles on sh(n)

It was proved in the first section that there is a chain of bundles

sh(n) → sh(n−1) → · · · → sh(1) � P
1.(42)

Thus Pic(sh(n)) = Zn. We want to fix this isomorphism. Let Ci, i = 0, . . ., n−1
be a collection of projective lines in sh(n). Namely,

Ci = {exp(eit) · [vA], t ∈ C}

(we fix some A with no coinciding elements and identify sh(n) with shA. Surely,
our lines do not depend on the choice of A). For example, C0 = SL2 · [vA].
Because of the fibrations (42), any line bundle is determined by its restriction
on the lines Ci. Let E be a line bundle, such that E|Ci

� O(bi). Then we denote
this bundle as

E = O(bn−1, bn−2 − bn−1, bn−3 − bn−2, . . ., b0 − b1).

Recall that for any A with ai �= aj we have an embedding ıA : sh(n) ↪→
P(MA). Thus for any such A there is a bundle ı∗AO(1) on sh(n). The following
lemma explains the choosed parameterization of the set of bundles.

Lemma 3.2. ı∗AO(1) � O(a1 − 1, a2 − 1, . . ., an − 1).
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Proof. Note that H0(sh(n), E|Ci
) � (C[ei] · vA)∗. Recall that for any A

we have an isomorphism (see lemma (1.4)):

C[ei, . . ., en−1] · vA � M (a1,... ,an−i), ej �→ ej−i.(43)

Thus C[ei] · vA is (a1 + · · · + an−i − n + i + 1) – dimensional space, and so
(ı∗O(1))|Ci

� O(a1 + · · · + an−i − n + i). Lemma is proved.

Recall that there is a bundle πn,n−1 : sh(n) → sh(n−1) with a fiber P1. The
following lemma shows that there exists a rank two bundle ξ on sh(n−1) such
that sh(n) is a projectivization of ξ.

Lemma 3.3. sh(n) � P

(
(πn,n−1)∗ı∗(2,3,...,n+1)O(1)

)
.

Proof. It follows from the fact that ı∗(2,3,...,n+1)O(1)|π−1
n,n−1x = O(1) for

any x ∈ sh(n−1).

Example. In the case n = 2 we have sh(2) � P(O(0) ⊕ O(2)).
We finish this subsection with the computation of the canonical bundle

Ksh(n) .

Lemma 3.4. Ksh(n) � O(−2, . . .,−2︸ ︷︷ ︸
n

).

Proof. We prove lemma by the induction on n. For n = 1 sh(1) � P1

and KP1 � O(−2). Suppose our lemma is true for n − 1. Then because of
the existence of the bundle πn,1 : sh(n) → P

1 = C0 we obtain that Ksh(n) =
O(−2, . . .,−2︸ ︷︷ ︸

n−1

, a) for some a ∈ Z. Recall that there is an open (in the Zariski

topology) set G · [vA] ↪→ sh(n) (G is a group SL2(C[t]/tn)), which is fibered over
C0 with a fiber Cn−1. Recall also (see lemma (1.3)) that we have an equality

exp

(
n−1∑
i=0

xiei

)
· [vA] = exp

(
n−1∑
i=0

yifi

)
· [uA]

if and only if for two polynomials x(t) =
∑n−1

i=0 xit
i and y(t) =

∑n−1
i=0 yit

i we
have x(t)y(t) = 1 in the ring C[t]/tn. To compute the restriction of Ksh(n) to
C0 we need to rewrite the form dy0∧dy1∧· · ·∧dyn−1 in the xi-coordinates. It is
easy to check that the result will be the following n-form: (−1)n

x2n
0

dx0∧· · ·∧dxn−1.
Thus the restriction of Ksh(n) to C0 is O(−2n). Using the fact that Ksh(n) =
O(−2, . . .,−2, a) we obtain a = −2. Lemma is proved.
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§3.3. Fusion products as a dual spaces of sections of the line
bundles

The main goal of this subsection is to prove the following theorem: let A =
(a1, . . ., an), 1 ≤ a1 ≤ · · · ≤ an. Then the dual space H0(O(a1 −1, . . ., an −1))∗

as sl2 ⊗ C[t] module is isomorphic to the fusion product MA.
Let G = SL2(C[t]/tn). Recall the submodule Si,i+1(A) ↪→ MA which is

the cyclic Li−1,n−2 module with a cyclic vector vi,i+1(A). Denote by Li,n the
Lie group of the Lie algebra Li,n.

Definition 3.1. The variety sh(n−1)
i ↪→ P(Si,i+1(A)) ↪→ P(MA) is a

closure of the orbit of the point [vi,i+1(A)] :

sh(n−1)
i = Li−1,n−2 · [vi,i+1(A)].

Lemma 3.5. 1). sh(n−1)
i is a subvariety of sh(n).

2). sh(n) = G · [vA] ∪
⋃n−1

i=1 sh(n−1)
i .

Proof. We will prove both statements together by the induction on n.
Consider a fiber π−1

n,1πn,1([vA]) � sh(n−1) of the bundle πn,1 : sh(n) → P1. By
the induction assumption we have the decomposition of this fiber into a cell
U ′

x =
{
exp

(∑n−1
i=1 eiti

)
· [vA]

}
, divisors sh(n−2)

i , i = 1, . . ., n − 2 and

M =

{
π−1

n,1πn,1([vA]) \ U ′
x \

n−2⋃
i=1

sh(n−2)
i

}
� sh(n−2).

First note that G · [vA] = SL2 · U ′
x. Next, because of the lemma (2.8) we have

sh(n−1)
i = SL2 · sh(n−2)

i , i = 1, . . ., n − 2.

Finally, because of the lemma (2.9) we obtain sh(n−1)
n−1 = SL2 · M . Lemma is

proved.

The following proposition gives a description of the varieties sh(n−1)
i . For

the convenience, let sh(0) be a point and πn,0 a unique map sh(n) → sh(0).

Proposition 3.2. Let i = 2, . . ., n − 1. Then

sh(n−1)
i = {(x, y) ∈ sh(n−2) × sh(n−i) : πn−2,n−i−1(x) = πn−i,n−i−1(y)}

(recall that πn,k is a projection sh(n) → sh(k) with a fiber sh(n−k)). In the case
i = 1 we have sh(n−1)

1 � sh(n−1).
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Proof. Note that S1,2(A) � M (a2−a1+1,a3,...,an). Thus sh(n−1)
1 � sh(n−1).

Recall that we have proved in the proposition (2.3) that for any i =
2, . . ., n− 1 and some special B ∈ Nn−2, C ∈ Nn−i with no coinciding elements
in both B and C we have an embedding

Si,i+1(A) ↪→ MB ⊗ MC , vi,i+1(A) �→ vB ⊗ vC .

In addition, Si,i+1(A) is isomorphic to

(44) C[e(1)
0 + e

(2)
0 , . . ., e

(1)
n−i−2 + e

(2)
n−i−2, e

(1)
n−i−1 + e

(2)
n−i−1,

e
(2)
n−i−1, e

(1)
n−i, . . ., e

(1)
n−3] · (vB ⊗ vC),

where the upper index (i) means that the corresponding operator is acting on
the i-th factor of the tensor product MB ⊗ MC . This shows that sh(n−1)

i is
embedded to the Cartesian product shn−2 × shn−i. Moreover, formula (44)
shows that points from Gi,n · [vi,i+1(A)] (where Gi,n is the Lie group of an
abelian Lie algebra, spanned by e

(1)
0 +e

(2)
0 , . . ., e

(1)
n−i−2+e

(2)
n−i−2, e

(1)
n−i−1+e

(2)
n−i−1,

e
(2)
n−i−1, e

(1)
n−i, . . ., e

(1)
n−3) are the pairs (x, y) from the product of the big cells

of sh(n−2) and sh(n−i) with a property πn−2,n−i−1(x) = πn−i,n−i−1(y). The
equality sh(n−1)

i = Gi,n · [vi,i+1(A)] finishes the proof.

Corollary 3.1. In the case i = n − 1 we have sh(n−1)
n−1 � P1 × sh(n−2)

(see the remark (2.3)).

Our goal is to prove that for A = (a1 ≤ · · · ≤ an) fusion product MA is
realized in the dual space of the sections of O(a1 − 1, . . ., an − 1). The way of
the proof is the restriction of the bundles to the subvarieties sh(n)

i . We need
some additional information about sh(n−1)

i .
Recall that sh(n) is fibered over P

1 with a fiber sh(n−1). By the induction on
n one can show that sh(n) is a union of the cells Ci (which do not intersect) and
the number of the cells Ci is equal to

(
n
i

)
. Thus we obtain H2i(sh(n), Z) = Zli ,

li =
(
n
i

)
and H2i−1(sh(n), Z) = 0. Recall that we have defined the set of

projective lines Ci (Ci = {exp(tei) · [vA]}). One can show that the classes of
Ci in H2(sh(n), Z) are generators of the latter group. For the variety M ↪→
sh(n) of the complex dimension m we write [M ] for the corresponding class in
H2m(sh(n), Z).

Denote by sh(n−1)
n the fiber π−1

n,1πn,1([uA]): sh(n−1)
n ={

exp
(∑n−1

i=1 tifi

)
· [uA]

}
. Surely, sh(n−1)

n � sh(n−1). Thus, we have a vari-

eties sh(n−1)
j for j = 1, . . ., n.
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Lemma 3.6. [Ci] · [sh(n−1)
j ] = δi,n−j, where [M ] · [N ] is an intersection

number of M and N .

Proof. First, we consider a special cases of i = 0, 1 and j = n, n − 1. All
other cases are the consequences of these special ones.

Let i = 0. Then C0 doesn’t intersect with sh(n−1)
i for i < n and C0 ∩

sh(n−1)
n = [uA].

Let j = n. Then [sh(n−1)
n ] · [Ci] = 0 for i > 0 because sh(n−1)

n =
π−1

n,1πn,1([uA]) and Ci ↪→ π−1
n,1πn,1([vA]) for i > 0.

Let i = 1. Then because of the lemma (2.9) we have [C1] · [sh(n−1)
n−1 ] = 1.

Note also that [C1] · [sh(n−1)
i ] = 0 for i < n − 1. In fact, because of the lemma

(2.8) we have sh(n−1)
i ∩ π−1

n,1πn,1([vA]) = sh(n−2)
i . But C1, which is embedded

to the fiber π−1
n,1πn,1([vA]) � sh(n−1), plays there a role of C0 ↪→ sh(n). Thus,

we are in the situation of the case i = 0.
Let j = n − 1. We need to show that sh(n−1)

n−1 doesn’t intersect with
Ci, i > 1. Recall that sh(n−1)

n−1 ∩ π−1
n,1πn,1([vA]) = sh(n−2)

n−1 . Thus we are in the
situation of the case j = n.

All other cases can be considered in the same way, using lemmas (2.8, 2.9).

Corollary 3.2. The classes [sh(n−1)
i ], i = 1, . . ., n are generators of

the group H2n−2(sh(n), Z). Moreover, via the identification H2n−2(sh(n), Z) �
H2(sh(n), Z) sh(n−1)

i �→ [Cn−i]∗.

Now we need some fact about the restriction of line bundles on sh(n)

to sh(n−1)
i . Recall (see proposition (3.2)) that there exists a bundle νn,i :

sh(n−1)
i → sh(n−i−1) with a fiber P

1 × sh(i−1). Thus, we can first restrict any
bundle E on sh(n) to P

1 × sh(i−1) and then to P
1 × x, x ∈ sh(i−1). Denote this

restriction by ri(E) (surely, ri(E) doesn’t depend on x).

Lemma 3.7. Let E = O(a1, . . ., an). Then ri(E) = O(ai+1 − ai).

Proof. Note that if the statement of the lemma is true for E1 and E2,
then it is also true for E∗

1 and for E1 ⊗ E2. Hence it is enough to prove our
lemma in the case 0 ≤ a1 < . . . < an.

If 0 ≤ a1 < . . . < an, then E = ı∗AO(1). Recall (see proposition (2.2)) that
Si,i+1(A) ↪→ MA′ ⊗ MA′′

and

Si,i+1(A) =

= C[e(1)
0 + e

(2)
0 , . . ., e

(1)
n−i−1 + e

(2)
n−i−1, e

(2)
n−i−1, e

(1)
n−i, . . ., e

(1)
n−3] · (vA′ ⊗ vA′′).
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Thus we obtain

H0(ri(E)) = (C[e(2)
n−i−1] · (vA′ ⊗ vA′′))∗.

But (e(2)
n−i−1)

ai+1−ai+1(vA′ ⊗ vA′′) = 0 and (e(2)
n−i−1)

ai+1−ai(vA′ ⊗ vA′′) �= 0.
Lemma is proved.

Corollary 3.3. Fix a number i: 1 ≤ i < n. Then for any A =
(a1, . . ., an) such that ai = ai+1 + 1 we have

(45) dim Hj(sh(n), O(a1, . . ., ai, ai+1, . . ., an))

= dimHj(sh(n), O(a1, . . ., ai+1, ai, . . ., an)), j = 0, 1, . . . .

Proof. Let ı : Y ↪→ X be an embedding, E a bundle on X. Let JY (E) be
a sheaf on X:

JY (E)(U) = {s ∈ Γ(U, E) : s|Y = 0}

(U is an open set in X). Also denote by EY the following sheaf on X: EY =
ı∗ı

∗E. We have an exact sequence of the sheaves

0 → JY (E) → E → EY → 0.

Note that if X and Y are smooth projective complex algebraic varieties, dim X

= n, codimY = 1, then JY (E) is a locally free sheaf and thus gives rise to
some bundle E′ on X, such that c1(E′) = c1(E) − [Y ]2 (c1 is the first Chern
class). Here we fix a notation [Y ]2 ∈ H2(X, Z) for the image of the class
[Y ] ∈ H2n−2(X, Z) via the identification H2n−2(X, Z) � H2(X, Z). Now let
X = sh(n), Y = sh(n−1)

i , E = O(a1, . . ., an). We have an exact sequence:

0→J
sh

(n−1)
i

(O(a1, . . . , an)) → O(a1, . . . , an) → O(a1, . . . , an)sh
(n−1)
i →0.(46)

Let us compute the bundle J
sh

(n−1)
i

(O(a1, . . . , an)). Recall that we have fixed

a set of generators [Ci], i = 0, . . ., n − 1 of H2(sh(n), Z) such that the set of
dual generators of Hn−2(sh(n), Z) is sh(n−1)

i , i = 1, . . ., n. It is easy to see that
c1(O(a1, . . ., an))([Cj ]) = a1 + · · · + an−j . Note also that [sh(n−1)

i ]2 = [Cn−i]∗.
We obtain

c1(Jsh
(n−1)
i

(O(a1, . . . , an))) = c1(O(a1, . . . , an)) − [Cn−i]∗.

Thus

J
sh

(n−1)
i

(O(a1, . . . , an)) = O(a1, . . ., ai−1, ai − 1, ai+1 + 1, . . ., an).
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In our case (ai = ai+1 + 1) we have ai − 1 = ai+1, ai+1 + 1 = ai.
From the short exact sequence (46) we obtain an exact sequence of the

cohomologies:

(47) 0 → H0(O(a1, . . ., ai+1, ai, . . ., an)) → H0(O(a1, . . . , an)) →

→ H0(O(a1, . . . , an)sh
(n−1)
i ) → H1(O(. . ., ai+1, ai, . . . )) →

→ H1(O(a1, . . . , an)) → H1(O(a1, . . . , an)sh
(n−1)
i ) → . . .

To prove our lemma it is enough to show that Hi(O(a1, . . . , an)sh
(n−1)
i ) = 0 for

all i. Recall that sh(n−1)
i is fibered over sh(n−i) with a fiber P1 × sh(i−1). We

have proved that the restriction of the bundle O(a1, . . . , an) to the first factor
of the fiber is O(ai+1 − ai). In our case this restriction is equal to O(−1). But
this bundle has no cohomologies. Thus the sheaf O(a1, . . . , an)sh

(n−1)
i doesn’t

have any cohomologies too. Lemma is proved.

Lemma 3.8. For any A = (a1 ≤ · · · ≤ an) ∈ N
n there exists a surjec-

tive map sh(n) � shA.

Proof. The idea is to construct such set B = (b1 < · · · < bn) ∈ Nn that
there exists a permutation σ of the factors of F⊗(bn−1) (recall that F is a space
of the semi-infinite forms and MA ↪→ F⊗(an−1)) and a vector v ∈ F⊗(bn−an)

such that σ(vB) = vA ⊗ v. If we find such B, the existence of the surjective
map shB � shA will follow from the definition of the Schubert variety.

Define a map ar : Nn → Nn in the following way. Let i (1 ≤ i < n) be a
number with a properties ai = ai+1 and aj < aj+1 for j < i. Then

ar(A) = (a1, . . ., ai, ai+1 + 1, ai+2 + 1, . . ., an + 1).

Surely, there exist such number N that arN (A) has no coinciding elements. Let
B be arN (A) with a minimum N with the above property. From the definition
of vA and vB one can see that there exists such vector v ∈ F⊗(bn−an) that
σ(vB) = vA ⊗ v for some permutation σ. The lemma is proved.

Remark 3.1. The above map sh(n) � shA is a resolution of the singu-
larities of the variety shA.

Lemma 3.9. Let A = (a1 ≤ a2 ≤ · · · ≤ an), a1 > 0. Then

dimH0(sh(n), O(a1 − 1, . . ., an − 1)) ≥
n∏

i=1

ai.
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Proof. First, consider the case 0 < a1 < a2 < · · · < an. Then there is an
embedding ıA : sh(n) ↪→ P(MA) and ı∗A(O(1)) = O(a1 − 1, . . ., an − 1). Thus we
have a restriction map

H0(P(MA), O(1)) → H0(sh(n), O(a1 − 1, . . ., an − 1)).

We claim that it is an embedding. In fact, otherwise there exists a linear
homogeneous function p(x1, . . ., xN ) (where xi are the coordinates in MA),
which vanishes on sh(n). Because of the proposition (3.1) the latter means that
we have some linear condition on the base elements of (MA)∗.

In spite of the absence of the embedding ıA in the case when there exists
ai = ai+1, there is still a map ı̂A : sh(n) → P(MA), which is a composition of
the surjective map from the lemma (3.8) and the embedding of shA to P(MA).
This finishes the proof of the lemma.

Theorem 3.1. Let A = (0 ≤ a1 ≤ · · · ≤ an). Then

dimH0(sh(n), O(a1, . . . , an)) =
n∏

i=1

(ai + 1)(48)

and all the higher cohomologies vanish.

Proof. First we will prove the inequality

dimH0(sh(n), O(a1, . . . , an)) ≤
n∏

i=1

(ai + 1)

by the induction on n. For n = 1 it is obvious, because sh(1) = P
1. Suppose

our statement is true for n− 1. Denote by M the preimage of some point from
P1 via the map πn,1. Surely, M � sh(n−1). Note that [M ] = [sh(n−1)

n ] = [C0]∗.
Thus we have the following exact sequence (see the proof of the corollary (3.3)):

0 → O(a1, . . ., an−1, an − 1) → O(a1, . . . , an) → O(a1, . . . , an)M → 0.(49)

Note also that if γ is an embedding of M to sh(n), then

γ∗O(a1, . . ., an) = O(a1, . . ., an−1).

Hence Hi(O(a1, . . . , an)M ) � Hi(O(a1, . . ., an−1)). Let us write an exact se-
quence of cohomologies associated with the short exact sequence (49):

(50) 0 → H0(O(a1, . . ., an−1, an − 1)) → H0(O(a1, . . . , an)) →
→ H0(O(a1, . . ., an−1)) → H1(O(a1, . . ., an−1, an − 1)) →

→ H1(O(a1, . . . , an)) → H1(O(a1, . . ., an−1)) →
→ H2(O(a1, . . ., an−1, an − 1)) → . . .
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By the induction assumption we know that

dim H0(O(a1, . . ., an−1)) ≤
n−1∏
i=1

(ai + 1).

Thus we obtain from the exact sequence (50) that

dimH0(O(a1, . . . , an))≤
n−1∏
i=1

(ai + 1)+dimH0(O(a1, . . ., an−1, an − 1)).(51)

Now, applying many times the inequality (51), using the formula (45) for
j = 0 and a fact that O(0, . . ., 0) is a trivial bundle we obtain that dimH0

(O(a1, . . . , an)) ≤
∏n

i=1(ai + 1). Because of the lemma (3.9) we obtain the
equality (48).

To clarify the above procedure, let us give an example of the using of the
inequality (51) and formula (45). Denote by d(a1, . . ., an) the dimension of the
space H0(O(a1, . . . , an)). Let A = (2, 3, 4). Then we have:

(52) d(2, 3, 4) ≤ d(2, 3, 3) + 3 · 4 ≤ d(2, 3, 2) + 12 + 12 = d(2, 2, 3) + 24 ≤
≤ d(2, 2, 2) + 9 + 24 ≤ d(2, 2, 1) + 9 + 33 = d(2, 1, 2) + 42 = d(1, 2, 2) + 42 ≤
≤ d(1, 2, 1)+6+42 = d(1, 1, 2)+48 ≤ d(1, 1, 1)+4+48 ≤ d(1, 1, 0)+4+52 =

= d(1, 0, 1) + 56 = d(0, 1, 1) + 56 ≤ d(0, 1, 0) + 58 =

= d(0, 0, 1) + 58 ≤ d(0, 0, 0) + 59 = 60 = 3 · 4 · 5.

To finish the proof of the theorem we must show that all the higher coho-
mologies vanish. Already proved statement (48) allows us to rewrite the exact
sequence (50) in the following way (we use the induction assumption about the
vanishing of the higher cohomologies for n − 1):

0 → H1(O(a1, . . ., an−1, an − 1)) → H1(O(a1, . . . , an)) → 0 →
→ H2(O(a1, . . ., an−1, an − 1)) → H2(O(a1, . . . , an)) → 0 → . . . .

Using this exact sequence and the corollary (3.3) we obtain the vanishing of
the higher cohomologies. The theorem is proved.

Corollary 3.4. Let A = (1 ≤ a1 ≤ · · · ≤ an). Then we have an
isomorphism of the sl2 ⊗ (C[t]/tn) modules:

H0(sh(n), O(a1 − 1, · · ·, an − 1))∗ � C
a1 ∗ · · · ∗ C

an = M (a1,...,an).
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Proof. Consider the embedding ıA : sh(n) → P(MA) in the case of the
different ai and a map ı̂A : sh(n) → P(MA) otherwise. The above theorem
states that the map

H0(P(MA), O(1)) → H0(sh(n), O(a1 − 1, . . ., an − 1))

coming from the equalities

ı∗AO(1) = O(a1 − 1, . . ., an − 1), ı̂A
∗
O(1) = O(a1 − 1, . . ., an − 1)

is an isomorphism. But H0(P(MA), O(1)) � (MA)∗.
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