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Abstract

Let us consider the following nonlinear singular partial differential equation

(
t

∂

∂t

)m

u = F

(
t, x,
{(

t
∂

∂t

)j( ∂

∂x

)α

u
}

j+|α|≤m,j<m

)

in the complex domain. When the equation is of Fuchsian type with respect to t,
holomorphic and singular solutions were investigated quite well by Gérard-Tahara
under some assumptions on characteristic exponents. In this paper, the same type
of equations is solved in the general case without any assumption on characteristic
exponents.

§1. Introduction

Let C be the complex plane or the set of all complex numbers, t be the
variable in Ct, and x = (x1, . . . , xn) be the variable in C

n
x = Cx1 × · · · × Cxn

.
We use the notations: N = {0, 1, 2, . . .}, N∗ = {1, 2, . . .}, α = (α1, . . . , αn) ∈
Nn, |α| = α1 + · · · + αn, and (∂/∂x)α = (∂/∂x1)α1 · · · (∂/∂xn)αn . For α =
(α1, . . . , αn) ∈ Nn and β = (β1, . . . , βn) ∈ Nn we write β ≤ α if βi ≤ αi holds
for all i = 1, . . . , n.
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Let m ∈ N∗ be fixed and set

Im = {(j, α) ∈ N × N
n ; j + |α| ≤ m and j < m},

N = #Im (the number of elements of Im),

Z = {Zj,α}(j,α)∈Im
∈ C

N .

Let F (t, x, Z) be a function in the variables (t, x, Z) defined in a neighborhood
∆ of the origin of Ct × Cn

x × CN
Z . Let us consider the equation

(E)
(
t
∂

∂t

)m

u = F

(
t, x,

{(
t
∂

∂t

)j( ∂

∂x

)α

u
}

(j,α)∈Im

)
with the unknown function u = u(t, x). Set ∆0 = ∆ ∩ {t = 0, Z = 0}. Our
main assumptions are:

A1) F (t, x, Z) is a holomorphic function on ∆;
A2) F (0, x, 0) ≡ 0 on ∆0.

In the study of singularities of solutions of nonlinear partial differential
equations of the normal form, the investigation of the above type of equations
has become very important (see Kobayashi [9], Lope-Tahara [12] and Tahara
[15]). If we set Im(+) = {(j, α) ∈ N × Nn ; j + |α| ≤ m, j < m and |α| > 0}
the situation is divided into the following three cases:

Case 1 :
∂F

∂Zj,α
(0, x, 0) ≡ 0 on ∆0 for all (j, α) ∈ Im(+);

Case 2 :
∂F

∂Zj,α
(0, 0, 0) �= 0 for some (j, α) ∈ Im(+);

Case 3 : the other cases.

In Case 1, equation (E) is recently called a Gérard-Tahara type partial
differential equation (or before it was called a nonlinear Fuchsian type partial
differential equation) and it was studied by Gérard-Tahara [5], [6] under some
assumptions on characteristic exponents. In Case 2, equation (E) is called a
spacially nondegenerate type partial differential equation: Gérard-Tahara [7]
discussed a particular class of Case 2 and proved the existence of holomorphic
solutions and also singular solutions of (E). In Case 3, equation (E) is called
a nonlinear totally characteristic type partial differential equation, and it was
studied by Chen-Tahara [2],[3] and Tahara [16].

In this paper we will discuss Case 1 again and determine all the singular
solutions of (E) under no assumptions on the characteristic exponents.
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§2. Main Result

We will consider only Case 1 and so we assume:

A3)
∂F

∂Zj,α
(0, x, 0) ≡ 0 on ∆0 for all (j, α) ∈ Im(+).

Then, the indicial polynomial C(λ, x) of (E) is defined by

C(λ, x) = λm −
∑
j<m

∂F

∂Zj,0
(0, x, 0)λj

and the characteristic exponents λ1(x), . . . , λm(x) of (E) are defined by the
roots of the equation C(λ, x) = 0 in λ.

We denote by:

- R(C \ {0}) the universal covering space of C \ {0},
- Sθ the sector {t ∈ R(C \ {0}) ; |arg t| < θ} in R(C \ {0}),
- S(ε(s)) the domain {t ∈ R(C \ {0}); 0 < |t| < ε(arg t)}, where ε(s) is a

positive-valued continuous function on Rs,

- Dr the polydisk {x = (x1, . . . , xn) ∈ Cn ; |xi| < r for i = 1, · · · , n},
- C{x} the ring of convergent power series in x, or equivalently, the ring

of germs of holomorphic functions at the origin of Cn
x .

We will determine all the singular solutions of (E) belonging in the class Õ+,
which is defined by:

Definition 1. We denote by Õ+ the set of all u(t, x) satisfying the
following i) and ii): i) u(t, x) is a holomorphic function on S(ε(s)) × Dr for
some positive-valued continuous function ε(s) on Rs and r > 0; and ii) there
is an a > 0 such that for any 0 < r1 < r and θ > 0 we have

max
x∈Dr1

|u(t, x)| = O(|t|a) (as t −→ 0 in Sθ).

Let us first recall the result in Gérard-Tahara [5]. Set

µ = #{ i ∈ {1, 2, . . . , m} ; Reλi(0) > 0}.

When µ = 0, this means that Reλi(0) ≤ 0 holds for all i = 1, . . . , m. When
µ ≥ 1, by a renumeration we may assume

(2.1)

{
Reλi(0) > 0 for 1 ≤ i ≤ µ,

Reλi(0) ≤ 0 for µ + 1 ≤ i ≤ m.
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Theorem 1 (Gérard-Tahara (1993)). Assume the conditions A1),
A2) and A3). Then we have the following results.

(I)(Holomorphic solutions) If λi(0) /∈ N∗ holds for all i = 1, . . . , m, the
equation (E) has a unique holomorphic solution u0(t, x) satisfying u0(0, x) ≡ 0.

(II)(Singular solutions) Denote by S+ the set of all Õ+-solutions of (E).
Then:

(II-1) When µ = 0, we have

S+ =
{
u0

}
where u0 is the unique holomorphic solution obtained in (I).

(II-2) When µ ≥ 1, under (2.1) and the following additional conditions:

c-1) λi(0) �= λj(0) for 1 ≤ i �= j ≤ µ,

c-2) C(1, 0) �= 0,

c-3) C(i + j1λ1(0) + · · · + jµλµ(0), 0) �= 0 for any (i, j) ∈ N × N
µ

satisfying i + |j| ≥ 2,

we have
S+ =

{
U(ϕ1, . . . , ϕµ) ; (ϕ1, . . . , ϕµ) ∈ (C{x})µ

}
,

where U(ϕ1, . . . , ϕµ) is an Õ+-solution of (E) depending on (ϕ1, . . . , ϕµ) ∈
(C{x})µ and having an expansion of the following form:

U(ϕ1, . . . , ϕµ) =
∑

1≤p≤µ

ϕp(x)tλp(x) +
∑
i≥1

ui(x)ti(2.2)

+
∑

i+2m|j|≥k+2m
|j|≥1, (i,|j|) �=(0,1)

φi,j,k(x)ti+j1λ1(x)+···+jµλµ(x)(log t)k.

If one of the conditions c-1) ∼ c-3) is not satisfied, the expansion of
the solution will be much more complicated as is seen in the case m = 1 by
Yamazawa [17], and it seems difficult to describe the expansion in a concrete
form. But we can still get the following theorem.

Theorem 2 (Main result). Assume the conditions A1), A2), A3) and
µ ≥ 1. Denote by S+ the set of all Õ+-solutions of (E). Then we have

(2.3) S+ =
{
U(ϕ1, . . . , ϕµ) ; (ϕ1, . . . , ϕµ) ∈ (C{x})µ

}
,
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where U(ϕ1, . . . , ϕµ) is an Õ+-solution of (E) depending on (ϕ1, . . . , ϕµ) ∈
(C{x})µ and having an expansion of the following form:

(2.4) U(ϕ1, . . . , ϕµ) =
∑

1≤p≤µ

ϕp(x)vp(t, x) +
∑
k≥1

∑
1≤l≤mk

φk,l(x)wk,l(t, x).

Here, vp(t, x), mk and wk,l(t, x) are as follows: (1) {v1(t, x), . . . , vµ(t, x)} is a
fundamental system of solutions of C(t∂/∂t, x)v = 0 in Õ+, (2) mk (k ≥ 1)
are positive integers determined by the equation (E), and (3) wk,l(t, x) (k ≥ 1
and 1 ≤ l ≤ mk) are functions also determined by the equation (E) satisfying
the following property: there is a σ > 0 such that wk,l(t, x) = O(tσk, Õ+) (as
t −→ 0) holds for all (k, l). The coefficients ϕp(x) and φk,l(x) are as follows: (4)
ϕp(x) (1 ≤ p ≤ µ) are arbitrary holomorphic functions, and (5) φk,l(x) (k ≥ 1
and 1 ≤ l ≤ mk) are holomorphic functions determined by (ϕ1(x), . . . , ϕµ(x)).

In the above condition (3) the notation

w(t, x) = O(ts, Õ+) (as t −→ 0)

means that the condition t−sw(t, x) ∈ Õ+ holds.

Remark 1. If the condition c-1) is satisfied, we can choose {v1(t, x), . . . ,
vµ(t, x)} as vp(t, x) = tλp(x) for p = 1, . . . , µ.

For m = 1, Theorem 1 was by Gérard-Tahara [4] and the general case as
in Theorem 2 was by Yamazawa [17]. In this paper we will prove Theorem 2
in the general case for m ≥ 1 by a method a little bit different from [17].

Note that our equation (E) is expanded into the form

(2.5) C
(
t
∂

∂t
, x
)
u = b(x)t +

∑
p+|q|≥2

bp,q(x)tp
∏

(j,α)∈Im

[(
t
∂

∂t

)j( ∂

∂x

)α

u
]qj,α

,

where b(x) and bp,q(x) (p + |q| ≥ 2) are holomorphic functions in a common
neighborhood ∆0 of the origin of Cn

x , and p ∈ N, q = {qj,α}(j,α)∈Im
∈ NN , and

|q| =
∑

(j,α)∈Im
qj,α.

The rest part of this paper is organized as follows. In the next section
3 we will define the system of functions {wk,l(t, x) ; k ≥ 1 and 1 ≤ l ≤ mk }
on which our formal solution (2.4) is based. The properties of these functions
wk,l(t, x) will be investigated in Sections 4 and 5. After these preparations, we
will construct a formal solution (2.4) in section 6, and prove the convergence
of this formal solution in Section 7: up to this step we have a family of Õ+-
solutions U(ϕ1, . . . , ϕµ) of (E) and

S+ ⊃
{
U(ϕ1, . . . , ϕµ) ; (ϕ1, . . . , ϕµ) ∈ (C{x})µ

}
.
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In the last Section 8 we will prove the equality (2.3); that is, we will prove that
every Õ+-solution u(t, x) of (E) is expressed in the form u(t, x) = U(ϕ1, . . . , ϕµ)
for some (ϕ1, . . . , ϕµ) ∈ (C{x})µ.

§3. Definition of the System {wk,l}

Assume the conditions A1), A2), A3) and µ ≥ 1. Without loss of generality
we may assume:

Reλ0,1(0) ≤ · · · ≤ Reλ0,µ0(0) ≤ 0 < Reλ1,1(0) = · · · = Reλ1,µ1(0)(3.1)

< Reλ2,1(0) = · · · = Reλ2,µ2(0)

< · · · < Reλd,1(0) = · · · = Reλd,µd
(0),

where µ0 = m − µ, µi ≥ 1 (i = 1, . . . , d) and µ1 + · · · + µd = µ. Set

(3.2) ai = Reλi,1(0) = · · · = Reλi,µi
(0), i = 1, . . . , d.

We have 0 < a1 < a2 < · · · < ad < ∞. We choose a constant σ such that 0 <

σ < min{1, a1, a2−a1, . . . , ad−ad−1} and {σk ; k = 1, 2, . . .}∩{a1, a2, . . . , ad} =
∅. Then we have integers Ni (i = 1, . . . , d) such that 1 ≤ N1 < N2 < · · · <

Nd < ∞ and that

(3.3) σNi < ai < σ(Ni + 1), i = 1, . . . , d.

It is easy to see that for i = 0, 1, . . . , d

(3.4) Ci(λ, x) = (λ − λi,1(x)) · · · (λ − λi,µi
(x))

is a polynomial of degree µi in λ with coefficients being holomorphic in a
neighborhood of x = 0 ∈ C

n
x . We have a holomorphic decomposition

(3.5) C(λ, x) = C0(λ, x)C1(λ, x) · · ·Cd(λ, x).

Let i ∈ {1, . . . , d}. Since the equation

(3.6)i Ci

(
t
∂

∂t
, x
)
v = 0 in Õ+

is an ordinary differential equation in t of Euler type with a holomorphic pa-
rameter x and since t = 0 is a regular singular point, we have a fundamental
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system {vi,1(t, x), . . . , vi,µi
(t, x)} of solutions of (3.6)i in the following sense:

v-1) vi,j(t, x) is an Õ+-solution of (3.6)i;

v-2) if v(t, x) is an Õ+-solution of (3.6)i, v(t, x) is expressed in the form

v(t, x) =
µi∑

j=1

ϕj(x)vi,j(t, x)

for some unique (ϕ1(x), . . . , ϕµi
(x)) ∈ (C{x})µi .

Moreover, by the conditions (3.2) and (3.3) we have vi,j(t, x) = O(tσNi , Õ+) (as
t −→ 0) for j = 1, . . . , µi. Since the equation is defined on (Ct \ {0}) × DR for
some R > 0 we see that these vi,j(t, x)’s are holomorphic on R(Ct \ {0})×DR.
For details, see Lemma 1 in Section 4. We will choose such a fundamental
system {vi,1(t, x), . . . , vi,µi

(t, x)} and fix it from now.

For i = 0, 1, . . . , d we set

Ei(τ1, . . . , τµi
, x) =

1
µi!

∑
π∈Sµi

(τ1)−λi,π(1)(x) · · · (τµi
)−λi,π(µi)(x)

where Sµi
is the group of permutations of {1, 2, . . . , µi}. By the theory of sym-

metric entire functions we see that Ei(τ1, . . . , τµi
, x) is a holomorphic function

on (R(C \ {0}))µi ×DR. For a function f(t, x) on R(Ct \ {0})×DR we define
Ri[f ](t, x) and Si[f ](t, x) by the following:

Ri[f ](t, x) =
∫ t

0

dτµi

τµi

∫ τµi

0

dτµi−1

τµi−1
×(3.7)

× · · ·
∫ τ2

0

dτ1

τ1

[
Ei

(τ1

τ2
, . . . ,

τµi−1

τµi

,
τµi

t
, x
)
f(τ1, x)

]
,

Si[f ](t, x) = (−1)µi

∫ 1

t

dτµi

τµi

∫ 1

τµi

dτµi−1

τµi−1
×(3.8)

× · · ·
∫ 1

τ2

dτ1

τ1

[
Ei

(τ1

τ2
, . . . ,

τµi−1

τµi

,
τµi

t
, x
)
f(τ1, x)

]
.

The condition under which the integral (3.7) (and also (3.8)) makes sense will
be investigated in Section 4. If these integrals are well defined, it is easy to see
that Ri[f ](t, x) (and also Si[f ](t, x)) gives a solution of the equation

(3.9)i Ci

(
t
∂

∂t
, x
)
w = f(t, x).
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We define the integral Qk[f ](t, x) by the following:

(3.10) Qk[f ](t, x) =



R0S1S2 · · · Sd[f ](t, x), if 1 ≤ k ≤ N1;
R0R1S2 · · · Sd[f ](t, x), if N1 + 1 ≤ k ≤ N2;

· · · · · · · · ·
· · · · · · · · ·

R0 · · ·Rd−1Sd[f ](t, x), if Nd−1 + 1 ≤ k ≤ Nd;
R0 · · ·Rd−1Rd[f ](t, x), if Nd + 1 ≤ k.

If every integral is well defined, by (3.5) we easily see that Qk[f ](t, x) gives a
solution of

(3.11) C
(
t
∂

∂t
, x
)
w = f(t, x).

By using these integrals, we define:

Definition 2. We define finite sets Fk (k = 1, 2, . . .), Gk (k = 1, 2, . . .)
and Hk (k = 1, 2, . . .) of holomorphic functions on R(Ct\{0})×DR inductively
by the following procedure (1)∼(3):

(1) We set F1 = {Q1[t]}. If k ≥ 2 and if H1, . . . ,Hk−1 are already defined,
we set

Fk =
⋃

2≤p+|q|≤k

p∈N, q∈N
N

⋃
k1+···+k|q|

=k−p
k1,...,k|q|∈N

∗

{
Qk

[
tpψk1 · · ·ψk|q|

]
; ψkν

∈ Hkν
(ν = 1, . . . , |q|)

}
,

where N = #Im. If |q| = 0 we have p = k; in this case Qk[tpψk1 · · ·ψk|q| ] should
be read as Qk[tk]. Note that in the right hand side we have 1 ≤ kν ≤ k − 1 for
ν = 1, . . . , |q| and therefore Fk is well defined by the above formula.

(2) If Fk is already defined, we set

Gk =

{
Fk, if k �= N1, . . . , Nd;
Fk ∪ {vi,1, . . . , vi,µi

}, if k = Ni.

(3) If Gk is already defined, we set

Hk =
⋃

(j,α)∈Im

⋃
0≤βj,α≤α

{
k|βj,α|

(
t
∂

∂t

)j( ∂

∂x

)α−βj,α

W ; W ∈ Gk

}
.

Definition 3. We define the system of functions {wk,l(t, x) ; k ≥ 1, 1 ≤
l ≤ mk} by the following: set mk = #Fk (the number of elements of the set
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Fk) and

Fk =
{
wk,1(t, x), . . . , wk,mk

(t, x)
}

for k = 1, 2, . . . .

It is clear that m1 = 1 and F1 = {w1,1(t, x)} with w1,1 = Q1[t].

Remark 2. (1) The sets Hk (k ≥ 1) are introduced only to avoid the
confusion of subscripts in (1) of Definition 2.

(2) In the above finite sets Fk, Gk and Hk, every two elements with different
labels (i.e., p, q, k1, . . . , k|q| and so on) are regarded as different elements, even
if they are the same function. Hence, if we set Mk = #Gk, Jm = {(j, α, β) ∈
N × Nn × Nn ; (j, α) ∈ Im, 0 ≤ β ≤ α} and

Zk =
{(

p, q, {ki}|q|i=1, {li}
|q|
i=1, {(ji, α(i), β(i))}|q|i=1

)
∈ N × N

N×(3.12)

× (N∗)|q| × (N∗)|q| × (N × N
n × N

n)|q| ; 2 ≤ p + |q| ≤ k,

p + k1 + · · · + k|q| = k, 1 ≤ li ≤ Mki
(i = 1, . . . , |q|),

(ji, α(i), β(i)) ∈ Jm(i = 1, . . . , |q|)
}

we have mk = #Zk.

The basic properties of these functions are as follows:

Proposition 1. Let σ > 0 be the one in (3.3). If R > 0 is sufficiently
small, we have:

(1) wk,l(t, x) (k ≥ 1, 1 ≤ l ≤ mk) are holomorphic on R(Ct \ {0}) × DR.
(2) For any θ > 0 there is a δ > 0 such that

(3.13)
∣∣∣(t

∂

∂t

)j( ∂

∂x

)α

wk,l(t, x)
∣∣∣ ≤ 1

km−j−|α| |t|
σk on Sθ(δ) × DR

holds for any k ≥ 1, 1 ≤ l ≤ mk and (j, α) ∈ Im, where Sθ(δ) = {t ∈
R(C \ {0}) ; |arg t| < θ and 0 < |t| < δ}.

In the next Section 4, we will present some preparatory lemmas which are
needed in proving Proposition 1; then in Section 5 we will give a proof of this
proposition.

§4. Some Lemmas

We will present some preparatory lemmas for the proof of Proposition 1.
In this section we use the following notation:
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Definition 4. Let R > 0 and s ∈ R.
(1) Let θ > 0 and δ > 0. We denote by Os(Sθ(δ) × DR) the set of all

holomorphic functions f(t, x) on Sθ(δ) × DR satisfying

(4.1) |f(t, x)| ≤ C|t|s on Sθ(δ) × DR

for some C > 0.
(2) We denote by Õs((Ct \ {0}) × DR) the set of all functions f(t, x)

which satisfies the following i) and ii): i) f(t, x) is a holomorphic function on
R(Ct \ {0}) × DR, and ii) for any θ > 0 and any δ > 0 there is a C > 0 such
that |f(t, x)| ≤ C|t|s holds on Sθ(δ) × DR.

Let p ∈ N
∗, let ai(x) (i = 1, . . . , p) be bounded holomorphic functions on

DR, let
P (ξ, x) = ξp + a1(x)ξp−1 + · · · + ap−1(x)ξ + ap(x),

denote by ξ1(x), . . . , ξp(x) the roots of P (ξ, x) = 0 in ξ, and let us consider the
following Euler type homogeneous equation:

(4.2) P
(
t
∂

∂t
, x
)
v = 0

with the unknown function v(t, x). By the theory of ordinary differential equa-
tions (or by Proposition 6.3 of Mandai [10]) we know:

Lemma 1. Set

vk(t, x) =
1

2π
√
−1

∫
Γ

ξp−k

P (ξ, x)
t ξ dξ, k = 1, . . . , p,

where Γ is a simple closed curve in the complex plane which encloses the set
{ ξi(x) ; i = 1, . . . , p and x ∈ DR }. Then we have the following results.

(1) vk(t, x) ∈ Õs((Ct \ {0})×DR) (k = 1, . . . , p) hold for any s satisfying
s < inf {Re ξi(x) ; i = 1, . . . , p and x ∈ DR}.

(2) If ϕ1(x), . . . , ϕp(x) ∈ C{x} satisfy

p∑
k=1

ϕk(x)vk(t, x) = O(tb, Õ+) (as t −→ 0)

for some b with b > max {Re ξi(0) ; i = 1, . . . , p}, then we have ϕk(x) = 0 in
C{x} for k = 1, . . . , p.

(3) If Re ξi(0) > 0 holds for all i = 1, . . . , p, the system {v1(t, x), . . . ,
vp(t, x)} is a fundamental system of Õ+-solutions of (4.2).
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Next, let us consider

(4.3) P
(
t
∂

∂t
, x
)
u = f(t, x) in Os(Sθ(δ) × DR).

Set
E(τ1, . . . , τp, x) =

1
p!

∑
π∈Sp

(τ1)−ξπ(1)(x) · · · (τp)−ξπ(p)(x)

The following result is due to Baouendi-Goulaouic [1]:

Lemma 2. Let s ∈ R and L > 0. Assume that

s − Re ξi(x) ≥ L on DR for i = 1, . . . , p.

Then, we have:
(1) For any f(t, x) ∈ Os(Sθ(δ) × DR) the equation (4.3) has a unique

solution u(t, x) ∈ Os(Sθ(δ)×DR) and it is represented by the following integral
formula:

u(t, x) =
∫ t

0

dτp

τp

∫ τp

0

dτp−1

τp−1
· · ·

∫ τ2

0

dτ1

τ1

[
E
(τ1

τ2
, . . . ,

τp−1

τp
,
τp

t
, x
)
f(τ1, x)

]
.

(2) If f(t, x) satisfies the estimate (4.1), the solution u(t, x) satisfies

(4.4)
∣∣∣∣(t

∂

∂t

)j

u(t, x)
∣∣∣∣ ≤ Aj

Lp−j
C|t|s on Sθ(δ) × DR for j = 0, 1, . . . , p

for any constant A > 0 with

A ≥ max
1≤i≤p

[
1 +

supx∈DR
|ξi(x)|

L

]
.

Proof. Since the equation (4.3) is written as(
t
∂

∂t
− ξ1(x)

)
· · ·
(
t
∂

∂t
− ξp(x)

)
u = f(t, x),

(1) is obtained by integrating this directly. Let us show (2). Set

u1(t, x) =
∫ t

0

(τ1

t

)−ξ1(x)

f(τ1, x)
dτ1

τ1

and

ui(t, x) =
∫ t

0

(τi

t

)−ξi(x)

ui−1(τi, x)
dτi

τi
for i = 2, . . . , p.
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Note that (t∂/∂t − ξ1(x))u1 = f(t, x) and (t∂/∂t − ξi(x))ui = ui−1(t, x) (i =
2, . . . , p) hold.

Let us first estimate u1(t, x) on Sθ(δ) × DR. By taking {τ1 ; τ1 = rt, 0 ≤
r ≤ 1} as the path of integral we have

|u1(t, x)| =
∣∣∣∣∫ 1

0

r−ξ1(x)−1 f(rt, x) dr

∣∣∣∣(4.5)

≤
∫ 1

0

r−Re ξ1(x)−1 Crs|t|s dr = C|t|s
∫ 1

0

rs−Re ξ1(x)−1 dr

≤ C|t|s
∫ 1

0

rL−1 dr = C|t|s 1
L

on Sθ(δ) × DR,

and by using (t∂/∂t)u1 = ξ1(x)u1 + f(t, x) we see∣∣∣∣(t
∂

∂t

)
u1(t, x)

∣∣∣∣ = |ξ1(x)u1(t, x) + f(t, x)|(4.6)

≤
[

sup
x∈DR

|ξ1(x)|
]

C|t|s 1
L

+ C|t|s =
[
supx∈DR

|ξ1(x)|
L

+ 1
]

C|t|s

≤ AC|t|s on Sθ(δ) × DR.

Let us next estimate u2(t, x) on Sθ(δ) × DR. Since (t∂/∂t − ξ2(x))u2 =
u1(t, x) holds and since u1(t, x) satisfies the estimate (4.5) on Sθ(δ) × DR, by
the same argument as in the case u1 we have

|u2(t, x)| ≤ 1
L2

C|t|s and
∣∣∣∣(t

∂

∂t

)
u2(t, x)

∣∣∣∣ ≤ A

L
C|t|s on Sθ(δ) × DR.

Moreover, by using (t∂/∂t)2u2 = ξ2(x)(t∂/∂t)u2 +(t∂/∂t)u1 and (4.6) we have∣∣∣∣(t
∂

∂t

)2

u2(t, x)
∣∣∣∣ ≤ |ξ2(x)|

∣∣∣∣(t
∂

∂t

)
u2(t, x)

∣∣∣∣+ ∣∣∣∣(t
∂

∂t

)
u1(t, x)

∣∣∣∣
≤
[

sup
x∈DR

|ξ2(x)|
]

A

L
C|t|s + AC|t|s =

[
supx∈DR

|ξ2(x)|
L

+ 1
]

AC|t|s

≤ A2 C|t|s on Sθ(δ) × DR.

Thus, by repeating the same argument as above we can obtain the estimate∣∣∣∣(t
∂

∂t

)j

up(t, x)
∣∣∣∣ ≤ Aj

Lp−j
C|t|s on Sθ(δ) × DR for j = 0, 1, . . . , p.

Since up(t, x) = u(t, x) holds (by the uniqueness of the solution in (1)), this
completes the proof of the part (2).
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Let us also consider the Cauchy problem with initial data on {t = δ}:

(4.7)


P
(
t
∂

∂t
, x
)
u = f(t, x) in Os(Sθ(δ) × DR),(

t
∂

∂t

)j

u

∣∣∣∣
t=δ

= 0 for j = 0, . . . , p − 1.

Lemma 3. Let s ∈ R and L > 0. Assume that

s − Re ξi(x) ≤ −L on DR for i = 1, . . . , p.

Then, we have:
(1) For any f(t, x) ∈ Os(Sθ(δ) × DR) the equation (4.7) has a unique

solution u(t, x) ∈ Os(Sθ(δ)×DR) and it is represented by the following integral
formula:

u(t, x) = (−1)p

∫ δ

t

dτp

τp

∫ δ

τp

dτp−1

τp−1
×

× · · ·
∫ δ

τ2

dτ1

τ1

[
E
(τ1

τ2
, . . . ,

τp−1

τp
,
τp

t
, x
)
f(τ1, x)

]
.

(2) If f(t, x) satisfies the estimate (4.1) and if |Im ξi(x)| ≤ M (i = 1, . . . , p)
hold on DR, the solution u(t, x) satisfies∣∣∣∣(t

∂

∂t

)j

u(t, x)
∣∣∣∣ ≤ Aj

(
eMθ

(
θ +

1
L

))p−j

C|t|s on Sθ(δ) × DR(4.8)

for j = 0, 1, . . . , p

for any constant A > 0 with

A ≥ max
1≤i≤p

[
1 +

(
eMθ

(
θ +

1
L

))
sup

x∈DR

|ξi(x)|
]

.

Proof. (1) is obtained by a direct integration. Let us prove (2). Set

u1(t, x) = −
∫ δ

t

(τ1

t

)−ξ1(x)

f(τ1, x)
dτ1

τ1

and

ui(t, x) = −
∫ δ

t

(τi

t

)−ξi(x)

ui−1(τi, x)
dτi

τi
for i = 2, . . . , p.

Note that (t∂/∂t − ξ1(x))u1 = f(t, x) and (t∂/∂t − ξi(x))ui = ui−1(t, x) (i =
2, . . . , p) hold.
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Let (t, x) ∈ Sθ(δ) × DR and set t = |t| exp(
√
−1ψ). Then, by taking the

path {τ1 ; τ1 = |t| exp(
√
−1ϕ), 0 ≤ ϕ ≤ ψ} ∪ {τ1 ; τ1 = r, |t| ≤ r ≤ δ} we have

|u1(t, x)| ≤

∣∣∣∣∣∣
∫ ψ

0

(
|t|e

√
−1ϕ

|t|e
√
−1ψ

)−ξ1(x)

f(|t|e
√
−1ϕ, x) dϕ

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∫ δ

|t|

(
r

|t|e
√
−1ψ

)−ξ1(x)

f(r, x)
dr

r

∣∣∣∣∣∣
≤
∫ θ

0

eMθC|t|s dϕ +
∫ δ

|t|
eMθ

( r

|t|

)−s−L

Crs dr

r

= eMθC|t|s θ + eMθC|t|s+L |t|−L − δ−L

L

≤ C|t|s
(

eMθ

(
θ +

1
L

))
,

and by using (t∂/∂t)u1 = ξ1(x)u1 + f(t, x) we see∣∣∣∣(t
∂

∂t

)
u1(t, x)

∣∣∣∣ = |ξ1(x)u1(t, x) + f(t, x)|

≤
[

sup
x∈DR

|ξ1(x)|
](

eMθ

(
θ +

1
L

))
C|t|s + C|t|s

≤ AC|t|s on Sθ(δ) × DR.

Thus, by the same argument as in the proof of Lemma 2 we obtain∣∣∣∣(t
∂

∂t

)j

up(t, x)
∣∣∣∣ ≤ Aj

(
eMθ

(
θ +

1
L

))p−j

C|t|s on Sθ(δ) × DR

for j = 0, 1, . . . , p.

This completes the proof of the part (2).

The following result is also very important in the asymptotic analysis (as
t −→ 0):

Lemma 4. Let f(t, x) ∈ Õ+ and let us consider

(4.9) P
(
t
∂

∂t
, x
)
u = f(t, x) in Õ+ .

(1) If f(t, x) = O(ts, Õ+) (as t −→ 0) for some s > 0 and if s >

max{Re ξi(0) ; i = 1, . . . , p} holds, the equation (4.9) has a unique solution
u(t, x) ∈ Õ+ satisfying u(t, x) = O(ts, Õ+) (as t −→ 0).
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(2) If u(t, x) ∈ Õ+ is a solution of (4.9) and if the following conditions
i) u(t, x) = O(ts, Õ+) (as t −→ 0),
ii) f(t, x) = O(tb, Õ+) (as t −→ 0), and
iii) b > s > max{Re ξi(0) ; i = 1, . . . , p},

then we have u(t, x) = O(tb, Õ+) (as t −→ 0).
(3) If f(t, x) = O(ts, Õ+) (as t −→ 0) for some s > 0 and if s <

min{Re ξi(0) ; i = 1, . . . , p}, every solution u(t, x) ∈ Õ+ of the equation (4.9)
satisfies u(t, x) = O(ts, Õ+) (as t −→ 0).

Proof. (1) is almost the same as Lemma 2. The proof of (2) is as follows.
By (1) we have a solution w(t, x) ∈ Õ+ of (4.9) satisfying w(t, x) = O(tb, Õ+)
(as t −→ 0). Then, P (t∂/∂t, x)(u − w) = 0 and (u − w)(t, x) = O(ts, Õ+) (as
t −→ 0). Thus, by the uniqueness part of (1) we obtain (u − w)(t, x) = 0 and
so u = w = O(tb, Õ+) (as t −→ 0).

Let us show (3). Assume that f(t, x) = O(ts, Õ+) (as t −→ 0) and that
0 < s < Re ξi(0) holds for all i = 1, . . . , p. By Lemma 3 we know that the
equation (4.9) has a solution w(t, x) ∈ Õ+ satisfying w(t, x) = O(ts, Õ+) (as
t −→ 0). Moreover, since (4.9) is an ordinary differential equation with a
holomorphic parameter x, we know by Lemma 1 that (4.9) with f(t, x) =
0 has a fundamental system {v1(t, x), . . . , vp(t, x)} of Õ+-solutions such that
vi(t, x) = O(ts, Õ+) (as t −→ 0).

Now let u(t, x) ∈ Õ+ be any solution of (4.9). We have P (t∂/∂t, x)(u −
w) = 0 and therefore (u − w)(t, x) is expressed in the form (u − w)(t, x) =∑p

i=1 φi(x)vi(t, x) for some φi(x) ∈ C{x} (i = 1, . . . , p). This leads us to
u(t, x) = w(t, x) +

∑p
i=1 φi(x)vi(t, x) = O(ts, Õ+) (as t −→ 0).

For a function φ(x) on Dr we define the norm ‖φ‖r by

‖φ‖r = sup
x∈Dr

|φ(x)|.

In the proof of Proposition 1, we need also the following Nagumo’s lemma (see
Nagumo [11] or Lemma 5.1.3 of Hörmander [8]):

Lemma 5. If φ(x) is a holomorphic function on DR and if

‖φ‖r ≤ C

(R − r)s
for any 0 < r < R

holds for some C ≥ 0 and s ≥ 0, then we have∥∥∥∥ ∂φ

∂xi

∥∥∥∥
r

≤ (s + 1)eC
(R − r)s+1

for any 0 < r < R and i = 1, . . . , n.
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§5. Proof of Proposition 1

Let us return to the situation in Section 3. Let 0 < a1 < a2 < · · · < ad

be the ones in (3.2), and let σ > 0 and 1 ≤ N1 < N2 < · · · < Nd be the ones
in (3.3). Under these fixed constants, we choose now a > 0, R > 0, L > 0 and
c > 0 so that the following properties h-1)∼h-4) hold:

h-1) σ < a < min{1, a1};
h-2) aNi < ai < a(Ni + 1) for i = 1, . . . , d;
h-3) for k = 1, 2, . . . , Nd we have

|ak − Re λi,p(x)| ≥ L on DR for all (i, p);

h-4) for any k ≥ Nd + 1 we have

ak − Re λi,p(x) ≥ ck on DR for all (i, p).

Note that this is possible by choosing a sufficiently close to σ and by choosing
R, L and c sufficiently small. Without loss of generality, we may assume that
0 < R ≤ 1 holds and so 1/(R − r) ≥ 1 holds for any r ∈ (0, R).

Let Qk be the operator defined by (3.10). By Lemmas 2 and 3 we have:

Lemma 6. For any k = 1, 2, . . . we have the following properties (1)k

and (2)k, in which the constant Aθ > 0 is independent of k, f(t, x), r and j.
(1)k If f(t, x) ∈ Õak((Ct \ {0}) × DR), we have Qk[f ](t, x) ∈ Õak((Ct \

{0}) × DR) and C(t∂/∂t, x)Qk[f ] = f on R(Ct \ {0}) × DR.
(2)k Moreover, if f(t, x) satisfies

(5.1) ‖f(t)‖r ≤ C|t|ak on Sθ(1)

for some 0 < r < R and θ > 0, we have the estimate

(5.2)
∥∥∥∥(t

∂

∂t

)j

Qk[f ](t)
∥∥∥∥

r

≤ Aθ

km−j
C|t|ak on Sθ(1) for j = 0, 1, . . . , m − 1

Proof. Since h-3) and h-4) hold, by applying Lemmas 2 and 3 (d + 1)-
times we easily see the property (1)k. Moreover, if k = 1, . . . , Nd and if f(t, x)
satisfies the estimate (5.1) we have∥∥∥∥(t

∂

∂t

)j

Qk[f ](t)
∥∥∥∥

r

≤ Ak,jC|t|ak on Sθ(1) for j = 0, 1, . . . , m − 1

where the constants Ak,j > 0 (1 ≤ k ≤ Nd and 0 ≤ j ≤ m − 1) depend on θ in
general but are independent of f(t, x) and r. If k ≥ Nd + 1, by (3.10) we have
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Qk[f ] = R0R1 · · ·Rd[f ]; therefore by h-4) and Lemma 2 we obtain∥∥∥∥(t
∂

∂t

)j

Qk[f ](t)
∥∥∥∥

r

≤ Aj

km−j
C|t|ak on Sθ(1) for j = 0, 1, . . . , m − 1

where the constants Aj > 0 (0 ≤ j ≤ m − 1) are independent of θ, k, f(t, x)
and r.

Thus, by setting

Aθ = max

 max
1≤k≤Nd

0≤j≤m−1

Ak,jk
m−j , max

0≤j≤m−1
Aj


we obtain the estimate (5.2).

Now, let us give a proof of Proposition 1. Recall that {vi,1(t, x), . . . ,
vi,µi

(t, x)} is a fundamental system of solutions of (3.6)i. Since aNi < Re λi,p(x)
holds on DR for p = 1, . . . , µi, by taking a smaller R > 0 if necessary we see
the following i) and ii): i) vi,h(t, x) ∈ ÕaNi

((Ct \ {0}) × DR) (h = 1, . . . , µi),
and ii) for any θ > 0 there is a B∗

i,θ > 0 such that∥∥∥∥(t
∂

∂t

)j( ∂

∂x

)α

vi,h(t)
∥∥∥∥

R

≤ B∗
i,θ |t|aNi on Sθ(1)(5.3)

for any (j, α) ∈ Im and h = 1, . . . , µi.

Therefore, by using the condition 0 < R ≤ 1 and by setting Bi,θ = B∗
i,θNi

m we
obtain the following estimates:∥∥∥∥(t

∂

∂t

)j( ∂

∂x

)α

vi,h(t)
∥∥∥∥

r

≤ 1

Ni
m−j−|α|

Bi,θ

(R − r)m(Ni−1)
|t|aNi on Sθ(1)(5.4)

for any 0 < r < R, (j, α) ∈ Im and h = 1, . . . , µi.

Recall also that F1 = {w1,1(t, x)} with w1,1 = Q1[t], and that 0 < a < 1
holds. Therefore, we may assume that w1,1 ∈ Õa((Ct \{0})×DR) and that for
any θ > 0 there is a Kθ > 0 which satisfies

(5.5)
∥∥∥∥(t

∂

∂t

)j( ∂

∂x

)α

w1,1(t)
∥∥∥∥

R

≤ Kθ |t|a on Sθ(1) for any (j, α) ∈ Im.

By induction on k we have:

Lemma 7. For any k = 1, 2, . . . we have the following properties (1)k

and (2)k, in which the constant Cθ > 0 is independent of (j, α), k and l.



�

�

�

�

�

�

�

�

356 Hidetoshi Tahara and Hiroshi Yamazawa

(1)k wk,l(t, x) ∈ Õak((Ct \ {0}) × Dr) for any 0 < r < R and l =
1, . . . , mk.

(2)k We have the following estimates for any θ > 0:∥∥∥∥(t
∂

∂t

)j( ∂

∂x

)α

wk,l(t)
∥∥∥∥

r

≤ 1
km−j−|α|

Cθ
2k−1

(R − r)m(k−1)
|t|ak on Sθ(1)(5.6)

for any 0 < r < R, (j, α) ∈ Im and l = 1, . . . , mk.

Proof. We set

(5.7) Cθ = max
[
Kθ,

(
B1,θ

)1/(2N1−1)
, . . . ,

(
Bd,θ

)1/(2Nd−1)
, 1, (me)mAθ

]
,

where Kθ, Bi,θ and Aθ are the constants in (5.5), (5.4) and Lemma 6, respec-
tively. Since Cθ ≥ Kθ holds, the case k = 1 is clear from (5.5). Let us prove
the case k ≥ 2 by induction on k.

Suppose that k ≥ 2 and that (1)i and (2)i are already proved for i =
1, . . . , k − 1. Then, by the definition of Fk = {wk,1(t, x), . . . , wk,mk

(t, x)} we
see that wk,l(t, x) is expressed in the form

(5.8) wk,l(t, x) = Qk

[
tpψk1 · · ·ψk|q|

]
where ψkν

∈ Hkν
(ν = 1, . . . , |q|), 2 ≤ p + |q| ≤ k and p + k1 + · · · + k|q| = k

(by Definitions 2 and 3). Also we know that each ψkν
(t, x) is expressed as

ψkν
(t, x) = kν

|βj,α|
(
t
∂

∂t

)j( ∂

∂x

)α−βj,α

W (t, x)

for some (j, α) ∈ Im, 0 ≤ βj,α ≤ α and W (t, x) ∈ Gkν
(by Definition 2). Since

1 ≤ kν ≤ k − 1 holds, in the case W (t, x) ∈ Fkν
by the induction hypothesis

we have

‖ψkν
(t)‖r = kν

|βj,α|
∥∥∥∥(t

∂

∂t

)j( ∂

∂x

)α−βj,α

W (t)
∥∥∥∥

r

(5.9)

≤ kν
|βj,α| 1

kν
m−j−|α−βj,α|

Cθ
2kν−1

(R − r)m(kν−1)
|t|akν

≤ Cθ
2kν−1

(R − r)m(kν−1)
|t|akν on Sθ(1) for any 0 < r < R.

In the case kν = Ni and W (t, x) = vi,h(t, x), by using (5.4) and the inequality
Bi,θ ≤ Cθ

2Ni−1 we can obtain the same estimate as (5.9).
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Therefore, by the conditions k1 + · · ·+ k|q| = k − p, p + |q| ≥ 2, 0 < a < 1,
Cθ ≥ 1 and 1/(R − r) ≥ 1 we have

∥∥tpψk1(t) · · ·ψk|q|(t)
∥∥

r
≤ |t|p Cθ

2k1−1

(R − r)m(k1−1)
|t|ak1 · · · Cθ

2k|q|−1

(R − r)m(k|q|−1)
|t|ak|q|

=
Cθ

2k−2p−|q|

(R − r)m(k−p−|q|) |t|
p+a(k−p)

≤ Cθ
2k−2

(R − r)m(k−2)
|t|ak on Sθ(1).

Since θ > 0 is arbitrary, this implies that tpψk1 · · ·ψk|q| ∈ Õak((Ct \ {0})×Dr)
for any 0 < r < R. Thus, by (1)k of Lemma 6 we see that wk,l(t, x) ∈
Õak((Ct \ {0}) × Dr) holds for any 0 < r < R.

Moreover, by applying (2)k of Lemma 6 to (5.8) we have∥∥∥∥(t
∂

∂t

)j

wk,l(t)
∥∥∥∥

r

≤ Aθ

km−j

Cθ
2k−2

(R − r)m(k−2)
|t|ak on Sθ(1)

for any 0 < r < R and j = 0, 1, . . . , m − 1

and by using Lemma 5 and Aθ(me)|α| ≤ Aθ(me)m ≤ Cθ we obtain∥∥∥∥(t
∂

∂t

)j( ∂

∂x

)α

wk,l(t)
∥∥∥∥

r

≤ Aθ

km−j

(m(k − 2) + 1) · · · (m(k − 2) + |α|)e|α|Cθ
2k−2

(R − r)m(k−2)+|α| |t|ak

≤ Aθ

km−j−|α|
(me)|α| Cθ

2k−2

(R − r)m(k−1)
|t|ak

≤ 1
km−j−|α|

Cθ
2k−1

(R − r)m(k−1)
|t|ak on Sθ(1)

for any 0 < r < R and (j, α) ∈ Im. Thus, we have proved (2)k.

Completion of the proof of Proposition 1. We set r = R/2. Then we see
that wk,l(t, x) ∈ Õak((Ct \ {0}) × DR/2) for all (k, l), and that∥∥∥∥(t

∂

∂t

)j( ∂

∂x

)α

wk,l(t)
∥∥∥∥

R/2

≤ 1
km−j−|α|

Cθ
2k−1

(R/2)m(k−1)
|t|ak

≤ 1
km−j−|α|

( Cθ
2

(R/2)m
|t|a−σ

)k

|t|σk on Sθ(1)



�

�

�

�

�

�

�

�

358 Hidetoshi Tahara and Hiroshi Yamazawa

holds for any (j, α) ∈ Im and (k, l). Thus, if we take δ > 0 so that

Cθ
2

(R/2)m
δa−σ ≤ 1

we obtain the estimate (3.13) with R replaced by R/2. This completes the
proof of Proposition 1.

By the proof of Proposition 1, we have:

Corollary to Proposition 1. We have vi,h(t, x) = O(tσNi , Õ+) (as
t −→ 0) for all (i, h), and wk,l(t, x) = O(tσk, Õ+) (as t −→ 0) for all (k, l).

§6. Construction of a Formal Solution

Let us construct a formal solution u(t, x) of the equation (E) in the form

(6.1) u(t, x) =
∑
k≥1

uk(t, x)

with

(6.2) uk(t, x) =



mk∑
l=1

φk,l(x)wk,l(t, x), if k �= N1, . . . , Nd,

µi∑
j=1

ϕi,j(x)vi,j(t, x) +
mk∑
l=1

φk,l(x)wk,l(t, x), if k = Ni,

where ϕi,j(x) and φk,l(x) are suitable holomorphic functions in a common
neighborhood of x = 0. If such a formal solution is constructed, by Corol-
lary to Proposition 1 we have

(6.3) uk(t, x) = O(tσk, Õ+) (as t −→ 0) for all k ≥ 1.

Let us decompose our equation (E) under the condition that the solution
u(t, x) is expressed in the form (6.1) with the property (6.3). By substituting
(6.1) into (2.5) we have formally

(6.4)
∑
k≥1

C
(
t
∂

∂t
, x
)
uk = b(x)t +

∑
p+|q|≥2

bp,q(x)tp
∏

(j,α)∈Im

[∑
k≥1

Dj,αuk

]qj,α

,

in which we used the following notation

Dj,αuk =
(
t
∂

∂t

)j( ∂

∂x

)α

uk.
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Therefore by comparing the asymptotic behavior (as t −→ 0) of each term in
the both sides of (6.4) we have:

C
(
t
∂

∂t
, x
)
u1 = b(x)t + O(t2σ, Õ+) (as t −→ 0)

and for k ≥ 2∑
1≤i≤k

C
(
t
∂

∂t
, x
)
ui

= b(x)t +
∑

2≤p+|q|≤k

bp,q(x)tp

 ∑
p+|k(q)|≤k

∏
(j,α)∈Im

∏
1≤i≤qj,α

Dj,αukj,α(i)


+ O(tσ(k+1), Õ+) (as t −→ 0),

where

k(q) = {(kj,α(i)) ; (j, α) ∈ Im, 1 ≤ i ≤ qj,α}, and

|k(q)| =
∑

(j,α)∈Im

(kj,α(1) + · · · + kj,α(qj,α)).

Thus, from the view point of asymtotic analysis (as t −→ 0) the following
decomposition will be reasonable:

(6.5) C
(
t
∂

∂t
, x
)
u1 = b(x)t

and for k ≥ 2
(6.6)k

C
(
t
∂

∂t
, x
)
uk =

∑
2≤p+|q|≤k

bp,q(x)tp

 ∑
p+|k(q)|=k

∏
(j,α)∈Im

∏
1≤i≤qj,α

Dj,αukj,α(i)

 .

It should be remarked that in the right hand side of (6.6)k only the terms
u1, . . . , uk−1 and their derivatives appear and that (6.5) and (6.6)k (k = 2, 3, . . .)
give a recurrent family of equations.

Now, we write Wk,l(t, x) = wk,l(t, x) for all (k, l), and in the case k = Ni

we set Wk,mk+j(t, x) = vi,j(t, x) for j = 1, . . . , µi. Also, we set Mk = mk if
k �= N1, . . . , Nd, and set Mk = mk + µi if k = Ni. Then we have

Gk = {Wk,l ; 1 ≤ l ≤ Mk}(6.7)

=

{
{wk,l ; 1 ≤ l ≤ mk}, if k �= N1, . . . , Nd,

{wk,l ; 1 ≤ l ≤ mk} ∪ {vi,1(t, x), . . . , vi,µi
(t, x)}, if k = Ni,
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and uk(t, x) in (6.2) is expressed in the form

(6.8)k uk(t, x) =
Mk∑
l=1

φk,l(x)Wk,l(t, x)

where in the case k = Ni we set φk,mk+j(x) = ϕi,j(t, x) for j = 1, . . . , µi.
Recall that vi,j(t, x) is a homogeneous solution of C(t∂/∂t, x)v = 0 and

therefore we have

C
(
t
∂

∂t
, x
) Mk∑

l=1

φk,l(x)Wk,l(t, x) =
mk∑
l=1

φk,l(x)
[
C
(
t
∂

∂t
, x
)
wk,l(t, x)

]
for all k ≥ 1. Since m1 = 1, by substituting (6.8)1 into (6.5) we have:

φ1,1(x)
[
C
(
t
∂

∂t
, x
)
w1,1(t, x)

]
= b(x)t.

Since w1,1(t, x) = Q1[t] we have C(t∂/∂t, x)w1,1 = t and so φ1,1(x) = b(x).
Thus, we obtain a solution u1(t, x) of the equation (6.5).

Let us suppose k ≥ 2 and that a solution ui(t, x) of the equation (6.6)i is
already obtained in the form (6.8)i for i = 1, . . . , k − 1. Under these assump-
tions, let us solve the equation (6.6)k and find a solution uk(t, x) in the form
(6.8)k. By substituting (6.8)1, . . . , (6.8)k into the equation (6.6)k we have

mk∑
l=1

φk,l(x)
[
C
(
t
∂

∂t
, x
)
wk,l(t, x)

]

=
∑

2≤p+|q|≤k

bp,q(x)tp

 ∑
p+|k(q)|=k

∑
l(q)∈L(q,k(q))

∏
(j,α)∈Im

∏
1≤i≤qj,α

{
1×

×Dj,α

(
φkj,α(i),lj,α(i)(x)Wkj,α(i),lj,α(i)(t, x)

)} ,

where

l(q) = {(lj,α(i)) ; (j, α) ∈ Im and 1 ≤ i ≤ qj,α}, and

L(q, k(q)) = {l(q) ; 1 ≤ lj,α(i) ≤ Mkj,α(i)

holds for all (j, α) ∈ Im and 1 ≤ i ≤ qj,α}.

Hence, if we set

Jk(p, q) = {(k(q), l(q)) ; p + |k(q)| = k and l(q) ∈ L(q, k(q))},
β(q) = {(βj,α(i)) ; βj,α(i) ∈ N

n, (j, α) ∈ Im and 1 ≤ i ≤ qj,α},
Γ(q) = {β(q) ; βj,α(i) ≤ α holds for all (j, α) ∈ Im and 1 ≤ i ≤ qj,α},
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equation (6.6)k is expressed in the form

mk∑
l=1

φk,l(x)
[
C
(
t
∂

∂t
, x
)
wk,l(t, x)

](6.9)

=
∑

2≤p+|q|≤k

bp,q(x)
∑

(k(q),l(q))∈Jk(p,q)

∑
β(q)∈Γ(q)

ψk(q),l(q),β(q)(x)×

×

tp
∏

(j,α)∈Im

∏
1≤i≤qj,α

kj,α(i)|βj,α(i)|Dj,α−βj,α(i)

(
Wkj,α(i),lj,α(i)(t, x)

)
and ψk(q),l(q),β(q)(x)’s are known functions; precisely they are given by

ψk(q),l(q),β(q)(x)

(6.10)

=
∏

(j,α)∈Im

∏
1≤i≤qj,α

(
α

βj,α(i)

)
1

kj,α(i)|βj,α(i)|

( ∂

∂x

)βj,α(i)

φkj,α(i),lj,α(i)(x).

We remark again that in the right hand side of (6.9) (and (6.10)) the inequality
1 ≤ kj,α(i) ≤ k−1 holds for all (j, α, i) and therefore the right hand side of (6.9)
(and (6.10)) can be considered as a known part by the induction hypothesis.

Here we note the following lemma:

Lemma 8. Let k ≥ 2 and set Ak = {(p, q, k(q), l(q), β(q)); 2 ≤ p +
|q| ≤ k, (k(q), l(q)) ∈ Jk(p, q) and β(q) ∈ Γ(q)}. Then by a suitable injection
πk : Ak −→ {1, 2, . . . , mk} we have the following equality:

Qk

[
tp

∏
(j,α)∈Im

∏
1≤i≤qj,α

kj,α(i)|βj,α(i)|Dj,α−βj,α(i)

(
Wkj,α(i),lj,α(i)(t, x)

)]
(6.11)

= wk,l(t, x)

under the correspondence πk(p, q, k(q), l(q), β(q)) = l.

Proof. Let Zk be the set in (3.12). For q = {qj,α}(j,α)∈Im
∈ N

N we set
S(q) = {(j, α, i) ; (j, α) ∈ Im and 1 ≤ i ≤ qj,α}. Then we have |q| = #S(q).
Therefore, by

Ak � (p, q, k(q), l(q), β(q)) �−→
(
p, q, k(q), l(q), {(j, α, βj,α(i)}(j,α,i)∈S(q)

)
∈ Zk
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we have a natural injection from Ak into Zk. Since mk = #Zk (see Remark
2), by the definition of Fk we easily obtain this lemma.

Thus, to solve the equation (6.9) it is sufficient to determine the coefficients
φk,l(x) by

(6.12) φk,l(x) =

{
0, if l �∈ πk(Ak),
bp,q(x)ψk(q),l(q),β(q)(x), if l ∈ πk(Ak)

under the correspondence l = πk(p, q, k(q), l(q), β(q)).
It is clear that in the case k = Ni the coefficients ϕi,1(x), . . . , ϕi,µi

(x) of

uk(t, x) =
µi∑

j=1

ϕi,j(x)vi,j(t, x) +
mk∑
l=1

φk,l(x)wk,l(t, x)

can be chosen arbitrarily.
Thus we have proved.

Proposition 2. We can construct a formal solution u(t, x) of the form
(6.1) with (6.2). Moreover we see the following: (i) the coefficients ϕi,j(x)
∈ C{x} (1 ≤ i ≤ d and 1 ≤ j ≤ µi) can be chosen arbitrarily, (ii) φ1,1(x) =
b(x), and (iii) all the other coefficients φk,l(x) ∈ C{x} are determined by (6.12)
with (6.10) and therefore they are all holomorphic in a common neighborhood
of x = 0 ∈ Cn.

§7. Proof of the Convergence of a Formal Solution

We will prove here the convergence of the formal solution constructed in
Proposition 2.

Let a fixed constant R > 0 be sufficiently small with R ≤ 1. We take
B ≥ 0, Bp,q ≥ 0 (p + |q| ≥ 2) so that the coefficients b(x), bp,q(x) (p + |q| ≥ 2)
of (2.5) satisfy

‖b‖R ≤ B and ‖bp,q‖R ≤ Bp,q (p + |q| ≥ 2),
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and that the power series

B t +
∑

p+|q|≥2

Bp,q tp
∏

(j,α)∈Im

[
Zj,α

]qj,α

is convergent in a neighborhood of (t, Z) = (0, 0) ∈ C × CN .
Let

(7.1) u(t, x) =
∑
k≥1

uk(t, x) with uk(t, x) =
Mk∑
l=1

φk,l(x)Wk,l(t, x)

be the formal solution constructed in section 6 and assume that φk,l(x) (k =
1, 2, . . . and 1 ≤ l ≤ Mk) are all holomorphic on DR. By the construction we
know that m1 = 1 and φ1,1(x) = b(x) and that φk,l(x) (l = 1, . . . , mk) for
k ≥ 2 are defined by (6.12). Since Wk,l(t, x) (k = 1, 2, . . . and 1 ≤ l ≤ Mk)
are defined by (6.7), by Proposition 1 and (5.3) we know the following: for any
θ > 0 there is a δ > 0 such that

(7.2) ‖Wk,l(t)‖R ≤ |t|σk on Sθ(δ) for all (k, l).

Therefore, for any 0 < r < R we have

‖uk(t)‖r ≤
Mk∑
l=1

‖φk,l‖r‖Wk,l(t)‖r ≤
Mk∑
l=1

‖φk,l‖r|t|σk on Sθ(δ).

Thus, in order to estimate the term uk(t, x) in (7.1) it will be convenient to use
the following norm ‖uk‖∗r :

(7.3) ‖uk‖∗r =
Mk∑
l=1

‖φk,l‖r.

Note that this is expressed also in the form

(7.4) ‖uk‖∗r =
d∑

i=1

δk,Ni

 µi∑
j=1

‖ϕi,j‖r

+
mk∑
l=1

‖φk,l‖r,

where δk,Ni
denotes the Kronecker’s delta (that is, δk,Ni

= 1 if k = Ni, and
δk,Ni

= 0 if k �= Ni).



�

�

�

�

�

�

�

�

364 Hidetoshi Tahara and Hiroshi Yamazawa

Moreover, in the case k ≥ 2, by substituting (6.12) (with (6.10)) into (7.4)
we have

‖uk‖∗r ≤
d∑

i=1

δk,Ni

(
µi∑

j=1

‖ϕi,j‖r

)
+

∑
(p,q,k(q),l(q),β(q))∈Ak

‖bp,q‖r ‖ψk(q),l(q),β(q)‖r

≤
d∑

i=1

δk,Ni

(
µi∑

j=1

‖ϕi,j‖r

)

+
∑

(p,q,k(q),l(q),β(q))∈Ak

‖bp,q‖r

∏
(j,α)∈Im

∏
1≤i≤qj,α

(
α

βj,α(i)

)
×

× 1

kj,α(i)|βj,α(i)|

∥∥∥( ∂

∂x

)βj,α(i)

φkj,α(i),lj,α(i)

∥∥∥
r
;

therefore if we write

(7.5)
∥∥Dβ

x [uh]
∥∥∗

r
=

Mh∑
l=1

∥∥∥( ∂

∂x

)β

φh,l

∥∥∥
r

we obtain

‖uk‖∗r ≤
d∑

i=1

δk,Ni

 µi∑
j=1

‖ϕi,j‖r

(7.6)

+
∑

2≤p+|q|≤k

Bp,q

∑
p+|k(q)|=k
β(q)∈Γ(q)

∏
(j,α)∈Im

∏
1≤i≤qj,α

(
α

βj,α(i)

)
×

× 1

kj,α(i)|βj,α(i)|

∥∥Dβj,α(i)
x [ukj,α(i)]

∥∥∗
r
.

Since ϕi,j(x) (i = 1, . . . , d and 1 ≤ j ≤ µi) are known holomorphic functions
on DR, we can find Ai > 0 (i = 1, . . . , d) so that

(7.7) Ai ≥
µi∑

j=1

‖ϕi,j‖R (i = 1, . . . , d).

Now, let us consider the following analytic equation with respect to Y :

Y =
d∑

i=1

Ai

(R − r)m(2Ni−1)
tNi +

B

(R − r)m
t(7.8)

+
1

(R − r)m

∑
p+|q|≥2

Bp,q

(R − r)m(2p+|q|−2)
tp
(
2m(2me)mY

)|q|
where r is a parameter with 0 < r < R.
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By the implicit function theorem we see that (7.8) has a unique holomor-
phic solution Y (t) in a neighborhood of t = 0 ∈ C satisfying Y (0) = 0, and
that the Taylor coefficients Yk (k = 1, 2, . . .) of the expansion

(7.9) Y =
∑
k≥1

Yktk

satisfy the following recurrence formulas:

(7.10) Y1 =
δ1,N1A1 + B

(R − r)m

and for k ≥ 2

Yk =
d∑

i=1

δk,Ni

Ai

(R − r)m(2Ni−1)

(7.11)

+
1

(R − r)m

∑
2≤p+|q|≤k

Bp,q

(R − r)m(2p+|q|−2)
×

×
∑

p+|k(q)|=k

∏
(j,α)∈Im

∏
1≤i≤qj,α

(
2m(2me)mYkj,α(i)

)
.

Moreover, by induction on k we can easily see that Yk has the form

(7.12) Yk =
Ck

(R − r)m(2k−1)
, k = 1, 2, . . .

where Ck ≥ 0 (k = 1, 2, . . .) are constants independent of the parameter r.
The following lemma asserts that the Taylor series (7.9) of Y (t) is a ma-

jorant series of our formal solution (7.1).

Lemma 9. For any k = 1, 2, . . . we have

(7.13)k
1

k|α|

∥∥Dα
x [uk]

∥∥∗
r
≤ (2me)mYk for any 0 < r < R and |α| ≤ m.

Proof. We will prove this by induction on k. When k = 1 we have

u1(t, x) = δ1,N1

µ1∑
j=1

ϕ1,j(x)v1,j(t, x) + b(x)w1,1(t, x);
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therefore by (7.7), ‖b‖R ≤ B and by using Lemma 5 we have∥∥Dα
x [u1]

∥∥∗
r

= δ1,N1

µ1∑
j=1

∥∥∥( ∂

∂x

)α

ϕ1,j

∥∥∥
r
+
∥∥∥( ∂

∂x

)α

b
∥∥∥

r

≤ δ1,N1

|α|!e|α|A1

(R − r)|α| +
|α|!e|α|B

(R − r)|α| = |α|!e|α| δ1,N1A1 + B

(R − r)|α|

≤ (2me)m δ1,N1A1 + B

(R − r)m
= (2me)mY1

which proves (7.13)1.
Let k ≥ 2 and suppose that (7.13)i is already proved for all i = 1, . . . , k−1.

Then, by (7.6), (7.7) and the induction hypothesis we have

‖uk‖∗r ≤
d∑

i=1

δk,Ni
Ai

+
∑

2≤p+|q|≤k

Bp,q

∑
p+|k(q)|=k
β(q)∈Γ(q)

∏
(j,α)∈Im

∏
1≤i≤qj,α

(
α

βj,α(i)

)
(2me)mYkj,α(i).

Hence, if we note that 1/(R − r)m(2k−2) ≥ 1, 1/(R − r)m(2p+|q|−2) ≥ 1 and∑
0≤β≤α

(
α

β

)
= 2|α| ≤ 2m,

we see

‖uk‖∗r ≤
d∑

i=1

δk,Ni

Ai

(R − r)m(2k−2)
(7.14)

+
∑

2≤p+|q|≤k

Bp,q

(R − r)m(2p+|q|−2)
×

×
∑

p+|k(q)|=k

∏
(j,α)∈Im

∏
1≤i≤qj,α

(
2m(2me)mYkj,α(i)

)
.

Therefore, by comparing (7.11) and (7.14) we obtain

(7.15) ‖uk‖∗r ≤ (R − r)mYk =
Ck

(R − r)m(2k−2)
for any 0 < r < R.

Thus, by applying Lemma 5 to (7.15) we obtain

1
k|α|

∥∥Dα
x [uk]

∥∥∗
r
≤ 1

k|α|
(m(2k − 2) + 1) · · · (m(2k − 2) + |α|) e|α| Ck

(R − r)m(2k−2)+|α|

≤ (2me)|α| Ck

(R − r)m(2k−2)+|α| ≤
(2me)m Ck

(R − r)m(2k−1)
= (2me)m Yk
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which proves (7.13)k.

Proof of the convergence of the formal solution (7.1). Let r be fixed; for
example, we set r = R/2. By (7.3) and (7.13) we have∑

k≥1

‖uk(t)‖r ≤
∑
k≥1

‖uk‖∗r |t|σk ≤ (2me)m
∑
k≥1

Yk |t|σk on Sθ(δ).

This asserts that the formal solution u(t, x) in (7.1) converges on Sθ(δ1)×Dr,
if δ1 > 0 is sufficiently small. Since θ > 0 is arbitrary, we can conclude that
u(t, x) converges in Õ+ and gives an Õ+-solution of (E).

Summing up we have obtained

Theorem 3. The equation (E) has a family of Õ+-solutions which is
expanded into the form

(7.16) u(t, x) =
∑
k≥1

 d∑
i=1

δk,Ni

µi∑
j=1

ϕi,j(x)vi,j(t, x) +
mk∑
l=1

φk,l(x)wk,l(t, x)

 ,

where (i) the coefficients ϕi,j(x) ∈ C{x} (1 ≤ i ≤ d and 1 ≤ j ≤ µi) can
be chosen arbitrarily, (ii) φ1,1(x) = b(x), and (iii) all the other coefficients
φk,l(x) ∈ C{x} are determined by the data ϕi,j(x) (1 ≤ i ≤ d and 1 ≤ j ≤ µi)
and they are all holomorphic in a common neighborhood of x = 0 ∈ Cn.

From now we will write the solution (7.16) as

u(t, x) = U
(

�ϕ1, . . . , �ϕd

)
with �ϕi = (ϕi,1, . . . , ϕi,µi

) ∈ C{x}µi for i = 1, . . . , d. By the construction of
U(�ϕ1, . . . , �ϕd) and (2) of Lemma 1 we see:

Proposition 3. (1) U(�ϕ1, . . . , �ϕd) = O(tσ, Õ+) (as t −→ 0).
(2) We have

U
(
�ϕ1, . . . , �ϕp−1, �ϕp,�0, . . . ,�0

)
− U

(
�ϕ1, . . . , �ϕp−1,�0,�0, . . . ,�0

)
=

µp∑
j=1

ϕp,j(x)vp,j(t, x) + O(tσ(Np+1), Õ+) (as t −→ 0)

where �ϕp = (ϕp,1, . . . , ϕp,µp
) ∈ C{x}µp .

(3) If U(�ϕ1, . . . , �ϕd) = U(�ψ1, . . . , �ψd) we have �ϕi(x) = �ψi(x) in C{x}µi

for i = 1, . . . , d.
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§8. Completion of the Proof of Theorem 2

Denote by S+ the set of all Õ+-solutions of (E). We already proved that

S+ ⊃
{
U(�ϕ1, . . . , �ϕd) ; �ϕi ∈ C{x}µi for i = 1, . . . , d

}
.

Therefore, to complete the proof of Theorem 2 it is enough to prove

Theorem 4. Every solution u(t, x) ∈ S+ is expressed in the form

(8.1) u(t, x) = U
(

�ϕ1, . . . , �ϕd

)
for some unique �ϕi ∈ C{x}µi (i = 1, . . . , d).

The proof of this theorem is almost the same as that of Théorème 4 of
Gérard-Tahara [5]: but, for the sake of convenience of readers we will give here
a refined version of the proof.

Let a1, . . . , ad be the ones in (3.2). Set a0 = 0 and ad+1 = ∞. Our proof
of Theorem 4 is based on the following proposition:

Proposition 4. Let u1(t, x) ∈ S+ and u2(t, x) ∈ S+.
(1) We have ui(t, x) = O(tσ, Õ+) (as t −→ 0) for i = 1, 2.
(2) If s satisfies ai−1 < s < ai for some i ∈ {1, . . . , d} and if u1 − u2 =

O(ts, Õ+) (as t −→ 0) holds, we have u1 − u2 = O(tσNi , Õ+) (as t −→ 0).
(3) If u1 − u2 = O(tσNi , Õ+) (as t −→ 0) holds for some i ∈ {1, . . . , d},

we have

u1 − u2 =
µi∑

j=1

ϕi,j(x)vi,j(t, x) + O(tσ(Ni+1), Õ+) (as t −→ 0)

for some ϕi,j(x) ∈ C{x} (j = 1, . . . , µi).
(4) If s > ad holds and if u1 − u2 = O(ts, Õ+) (as t −→ 0), then we have

u1 = u2 in Õ+.

Let us admit this proposition for a moment. By using this result we can
give a proof of Theorem 4 as follows.

Proof of Theorem 4. Let u(t, x) ∈ S+. Set u0 = U(�0, . . . ,�0). Then, by the
definition we see that u−u0 = O(ts, Õ+) (as t −→ 0) for some a0 = 0 < s < a1.
Therefore, by (2),(3) of Proposition 4 we have

(8.2) u − u0 =
µ1∑

j=1

ϕ1,j(x)v1,j(t, x) + O(tσ(N1+1), Õ+) (as t −→ 0)
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for some ϕ1,j(x) ∈ C{x} (j = 1, . . . , µ1). Using this �ϕ1 = (ϕ1,1, . . . , ϕ1,µ1) we
set u1 = U(�ϕ1,�0, . . . ,�0). Then, by (8.2) and (2) of Proposition 3 we have

u − u1 = (u − u0) − (u1 − u0)

= (u − u0) −
(
U(�ϕ1,�0, . . . ,�0) − U(�0,�0, . . . ,�0)

)
=

[
µ1∑

j=1

ϕ1,j(x)v1,j(t, x) + O(tσ(N1+1), Õ+)

]

−
[

µ1∑
j=1

ϕ1,j(x)v1,j(t, x) + O(tσ(N1+1), Õ+)

]
= O(tσ(N1+1), Õ+) (as t −→ 0).

Since a1 < σ(N1 + 1) < a2 holds, by using (2),(3) of Proposition 4 again
we see that u − u1 is expressed in the form

(8.3) u − u1 =
µ2∑

j=1

ϕ2,j(x)v2,j(t, x) + O(tσ(N2+1), Õ+) (as t −→ 0)

for some ϕ2,j(x) ∈ C{x} (j = 1, . . . , µ2). Using this �ϕ2 = (ϕ2,1, . . . , ϕ2,µ2) we
set u2 = U(�ϕ1, �ϕ2,�0, . . . ,�0). Then, by (8.3) and (2) of Proposition 3 we have

u − u2 = (u − u1) − (u2 − u1)

= (u − u1) −
(
U(�ϕ1, �ϕ2,�0, . . . ,�0) − U(�ϕ1,�0,�0, . . . ,�0)

)
=

[
µ1∑

j=1

ϕ2,j(x)v2,j(t, x) + O(tσ(N2+1), Õ+)

]

−
[ µ1∑

j=1

ϕ2,j(x)v2,j(t, x) + O(tσ(N2+1), Õ+)
]

= O(tσ(N2+1), Õ+) (as t −→ 0).

Repeating the same argument as above we can find �ϕi = (ϕi,1, . . . , ϕi,µi
) ∈

C{x}µi (i = 1, . . . , d) so that if we set

up = U
(
�ϕ1, . . . , �ϕp,�0, . . . ,�0

)
, p = 1, . . . , d

we have the asymptotics

u − up = O(tσ(Np+1), Õ+) (as t −→ 0), p = 1, . . . , d.

Thus, if we take the case p = d we have u − ud = O(tσ(Nd+1), Õ+) (as
t −→ 0): then, by the condition σ(Nd +1) > ad and by (4) of Proposition 4 we
obtain the result u = ud in Õ+.
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This proves that u(t, x) ∈ S+ is expressed in the form (8.1) for some
�ϕi(x) ∈ C{x}µi (i = 1, . . . , d). The uniqueness of �ϕi(x) (i = 1, . . . , d) follows
from (3) of Proposition 3.

Now, let us give a proof of Proposition 4. We note:

Lemma 10. Assume that w(t, x) ∈ Õ+ and f(t, x) ∈ Õ+ satisfy the
equation

(8.4) C
(
t
∂

∂t
, x
)
w = f(t, x).

(1) If ai−1 < s < b < ai holds for some i ∈ {1, . . . , d}, if w(t, x) =
O(ts, Õ+) (as t −→ 0) and if f(t, x) = O(tb, Õ+) (as t −→ 0), then we have
w(t, x) = O(tb, Õ+) (as t −→ 0).

(2) If ai−1 < s < ai < b < ai+1 holds for some i ∈ {1, . . . , d}, if w(t, x) =
O(ts, Õ+) (as t −→ 0) and if f(t, x) = O(tb, Õ+) (as t −→ 0), then we have

w(t, x) =
µi∑

j=1

ϕi,j(x)vi,j(t, x) + O(tb, Õ+) (as t −→ 0)

for some ϕi,j(x) ∈ C{x} (j = 1, . . . , µi).

Proof. Set

P1 =
i−1∏
k=0

Ck

(
t
∂

∂t
, x
)
, P2 =

d∏
k=i

Ck

(
t
∂

∂t
, x
)
,

and w2 = P1w. Then we have C(t∂/∂t, x) = P2P1 and P2w2 = f . Since
f(t, x) = O(tb, Õ+) (as t −→ 0) and since b < ak holds for all k = i, . . . , d,
by applying (3) of Lemma 4 to the equation P2w2 = f we have w2(t, x) =
O(tb, Õ+) (as t −→ 0). Since w(t, x) = O(ts, Õ+) (as t −→ 0) and since ak < s

holds for all k = 0, . . . , i − 1, by applying (2) of Lemma 4 to the equation
P1w = w2 we obtain w(t, x) = O(tb, Õ+) (as t −→ 0). This proves the part (1).

Next let us prove (2). Assume that ai−1 < s < ai < b < ai+1 holds for
some i ∈ {1, . . . , d}. Set

P3 =
d∏

k=i+1

Ck

(
t
∂

∂t
, x
)

if i < d,

and P3 = identity if i = d. Set also w1 = Ci(t∂/∂t, x)w and w3 = P1w1. Then
we have C(t∂/∂t, x) = P3P1Ci and P3w3 = f . Since ai−1 < s < ai < b < ai+1
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holds, by the same argument as above we see that w3(t, x) = O(tb, Õ+) (as
t −→ 0) and w1(t, x) = O(tb, Õ+) (as t −→ 0).

Now let us consider the relation Ciw = w1. We already know that
w1(t, x) = O(tb, Õ+) (as t −→ 0) and s < ai < b hold. Hence, by (1) of Lemma
4 we have a unique solution W (t, x) of CiW = w1 satisfying W = O(tb, Õ+) (as
t −→ 0). Then, we have Ci(w−W ) = 0 and therefore by using the fundamental
solutions {vi,1(t, x), . . . , vi,µi

(t, x)} we can express (w − W )(t, x) in the form

w − W =
µi∑

j=1

ϕi,j(x)vi,j(t, x)

for some ϕi,j(x) ∈ C{x} (j = 1, . . . , µi). This leads us to the conclusion of the
part (2).

Proof of Proposition 4. First we will prove (1) only in the case i = 1.
Note that our equation for u1 is written in the form

(8.5) C
(
t
∂

∂t
, x
)
u1 = H[u1]

where

H[u1] = b(x) t +
∑

p+|q|≥2

bp,q(x)tp
∏

(j,α)∈Im

[
Dj,αu1

]qj,α .

It is easy to see that the operator H[f ] with f ∈ Õ+ satisfies the following
properties: γ-1) H[·] is a mapping from Õ+ to Õ+, and γ-2) if f = O(tε, Õ+)
(as t −→ 0) for some ε > 0 we have H[f ] = O(tr, Õ+) (as t −→ 0) for any
r < min{1, 2ε}.

Let u1(t, x) ∈ S+. By the definition we have u1(t, x) = O(ts, Õ+) (as
t −→ 0) for some s > 0. If s ≥ σ we have nothing to prove. If s < σ we
choose a sequence s0, s1, . . . , sp such that s0 = s < s1 < · · · < sp = σ (< 1) and
that sk < min{1, 2sk−1} holds for k = 1, . . . , p; then we can prove the property
u1(t, x) = O(tσ, Õ+) (as t −→ 0) in the following way.

Note that a0 = 0 < sk < a1 for k = 0, 1, . . . , p and that u1 = O(ts0 , Õ+)
(as t −→ 0) is known. Therefore, by γ-2) we have H[u1] = O(ts1 , Õ+) (as
t −→ 0) and by applying (1) of Lemma 10 to (8.5) we have u1 = O(ts1 , Õ+)
(as t −→ 0). Then, by γ-2) we have H[u1] = O(ts2 , Õ+) (as t −→ 0) and
by applying (1) of Lemma 10 to (8.5) again we obtain u1 = O(ts2 , Õ+) (as
t −→ 0). Thus, by repeating the same argument we obtain u1 = O(tsp , Õ+)
(as t −→ 0). Since sp = σ, this completes the proof of the part (1).
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Next let us show (2). By (1) we have ui(t, x) = O(tσ, Õ+) (as t −→ 0) for
i = 1, 2. Set w = u1 − u2. Then we have w(t, x) = O(tσ, Õ+) (as t −→ 0) and
we see that w(t, x) satisfies the equation

(8.6) C
(
t
∂

∂t
, x
)
w = G[w]

where

G[w] =
∑

p+|q|≥2, |q|≥1

bp,q(x)tp
[ ∏

(j,α)∈Im

(
Dj,αw + Dj,αu2(t, x)

)qj,α

−
∏

(j,α)∈Im

(
Dj,αu2(t, x)

)qj,α

]
.

We see easily that G[·] is a mapping from Õ+ to Õ+ and that if f = O(tε, Õ+)
(as t −→ 0) for some ε > 0 we have G[f ] = O(tr, Õ+) (as t −→ 0) for any
r ≤ min{σ + ε, 2ε}.

Assume that ai−1 < s < ai holds for some i ∈ {1, . . . , d} and that w =
u1 − u2 = O(ts, Õ+) (as t −→ 0). If s ≥ σNi we have nothing to prove in
(2). If s < σNi we choose a sequence s0, s1, . . . , sp such that s0 = s < s1 <

· · · < sp = σNi and that sk ≤ min{σ + sk−1, 2sk−1} holds for k = 1, . . . , p;
then, applying the same argument as in the proof of (1) to the equation (8.6)
we obtain w(t, x) = O(tsp , Õ+) (as t −→ 0). This proves the part (2).

The proof of (3) is as follows. Assume that w = u1 − u2 = O(tσNi , Õ+)
(as t −→ 0). Then we have G[w] = O(tσ(Ni+1), Õ+) (as t −→ 0) and therefore
by applying (2) of Lemma 10 to the equation (8.6) we obtain the conclusion of
the part (3).

Lastly, we note that the part (4) is the same as Proposition 3 of Gérard-
Tahara [5] and so we omit the proof. We remark that the part (4) can be
proved also by the same argument as in Tahara [13],[14].

Remark 3. Let {vi,1(t, x), . . . , vi,µi
(t, x)} be a fundamental system of

Õ+-solutions of (3.6)i as before. The following assertion will be easily veri-
fied: the system {vi,j(t, x) ; 1 ≤ i ≤ d, 1 ≤ j ≤ µi} is a fundamental system
of Õ+-solutions of the equation C(t∂/∂t, x)v = 0. See the condition (1) in
Theorem 2.
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