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81. Introduction
1. assical analysis from multiplicity-free representations
1.1. Classical lysis fi Itiplicity-fi tati

Multiplicity-free representations appear in various contexts of mathemat-
ics, though we may not be aware of even the fact that the representation is
there.

For example, Taylor series expansion f(z) = Y cyn Gaz® is built on the
fact that each monomial z® = 2{* - - 2%~ appears only once. We can interpret
this fact as the multiplicity-free property of the representation of the n-torus
T™ on O(C™). Likewise, one can observe that Fourier transform is built on the
multiplicity-free property of the regular representation of the abelian Lie group
R™ on L?(R").

In general, irreducible decomposition of a representation has an inevitable
ambiguity if the multiplicity of irreducibles is greater than one. A distinguish-
ing feature of multiplicity-free representation is that the representation space
decomposes canonically into irreducibles. This in turn leads to a natural ex-
pansion of a function in the case the representation space consists of functions.
If the multiplicity of z% were larger than one in the Taylor expansion, such
“expansion” would not be a powerful tool in analysis.

One of the advantages of the canonical irreducible decomposition for multi-
plicity-free representation is that such a decomposition diagonalizes any oper-
ator commuting with the group action. For example, the Laplacian A on the
unit sphere S™ commutes with the action of the orthogonal group O(n + 1).
Since O(n+ 1) acts on L?(S™) with multiplicity free, the Laplacian is diagonal-
ized, namely, each irreducible subspace becomes automatically an eigenspace of
A. This viewpoint yields a group-theoretic approach to the classical theory of
spherical harmonics and more generally the analysis on Riemannian symmetric
spaces.

Multiplicity-free properties also play a useful role in representation the-
ory itself. The close interaction with invariant theory ([20]), construction of
Gelfand-Tsetlin basis, study of degenerate principal series representations by
means of multiplicity-free branching laws ([21, 24, 30, 48, etc.]) are a part of
such successful applications.

8§1.2. Multiplicity-free representations — some known examples

Over several decades, numerous multiplicity-free theorems have been found
in various contexts including

o the Peter-Weyl theorem (Fact 28),
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the Cartan-Helgason theorem on compact symmetric spaces (Fact 29),
branching laws for GL,, | GL,,—; and O, | O,_1 (Fact 31 and 32),
Clebsch-Gordan formula,

Pieri’s law (Example 6.1.1),

GL,,-GL,, duality (Example 5.6.1),

Plancherel formula for Riemannian symmetric spaces (Corollary 22),
Gelfand-Graev-Vershik canonical representations (Example 8.3.3),

Hua-Kostant-Schmid K-type formula for holomorphic discrete series rep-
resentations (see Theorem 39 for its generalization),

Kac’s examples of linear multiplicity-free spaces (Theorem 19),
Panyushev’s classification of spherical nilpotent orbits (Theorem 20),

Stembridge’s classification of multiplicity-free tensor product representa-
tions of GL,, (Theorem 27),

Accordingly, various techniques can be applied in each case. For example,
One can look for an open orbit of a Borel subgroup.

One can apply the Littlewood-Richardson rules and variants for the clas-

sical groups SO(n,C), Sp(n,C).

One can use computational combinatorics.

One can employ the commutativity of the Hecke algebra.
One can apply Schur-Weyl duality and Howe duality.

However, no single known-method seems to cover all of the above multipli-

city-free representations — not only in the finite dimensional case, but also

in the infinite dimensional case for which the irreducible decomposition may

involve continuous and discrete spectrum.
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81.3. Propagation of multiplicity-free property and visible actions

The aim of this article is to present a simple principle based on complex
geometry that explains various kinds of multiplicity-free representation. This
paper is concerned with non-standard geometric perspectives of multiplicity-
free representations in both finite and infinite dimensional cases, and in par-
ticular provides new proofs of classical multiplicity-free theorems in various
contexts, along with a discussion of the complex geometry where a totally real
submanifold meets generic orbits of a group (which we shall call ‘previsible
action’ in Definition 3.1.1). Not only classical theorems but also a number of
‘new’ multiplicity-free theorems are naturally found from our machinery, most
of which we supply a (at least, sketch of) proof here.

Our main machinery is an abstract multiplicity-free theorem for the sec-
tions of equivariant holomorphic vector bundles, and its most general form is
stated in Theorem 2 in Section 2. The idea goes back to Gelfand’s beautiful
paper [13] which proved that the regular representation on a Riemannian sym-
metric space is multiplicity-free by showing the Hecke algebra is commutative.
We then also extend Faraut-Thomas’s work [12] on complex manifolds with
anti-holomorphic involution.

Loosely speaking, our multiplicity-free results are built on the geometry of
holomorphic vector bundles:

(1.3.1) Multiplicity-free action on the fiber,
(1.3.2) Visible action on the base space,

together with certain compatible conditions (see Theorem 2 for precision).

Here, the notion of (strongly) visible actions on a complex manifold is
introduced in Definitions 3.1.1 and 3.3.1 in Section 3, and we shall elucidate
this notion with various examples in Section 5.

Putting a special emphasis on the condition (1.3.1), we may regard The-
orem 2 as a propagation theorem of multiplicity-free property from a
smaller group acting on the fiber with multiplicity-free assumption to the whole
group acting on the space of sections. It might be a good contrast that there
have been well-developed theory on a ‘propagation of unitarity’, including
the Mackey theory of unitarily induced representations and the Zuckerman-
Vogan-Wallach theorem of the unitarizability of cohomologically induced rep-
resentations ([71, 72]). Unlike unitarity, the multiplicity-free property is not
preserved in general for induced representations. In other words, a quite strong
assumption should be made in order to establish a propagation theorem of
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multiplicity-free property. In this respect, the condition (1.3.2) (visible ac-
tion) plays a key role in our case.

In Section 4, visible actions for complex manifolds are discussed in the
broader context of symplectic geometry and Riemannian geometry. For this,
we shall also discuss some relevant notions, namely, coisotropic actions on sym-
plectic manifolds (Guillemin and Sternberg [15], Huckleberry and Wurzbacher
[22]), and polar actions on Riemannian manifolds (Podesta and Thorbergsson
[57, 58]).

It is important to know that the condition defining visible action is local,
and thus the same geometry often gives rise to multiplicity-free theorems simul-
taneously in both finite and infinite dimensional representations. As a simple
example of this nature, we note that the tensor product representation of two
irreducible (finite dimensional) representations of SU(2) is multiplicity-free,
and so is that of two discrete series representations of SL(2,R). The former is
explained by that the diagonal action of SU(2) on P'C x P'C is visible, and
the latter replaced by SL(2,R). This nature will be formulated, in particular
for semisimple symmetric pairs in Sections 5, 6 and 8.

§1.4. Multiplicity-free representations
and explicit decomposition formulas

Multiplicity-free representations are a very special class of representations,
for which one could expect a simple and detailed study. If a representation is
known to be multiplicity-free, one may be tempted to find its irreducible de-
composition explicitly. Since our geometric machinery has produced a number
of new multiplicity-free theorems, it seems promising to pursue a deeper study
of those multiplicity-free representations.

In fact, an extensive study of finding explicit formulas has been developed
in recent years. It includes:

1) Okada-Krattenthaler’s identities for classical group characters ([46, 53]).

2) A generalization of Hua-Kostant-Schmid formula to semisimple symmetric
pairs [32], see also §8.5).

We can tell these representations are multiplicity-free without a computa-
tion of explicit formulas by our machinery (Theorem 2), as we see Theorem 26
and 27 for the former (the finite dimensional case) and Theorem 34 for the
latter (the infinite dimensional case).

These examples are algebraic formulas. Further study from analytic as-
pect (e.g. Parseval-Plancherel type theorem) would be also interesting. There
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has been recent progress in this direction, including Ben Said ([3]), Orsted-
Zhang [55], van Dijk-Hille [9] and Neretin [52]. In this connection, Zhang
([76]) has made a remarkable observation that the irreducible decomposition
of multiplicity-free tensor product representations arisen from our framework
(see Theorem 40) contains ‘new’ spherical irreducible unitary representations
of some non-split reductive Lie groups as discrete spectrum (see Barbasch [2]
for the current status on the classification of spherical unitary dual).

81.5. Multiplicity-free representations — definition

Much of the literature of multiplicity-free representations deals with alge-
braic representations. However, our main interest is in both finite and infinite
dimensional representations. This subsection reviews and fixes the definition of
multiplicity-freeness for algebraic representations, unitary representations, and
more generally, continuous representations.

Algebraic representations are called multiplicity-free if each irreducible
representation occurs at most once. The same definition makes sense also for
the unitary representations that are discretely decomposable into irreducible
representations. More generally, the concept of multiplicity-free representations
can be defined for unitary representations as follows:

Definition 1.5.1. Let 7 be a unitary representation of a group H on
a (separable) Hilbert space H. We write Endg (H) for the ring of continuous
endomorphisms commuting with H. Then, we say (7, H) is multiplicity-free
if the ring End g (H) is commutative.

Definition 1.5.1 implies, in particular, that the multiplicity of discrete
spectrum is free, namely, the dimension of Hompg (7, 7) is at most one for any
irreducible unitary representation 7 of H, where Homy (7, 7) denotes the space
of continuous H-intertwining operators. However, Definition 1.5.1 covers not
merely discrete spectrum but also continuous spectrum. To see this, suppose
that the von Neumann algebra generated by 7(g) (¢ € H) is of type I (for
example, this is the case if H is a reductive Lie group or a nilpotent Lie group).
Then, the unitary representation = decomposes into the direct integral of irre-
ducible unitary representations in a unique way (up to unitary equivalence):

r /; ma(r) 7 dp(r),

where H is the unitary dual of H (the set of irreducible unitary representations
of H up to equivalence), p is a Borel measure on H, and m, : H — NU {oo}
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is the multiplicity. Then, the terminology “multiplicity-free” is justified by the
following well-known Proposition, which is a consequence of Schur’s lemma for
unitary representations:

Proposition 1.5.2.  The following two conditions are equivalent:
i) Endgy(H) is commutative.

ii) mg(7) <1 for almost all T € H with respect to the measure .

Later, our primary objects of study are representations realized on Fréchet
spaces (e.g., the space of holomorphic functions). For such representations, we
need to extend the concept of multiplicity-free representations as follows:

Definition 1.5.3. Suppose w is a continuous representation of H on a
topological vector space W. We say that (o, W) is multiplicity-free if any
unitary representation (w,H) with the property (1.1) is multiplicity-free.

(1.1) There exists an injective and continuous H-intertwining
operator H — W.

The following proposition is an immediate consequence of Definition 1.5.3.

Proposition 1.5.4.  If (w, W) is multiplicity-free in the sense of Defi-
nition 1.5.3, then
dim Hompy (7,w) < 1

for any irreducible unitary representation T of H.

Further, Definition 1.5.3 coincides with Definition 1.5.1 if w itself is uni-

tary.

Proposition 1.5.5.  If (ww, W) is a unitary representation, then Defini-
tion 1.5.3 is equivalent to Definition 1.5.1.

Proof. In the setting (1.1), the closure H in W and its orthogonal com-
plementary subspace Ht are both H-invariant. By using the direct sum de-
composition W = H @ H*, we have naturally an embedding

Endy(H) — Endg(W).

Hence, if Endy (W) is commutative then Endgy (M) is commutative. This is
what we wanted to prove. 1
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Remark 1.5.6.  Multiple of non-unitary representations are out of scope
in Definition 1.5.3. However, we can still discuss multiplicity-freeness of al-
gebraic (or holomorphic) representations of complex reductive groups in the
framework of Definition 1.5.3 by applying Weyl’s unitary trick.

82. Multiplicity-Free Theorem — General Framework
§2.1. Holomorphic bundles and anti-holomorphic maps

Let V — D be a holomorphic vector bundle over a connected complex
manifold D, associated to a finite dimensional representation (u, V) of a Lie
group K and to a principal K-bundle w : P — D.

Suppose a group H acts on P from the left, commuting with the right
action of K, such that the induced action of H on D is biholomorphic. Then
H also acts on the holomorphic vector bundle V — D, and we form naturally
a continuous representation of H on the Fréchet space O(D,V) consisting of
holomorphic sections.

Suppose furthermore that we are given automorphisms of Lie groups H and
K, and a diffeomorphism of P, for which we use the same letter o, satisfying
the following two conditions:

(2.1) o(hpk) = o(h)o(p)o(k) (he H, ke K,pe€ P).
(2.2) The induced action of o on D (~ P/K) is anti-holomorphic.

We shall write P? for the set of fixed points by o, that is,

P?:={peP:o(p)=p}

§2.2. Multiplicity-free theorem — line bundle case

We start with the simplest case of our multiplicity-free theorem, namely,
the case where dim V' = 1. Here is a statement:

Theorem 1.  Suppose that (1, V') is one dimensional representation of
K. Then, O(D,V) is a multiplicity-free representation of H (see Definition
1.5.3) if there exists o satisfying (2.1), (2.2) and the following two conditions:
(2.3) HP?K contains an interior point of P,

2.4) [ oo is isomorphic to pu* as representations of K.
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Here, u* denotes the contragredient representation of u.

If we are concerned only with the space O(D) of holomorphic functions, we
may set K = {e} and P = D. In this case, (u, V) is the trivial one-dimensional
representation, and the condition (2.4) is automatically satisfied. This case was
proved in Faraut and Thomas [12]. A generalization to the line bundle case
was given by the author in [32, 36]. We note that the assumption (2.3) here is
formulated in a somewhat different way from [12, 32].

Our formulation (2.3) here is intended for a generalization of Theorem 1
to the vector bundle case, which will be presented in Theorem 2 in Section 2.4.
The assumption (2.3) will be generalized there by cutting off an “excessive
part” of P? (see (2.6) below).

82.3. Geometry on the base space D

Let us look into a geometric meaning of the condition 2.3 on the base space
D, which is naturally identified with the quotient space P/K. For simplicity,
we shall consider the following condition (2.3)" instead of (2.3):

(2.3) P=HPK.

We recall the setting of Section 2.1: The group H acts holomorphically on
a complex manifold D, while ¢ acts anti-holomorphically on the same D. We
note that the H-action on D is not necessarily transitive.

Lemma 2.3.1.  Assume the condition (2.3)" holds. We define a subset
of D by S:= P°K/K. Then,

1) O"S =id.
2) o preserves each H-orbit in D.
3) S meets every H-orbit in D.

Proof. 1) Obvious.
2) Consider the H-orbit through z = pK (p € P) on D ~ P/K. We write
p=hgk (h € H g € P°,k € K). Then, o(z) = o(h)gK = o(h)h~'z. Hence,

o(Hx) = Hax.
3) This is a restatement of the condition HP°K = P (see (2.3)") under the
identification P/K ~ D. O

We shall return to the above properties (1) ~ (3) in Section 3 (see Defini-
tions 3.1.1 and 3.3.1). In particular, the action of H on D becomes visible in
the sense of Definition 3.1.1 owing to Theorem 4.
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8§2.4. Multiplicity-free theorem — vector bundle case

This subsection provides a strengthened version of Theorem 1 by general-
izing the setting from line bundles to vector bundles ¥V — D. Our goal is to
establish a multiplicity-free theorem for O(D, V).

For this, we need to pose an appropriate assumption on the fiber of the
vector bundle ¥V — D, because otherwise the multiplicity of irreducible rep-
resentations of H occurring in O(D, V) could be arbitrarily large, as one may
easily observe the case H = P = K and D = {one point} so that O(D,V) =~V
as a representation of H ~ K.

Loosely, our theorem (see Theorem 2) asserts that the representation
O(D,V) is still multiplicity-free if the fiber is relatively “small” compared to a
certain subgroup M (see the assumption (2.7)). Here is a rigorous formulation:

Take a subset B of P?, and we define

(2.5) M =M(B):={ke K :bkec Hb for any b € B}.

We pin down a basic property of M. We consider the right action of K on
the quotient space H\P given by Hp — Hpk for k € K. We denote by Kpg,
the isotropy subgroup of K at Hp € H\P (p € P).

Lemma 2.4.1. 1) M= (| Kgp.
pEB
2) M is a o-stable subgroup.

Proof. The first statement is clear from the definition (2.5). In particular,
M is a subgroup of K. To see M is o-stable, suppose k € M. Then, if b € B,
there exists h € H such that bk = hb. Applying o to the both side, we have
bo(k) = o(h)b € Hb because o(b) = b. This shows o(k) € M. Thus, M is
o-stable. O

Now, we are ready to state our abstract multiplicity-free theorem for vector
bundles, which will become a fundamental tool to produce various kinds of
multiplicity-free result in later sections.

Theorem 2 (Multiplicity-free theorem for vector bundles [42]). Suppose
we are in the setting of Section 2.1. Then, O(D,V) is a multiplicity-free repre-
sentation of H (see Definition 1.5.3) if there exist o satisfying (2.1) and (2.2),
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and a subset B of P° with the following four properties:

(2.6) HBK contains an interior point of P.

(2.7)  The restriction u|p decomposes as a multiplicity-free sum of
irreducible representations of M. 4
We write its irreducible decomposition as p|y ~ @; v,
(2.8) poo isisomorphic to u* as representations of K.

(2.9) 9 o0 is isomorphic to (vV)* as representations of M for every i.

Remark 2.4.2.  The first assumption (2.6) controls the base space D (~~
P/K), and leads us to the concept of visible actions in Section 3. The second
assumption (2.7) controls the fiber. The third and fourth assumptions (2.8)
and (2.9) are less important because they are often automatically satisfied.

Remark 2.4.3.  The subset B may be regarded as the set of representa-
tives of (generic) H-orbits on D. The higher the codimension of generic H-
orbits on D ~ P/K are, the smaller we can take B to be. Further, the smaller
B is, the larger becomes M and the more likely the above assumption (2.7)
tends to hold. We shall see this feature in examples such as the classification of
multiplicity-free tensor product representations of gl(n,C) (see Theorem 27).

Remark 2.4.4.  The choice of B is sometimes closely related with the
structure of Lie groups such as the Cartan decomposition for symmetric pairs
or its generalization to certain non-symmetric pairs (see [40]).

Remark 2.4.5. We may regard Theorem 2 as a propagation theo-
rem of multiplicity-free property, i.e., the multiplicity-free representa-
tion (p|ar, V) of a smaller group M “induces” a multiplicity-free representation
O(D,V) of a larger group H. Then, the geometric assumption on the H-action
on a complex manifold D will be investigated in the next section.

83. Visible Actions on Complex Manifolds

This section introduces the concept of “visible action” on complex mani-
folds. Its geometric idea was inspired by the group theoretic assumptions (2.3)
or (2.6) for our (abstract) multiplicity-free theorem (see Theorems 1 or 2 in
Section 2). Its relation to multiplicity-free representations is examined also in
Theorem 5 (Section 3) and Theorem 9 (Section 4).

The definition of visible actions (see Definition 3.1.1) will be followed by
a number of examples (see Section 5), which in turn will give rise to various
kinds of multiplicity-free representation in later sections (Sections 6, 7 and 8).



MULTIPLICITY-FREE REPRESENTATIONS AND VISIBLE ACTIONS 509

83.1. Previsible and visible actions on complex manifolds

Let D be a complex manifold. We recall that a (real) submanifold S is
totally real if

(3.1) T.5N J.(T,S) = {0} for any z € S,

where J, € End(7, D) stands for the complex structure.
For example, R™ is a totally real submanifold of C™. So is the real Grass-
mann variety Gr,(R") in the complex Grassmann variety Gr,(C").

Definition 3.1.1 ([38, Definition 2.3]).  Suppose a Lie group H acts
holomorphically on a connected complex manifold D. We say the action is
previsible if there exist a totally real submanifold S in D and a (non-empty)
H-invariant open subset D’ of D such that

(V-0) S meets every H-orbit in D'.
A previsible action is said to be visible if

(V-1) Jo(15:5) C T (H - )

for all x € S.

Remark 3.1.2.  In many interesting cases in later sections, we can take an
open set D’ to be D. However, it is important that one can check the condition
locally.

An obvious example of visible action is:
Example 3.1.3. A transitive holomorphic action is visible.

This is an extremal case though, previsible actions in general require the
existence of considerably large orbits. More precisely, we have:

Proposition 3.1.4.  If the action is previsible, then there exists an H-
orbit whose dimension is at least half the (real) dimension of D.

Proof. The proposition is a direct consequence of Lemma 3.2.1 below. [
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83.2. Infinitesimal characterization for visible actions

This subsection examines an infinitesimal characterization of visible ac-
tions. We start with the following:

Lemma 3.2.1.  If the action is previsible, then there exists a non-empty
open subset S’ of S such that

(V-2) T.(H-z)+T,8 =T,D

forall x € 5.

Proof. Since the action is previsible, the image of the map
Yv:HxS—D, (hyx)— hx

contains an open set D’, and thus, there exists an interior point of the image
Y(H x S). Since ¢ is a C*°-map, we have

sup  rankdyy ;) = dimg D.
(h,x)EH XS

On the other hand, the rank of di(, ;) is independent of h € H because

A2y = (dLp)z © dye 2y 0 d(Ly " X id) (2,

where we have used L; to denote the left translation on D and also the one
on H. Therefore, there exists x € S such that rank dy(. ;) = dimg D. As this
is an open condition, such z forms an open subset, say S’, of S. Equivalently,
(V-2) holds for any = € S” because the left-hand side of (V-2) is nothing but
the image of the differential di)(¢ o) : Te H x TS — T, D. O

We are now led to the following infinitesimal condition:

Definition 3.2.2.  Suppose H acts holomorphically on D. We say that
the action has the property (V) if there exists a totally real submanifold S
in D such that (V-1) and (V-2) hold for all z € S.

It follows from Lemma 3.2.1 that visibility (see Definition 3.1.1) implies
the property (V). In fact, the converse is also true:

Theorem 3.  Suppose H acts holomorphically on D. Then, the action
is visible if and only if it has the property (V).
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Proof. What remains to prove is that the action becomes previsible,
provided the property (V) holds. We retain the notation as in the proof of
Lemma 3.2.1. Then, it follows from (V-2) that di(c ) : TeH x TS — T, D is
surjective for each = € S, whence there exists an open neighborhood W, of z
such that ¢(H x S) D W,. We set

D = U U hW,.

heH x€S

Then, D’ is an H-stable open subset with the property (V-0). Therefore, the
action is previsible, and then becomes visible by the assumption (V-1). Hence,
Theorem has been proved. O

§3.3. Anti-holomorphic map

Thanks to the infinitesimal characterization of visible actions given in The-
orem 3, we can give a convenient sufficient condition for a previsible action to
be visible by means of a certain anti-holomorphic diffeomorphism of D. To be
more precise, we introduce the following;:

Definition 3.3.1. A previsible action is strongly visible if there exist
an anti-holomorphic diffeomorphism ¢ of an H-invariant open subset D’ and a
submanifold S of D’ (see Definition 3.1.1) such that

(S-l) o'|s =id,
(S-2) o preserves each H-orbit in D'.

Theorem 4. A strongly visible action is visible.

Proof. Tt follows from Lemma 3.2.1 that there exists a non-empty open
subset S’ of S such that (V-2) holds for all z € S".
We take an arbitrary X € 7,5 and decompose J, X according to (V-2):

(3.2) JX=Y+Z (YeT,(H z), ZeT,S).
Since o is an anti-holomorphic diffeomorphism satisfying (S-1), we have
o(J.X)=-J.X, oZ=27Z.
Applying o to (3.2), we have —J, X = oY + Z. Using (3.2) again, we have
2J,X =Y —oY.

Since oY lies in T, (H - x) by (S-2), we conclude that J, X € T,(H - x). Hence,
(V-1) holds for all z € S’. Thus, the previsible action is visible by definition. O
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Remark 3.3.2.  As o is anti-holomorphic, any submanifold S satisfying
(S-1) becomes automatically totally real. Indeed, the differential do, acts on
T,S and J,(T,S) by the scalars 1 and —1, respectively, and therefore TS N

The point of Definition 3.3.1 is its connection to multiplicity-free repre-
sentations. In fact, the trivial bundle case of Theorem 1 is proved by using
Lemma 2.3.1 (2) combined with the following:

Theorem 5 (strongly visible = multiplicity-free).  If the H-action is
strongly visible, then any unitary subrepresentation of O(D) is multiplicity-free
as a representation of H.

At this point, the ‘slice’ S in Definition 3.3.1 is not necessary in proving
Theorem 5. The slice plays a crucial role when we formulate a multiplicity-free
theorem in the vector bundle case, as we have seen in Theorem 2. See also
Theorem 9 in the next section.

84. Coisotropic Actions, Polar Actions, and Visible Actions

This section examines three different type of group actions on manifolds

with geometric structure:
1) Coisotropic actions on a symplectic manifold ([15, 22]).
2) Polar actions on a Riemannian manifold ([57, 58]).
3) Visible actions on a complex manifold (Definition 3.1.1).

We are interested in comparing these three notions on a Kéahler manifold,
which enjoys all three geometric structures, i.e., symplectic, Riemannian and
complex structure. For the comparison, we should note that much of the lit-
erature on (1) and (2) has made an assumption that both the transformation
group H and the manifold M are compact. Accordingly, we shall also assume
H and M to be compact throughout this section, although our primary interest
is a uniform treatment of both finite and infinite dimensional representations
that arise from compact and non-compact geometry.

84.1. Coisotropic actions on symplectic manifolds

Let (M,w) be a symplectic manifold. A submanifold N is said to be
coisotropic if for every x € N

(T,N)* c T,N.
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Here, (T,N)* := {u € T,M : w(u,v) = 0 for any v € T, N}. If 2dimg N =
dimg M, then N is coisotropic if and only if N is Lagrangian.

Suppose a compact Lie group H acts on M by symplectic automorphisms.
The action is called coisotropic (Huckleberry and Wurzbacher [22]) or multi-
plicity-free (Guillemin and Sternberg [15]) if one and hence all principal orbits
H - are coisotropic with respect to the symplectic form w, i.e., T,,(H - )+ C
T.(H - x).

§4.2. Polar actions on Riemannian manifolds

Let M be a Riemannian manifold, and H a compact Lie group acting on
M by isometries. The action is called polar (e.g. [57, 58]) if there exists a
properly embedded submanifold S (called a section) with the following two

properties:
(P-0) S meets every H-orbit.
(P-1) T,S LT,(H z)forany z € S.

84.3. Actions on Kahler manifolds

Suppose M is a Kéhler manifold. Then we can naturally equip M with
a symplectic structure and a Riemannian structure by taking the imaginary
and real part of the Kéhler form. Then we can consider coisotropic actions on
M as a symplectic manifold, polar actions on M as a Riemannian manifold,
and visible actions on M as a complex manifold (see Definition 3.1.1). The
aim of this subsection is to compare these three notions. For simplicity, we
shall assume that H is a connected and compact Lie group throughout this
subsection.

Let M be Kéahler. A submanifold S is coisotropic if and only if

J.((TpS)*) Cc TS forall z € S,

where J denotes the complex structure on M, and (7},S)* the normal space of
S at x.
We also note that a submanifold S is totally real if and only if

J(T;S) LTS forallzeS.

Theorem 6 (polar = visible).  Let M be a connected Kihler manifold,
and H act on M by holomorphic isometries. If the H-action is polar with a
totally real section S, then the H-action is visible.
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Remark 4.3.1. A section S for the polar action becomes automatically
totally real if M is a compact, irreducible homogeneous Kéahler manifold ([57,
Proposition 2.1]).

Remark 4.3.2.  As we see the proof below, Theorem 6 still holds for a
complex manifold with Hermitian metric.

Proof. The H-action is obviously previsible. Let us verify the condition
(V-1) (see Definition 3.1.1). Suppose H -z (x € S) is a principal orbit. We
define subspaces of T, M by

A:=T,8S,
B:=T,(H-x).

Then, JA C At because A is totally real. As the action is polar, we have
AL = B. Thus, JA C A+ = B. Hence the H-action is visible. O

Theorem 7 (visible = coisotropic).  Let M be a connected Kdhler man-
ifold, and H act on M by holomorphic isometries. If the H-action is visible
with dimg S = dimc M, then the H-action is coisotropic.

Remark 4.3.3.  Since S is a totally real submanifold, we have always
dimg S < dim¢ M. The above assumption dimg S = dim¢ M is quite strong,
but is actually often satisfied as we shall see examples in Section 5 as in the
case (S, M) = (Grp(R™), Gr,(C"™)).

Proof. We set A :=T,S and B := T,(H - x) as before. Then AL = JA
because S is a totally real submanifold with dimg S = dim¢ M. Furthermore,
JA C B because the action is visible. Therefore A+ C B, and then B' C A.
On the other hand, B+* = J(B') because M is Kihler. Thus, we have

B* =J(B+)cJACB.
Hence the action is coisotropic. [l

The following Theorem is a main ingredient of Podesta and Thorbergsson
[57, Theorem 1.1].

Theorem 8 (polar = coisotropic).  Let M be a connected Kihler man-
ifold, and H act on M by holomorphic isometries. If the H-action is polar with
a totally real section S, then the H-action is coisotropic.
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Proof. 'The proof is essentially given in [57], but we recall it here for the
sake of convenience. Retain the notation of the proof of Theorem 6.

Since the action is polar, we have A+ = B. As M is Kéhler, B** = J(B1).
Furthermore, JA C A* because S is totally real. Thus,

B = J(BY)=JAcC At =B.

Therefore, the H-action is coisotropic. O

84.4. Visible actions and multiplicity-free representations

As a corollary of Theorem 7, we obtain a multiplicity-free theorem for
visible action in this setting.

Theorem 9 (visible = multiplicity-free).  Let M be a connected Kdhler
manifold, with a holomorphic, isometric and Poisson action of a connected com-
pact Lie group H. Suppose that the H-action on M is visible with dimg S =
dim¢ M (see Definition 3.1.1). Then the representation of H on O(M) is
multiplicity-free.

Proof. Since an isometric Poisson action of a connected compact Lie
group H on a compact Kahler manifold M is coisotropic if and only if a Borel
subgroup of the complexified Lie group H¢ has an open orbit ([22, Equivalence
Theorem]), Theorem 9 follows from Theorem 7. O

Remark 4.4.1.  In Theorem 5, we have seen that strongly visible actions
always give rise to multiplicity-free actions without any assumption of the com-
pactness of the transformation group and the complex manifold. I feel that
there is a good room for a generalization of Theorem 9.

85. Some Examples of Visible Actions

In this section, we illustrate visible actions (Definition 3.1.1) by a number
of examples. Most of these examples are also strongly visible actions (Defini-
tion 3.3.1).

§5.1. Examples of visible actions 1 — abelian case

We start with the simplest example of visible actions by abelian groups.
Consider the (standard) action of a one dimensional toral subgroup T := {t €
C:|t|=1} on C by

TxC—C, (tz2) tz
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T-orbits on C

(AN
N

Figure 5.1.1.

Then, as is obvious in Figure 5.1.1, the real line R meets every T-orbit on C.
Furthermore, it is clear that this action is strongly visible (see Definition 3.3.1)
by taking o(z) := z. Thus, Theorem 4 implies that it is also visible. We pin
down:

Example 5.1.1.  The standard action of T on C is (strongly) visible.

Then, a coordinatewise argument leads us immediately to the fact that R™
meets every T"-orbit on C". Then,

Example 5.1.2.  The standard action of T™ on C™ is (strongly) visible.

In turn, its projective version shows that the real projective space P*~ 1R
meets every T™-orbit on the projective space P"~'C, and again by Theorem 4
we have:

Example 5.1.3.  The standard action of T on P"~'C is visible.

Now, we recall the group-theoretic interpretation (triunity given in [38])
for the triple of Lie groups H C G D K, which compares the visibility of the
following three actions:

the H-action on G/K,

the K-action on G/H,

the diagonal G-action on (G x G)/(K x H).

Example 5.1.3 treats the H-action on the homogeneous space G/K ~ P*"~1C
if we set (H,G,K) := (T",U(n),U(1) x U(n — 1)). Then, it leads us to two
more visible actions of non-abelian groups as follows:

Example 5.1.4. Consider the natural action of U(n) on the complex
flag variety B(C™) (~ G/H). Then, its restriction to the subgroup U(1) x
U(n—1) is (strongly) visible. A key geometry here is that the real flag variety
B(R™) meets every orbit of U(1) x U(n — 1) on B(C™).
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Example 5.1.5. The diagonal action of U(n) on the direct product
manifold P"~1C x B(C") (~ (G x G)/(K x H)) is (strongly) visible. We note
that P"'R x B(R™) meets every diagonal U (n)-orbit.

Example 5.1.3 is more or less obvious, yet its equivalences, Examples 5.1.4
and 5.1.5, are the geometry behind non-trivial multiplicity-free representations
such as the restriction U(n) | U(n — 1) (see Fact 32) and the tensor product
representation m ® S¥(C") (see Example 6.1.1), respectively.

85.2. Examples of visible actions 2 — group case

Let K be a compact Lie group, and K¢ its complexification. Then K acts
on K¢ from the left, and also from the right.

Theorem 10 (visible action on complex Lie groups).
1) The left (or right) K-action on Kc is previsible.

2) The (K x K)-action on K¢ is (strongly) visible.

Proof. 1) Let € be the Lie algebra of K. Then, exp(v/—1¢) is a
totally real submanifold of Kc. Therefore, the polar decomposition K¢ =
K exp(y/—1¢) implies that the left K-action on K¢ is previsible.

2) Take a normal real form Ky of K¢ such that K N Kg is a maximal
compact subgroup of Kc. We write o for the complex conjugation of K¢ such
that 0‘ Ke = id (by taking a covering of K¢ if necessary). Take a maximally
split abelian subgroup Ar of Kg. Then, we have a Cartan decomposition

Ke = KARK

because Ag is also a maximally split abelian subgroup of K¢. In particular, the
totally real submanifold Ax of K¢ meets every orbit of K x K. Furthermore,
each (K x K)-orbit is preserved under o because o(K) = K. Therefore, the
action of K x K on K¢ is strongly visible, and then is also visible by Theorem 4.

O

Example 5.2.1. For (K, K¢) = (U(n), GL(n,C)), we may take Kr =
GL(n,R) and
aq 0

Ag = .. Y1, ...,a, >0

0 a,
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A representation-theoretic counterpart of Theorem 10 (2) is the (well-
known) fact that L?(K) is multiplicity-free as a representation of K x K (see
Fact 28). We note that the left regular representation of K on L*(K) is not
multiplicity-free if K is non-abelian because each p € K occurs in L2 (K) with
multiplicity dim p. Therefore, previsibility is not sufficient for representations
to be multiplicity-free.

85.3. Examples of visible actions 3 — complex symmetric case

Let G be a Lie group, and 7 an involutive automorphism of G. Then,
G™ :={g € G: 1g = g} is a closed subgroup of G. We denote by (G7), the
identity component of G”. We recall:

Definition 5.3.1. We say (G, K) is a symmetric pair if K is a sub-
group of G with (G")g € K C G7. Then the homogeneous space G/K is
called a symmetric space. If the group G is furthermore compact [semisim-
ple, reductive, ...], we say (G, K) is a compact [semisimple, reductive, ...]
symmetric pair.

Example 5.3.2. For a Lie group G1, we set G := G; X G and de-
fine 7 € Aut(G) by 7(x,y) := (y,z). Then G” is nothing but the diagonal
subgroup diagGy = {(z,z) : © € G1}, and the symmetric space G/G™ =
(G1 x G1)/ diag G is naturally identified with the group manifold Gy by

(5.1) G1 x Gy/diagGy ~ Gy, (z,9)+— xy~ L
Here is a generalization of Theorem 10.

Theorem 11 (visible action on complex symmetric spaces). Suppose
that (G, K) is a compact symmetric pair, and that (Gc, Kc) is its complezifica-
tion. Then, the G-action on the complex symmetric space Ge/Kc is (strongly)
visible.

Proof. Let g = £+ p be the eigenspace decomposition of the differential
of 7 with eigenvalues +1 and —1. We take a maximally abelian subspace a in
p. Let o be a complex conjugation of the Lie algebra gc with respect to the
real form gg := £+ /—1p. We lift ¢ to an antiholomorphic involution of the
group G¢ (by taking a covering group if necessary) and use the same notation
o. Then, B := exp(v/—1a) is a non-compact abelian subgroup and o|p = id.
Furthermore, we have a (generalized) Cartan decomposition

Gc =G B Kc.
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Thus, B- o~ BK¢/Kc meets every G-orbit on G¢/Kc. Since o acts antiholo-
morphically on G¢ /K¢ and preserves each G-orbit, the G-action on G¢ /K¢ is
strongly visible, and thus visible by Theorem 4. O

A non-compact version of Theorem 11 will be formulated in Theorem 21.

§5.4. Examples of visible actions 4 — Hermitian symmetric case

This subsection studies visible actions on Hermitian symmetric spaces. We
start with the Poincaré disk G/K = SL(2,R)/SO(2):

Example 5.4.1. Let G = SL(2,R) and we define the following one-
dimensional subgroups of G:

cosf —sin
K = : R/2n7Z
{(sin@ cos@) 0 € R/2m }’
a 0
H:z{(oa_1>:a>0},
1z
ve{(12) es)

Then, both (G, K) and (G, H) are symmetric pairs, while N is a maximal
unipotent subgroup of G. Let us consider the left action of G (and its sub-
groups) on the Hermitian symmetric space G/K. Then, all of the actions of
the subgroups K, H and N on G/K are (strongly) visible, as one can easily see
from the following figures where G/K is realized as the Poincaré disk:

K-orbits H-orbits N-orbits
Figure 5.4.1 ( Figure 5.4.1 ( Figure 5.4.1 (

The first two cases of Example 5.4.1 are generalized into the following theorems:

Theorem 12 (visible action on Hermitian symmetric spaces, [41]).  Let
G/K be a Hermitian symmetric space, and (G, H) a symmetric pair. Then,
the action of H on G/K s (strongly) visible.
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Theorem 12 includes the following special case:

Corollary 13. Let X = G/K be a Hermitian symmetric space, and X
another Hermitian symmetric space G/K equipped with the complex conjugate
structure of X. Then,

1) The diagonal action of G on X x X is visible.

2) The diagonal action of G on X x X is visible.
The third case of Example 5.4.1 is generalized into the following:

Theorem 14 ([41]).  Let G/K be a Hermitian symmetric space without
compact factor, and N a mazimal unipotent subgroup of G. Then, the action
of N on G/K is (strongly) visible.

Correspondingly to this geometric result, we shall see multiplicity-free the-
orems of representations (see Theorems 26, 33 and 34) in both finite and infinite
dimensional cases. An interesting geometric feedback includes:

Corollary 15 (sphericity).  Let X be a compact Hermitian symmetric
space, and G¢ the group of biholomorphic transformations on X. Then X is
an Hg-spherical variety (i.e. a Borel subgroup of Hc has an open orbit on X)
for any Hc such that (Ge, He) is a complex symmetric pair.

Proof. The Hermitian symmetric space X is biholomorphic to the gener-
alized flag variety G¢ /P, where Pr = KU is a maximal parabolic subgroup of
G with abelian unipotent radical U. If an irreducible rational representation
7w of G¢ contains a Pg-invariant line, 7 is a pan representation in the sense of
Definition 6.2.1, and its restriction to H¢ is multiplicity-free by Theorem 26 in
Section 6. Then, it follows from Vinberg and Kimelfeld [70, Corollary 1] that
Gc¢/Pc is He-spherical. O

Example 5.4.2.  We consider the complex Grassmann variety Gr,(C™)
for which G¢ = GL(n,C) is the group of biholomorphic transformations. Ob-
viously, the action of G = U(n) is visible (Example 3.1.3). More than this,
applying Theorem 12 to the case where

(G, K, H) = (U(n),U(p) x U(n —p),U(k) x U(n - k)),

we see that the action of the group U(k) x U(n — k) on Gr,(C") is (strongly)
visible for any p and k because (G, H) is a symmetric pair and G/ K ~ Gr,(C").



MULTIPLICITY-FREE REPRESENTATIONS AND VISIBLE ACTIONS 521

Furthermore, it follows from Corollary 15 that Gr,(C") is a spherical variety of
the group Hc = GL(k,C) x GL(n—k, C) for any p and k. This fact played a key
role in determining explicitly the image and the kernel of the Radon-Penrose
transform for some non-compact complex homogeneous manifolds ([63, 64]).

85.5. Examples of visible actions 5 — non-symmetric case

This subsection gives a refinement of Example 5.4.2.
Let n =ny +ng + - - - + ng, be a partition of n, and L := U(ny) x U(ngy) x
- x U(ng) be the natural subgroup of G := U(n). We note that (G, L) is
a non-symmetric pair if ¥ > 3. The homogeneous space G/L is naturally
identified with the complex (generalized) flag variety By, n,.....n, (C™) consisting
of a sequence of complex vector subspaces lg = {0} Cly Clo C--- Cl CC"
such that dim/; = diml;_1 +n; (1 < j < k). We note that By, ,,—,(C") =
Grp(C™) and that B2, ,(C") is the (full) flag variety B(C™).

Let us consider the natural action of U(p) x U(q) (p + ¢ = n) on the flag
variety By, n,....n, (C™), and as its dual we shall also consider the natural action
of L on the Grassmann variety Gr,(C™).

Then the following theorem holds.

Theorem 16 (actions on the generalized flag variety, [40]). Suppose
ni+ns+---4+ng =p+q = n. Then the following four conditions on
p,q,k,ny,...,ng are equivalent:

1) The real Grassmann variety Gr,(R™) meets every orbit of the group U(nq) X
U(ng) x --- x U(ng) on the complex Grassmann variety Gr,(C™).

ii) The real (partial) flag variety Bp, n,

iii) One of (a), (b), (c) or (d) is satisfied:

a) min(p,q) =1 (and ny,...,n; are arbitrary).
b) 1n(p,q)=2 and k < 3.
c) m(p,q) >3 and k < 2.
d) min(p,q) >3, k =3 and min(ny,n2,nz) = 1.

iv) (Spherical variety) A Borel subgroup of GL(n1,C) x GL(ng,C) x -+ x
GL(ng,C) has an open orbit on Gr,(C™).

The following Corollary is straightforward by taking the natural complex
conjugation o of Gr,(C"), By, ns....n. (C"), and Gr,(C™) X By, ny....m (C?)
respectively.
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Corollary 17 (visible actions on the generalized flag variety). Retain
the setting of Theorem 16. If the condition (iil) is satisfied, then the followings
hold.

1) The action of U(ny) x --- x U(ng) on Grp(C") is (strongly) visible.
2) The action of U(p) x U(q) on Bu,y ns,....n, (C™) is (strongly) visible.

3) The diagonal action of U(n) on Grp(C"*) x By, n,

visible.

ne (C™) is (strongly)

.....

We note that we have already examined two special cases of (iii), namely,
k=2 in Example 5.4.2 and p=1,k=n,ny =--- = ng = 1 in Example 5.1.3.

§5.6. Examples of visible actions 6 — linear multiplicity-free space

This subsection treats linear actions on vector spaces V and the represen-
tations on the space Pol(V) of polynomials on V. Let H be a subgroup of
GLc(V). V is called a multiplicity-free space of H if the natural represen-
tation of H on Pol(V) is multiplicity-free. We shall present some few examples
of visible actions of H on V and multiplicity-free spaces V (see Example 5.6.1
and Theorem 19).

We start with the linear action of U(p) x U(q) on M (p, ¢; C) given by

(5.2) X+ AXB™' (AcU(p),BeU(q)).

The following example is basic. Surprisingly, the geometry will also lead
to all spherical nilpotent orbits of GL(n,C) via the momentum map. We note
that spherical nilpotent orbits were classified by Panyushev [56] by a different
method (see Theorem 20).

Example 5.6.1.
1) The action of U(p) x U(q) on M (p, ¢;C) is visible.
2) Pol(M (p, q; C)) is multiplicity-free as a GL(p, C) x GL(q, C) module.

We shall observe that this example has three descendants, i.e., the isotropy
action on the tangent space of a Hermitian symmetric space (Theorem 18),
Kac’s example for multiplicity-free space (Theorem 19), and Panyushev’s ex-
ample of spherical nilpotent orbits (Theorem 20).
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Proof. 1) Every orbit of U(p) x U(q) on M (p, ¢; C) meets the subspace
B of dimension min(p, ¢) in M(p, ¢;R) given by

ai
Ol:ai,...,ap R (p<q),
ap

or

aq tay,...,aq0 €R (p>q).

0

Furthermore, it turns out that this action is strongly visible by the anti-
holomorphic map o given by o(X) := X (X € M(p,q;C)), and therefore is
visible by Theorem 4.

2) This statement follows from Theorem 5. O

Remark 5.6.2.  The explicit decomposition formula of Pol(M (p, ¢; C)) is
also well-known. With notation as in Section 6.1, here is the formula:

N @A L T2 BT 20.0,..0) (p<q),
1= ZApZ

(0,0, =Agree=AD) @ T(A1ng) (P2 Q)
Ap>->Xg >0

Pol(M(p, ¢; C)) ~

This formula is referred as the (GL,, GL,)-duality from Howe’s viewpoint of
dual pair correspondence ([19, 20]), and also as a special case of the K-type
formula of a holomorphic discrete series representation of the non-compact Lie
group U(p, q). See Remark 5.6.3 after Theorem 18.

Suppose G/K is a Hermitian symmetric space of non-compact type. We
write g = €+ p for the Cartan decomposition of the Lie algebra g, and identify
p with the holomorphic tangent space T,(G/K) at o = eK. Take a maximal
abelian subspace a in p, and we set M = {k € K : Ad(k)|, = id}.

The isotropy representation of K on T,(G/K) is holomorphic, and is iden-
tified with the adjoint representation of K on p. The action (5.2) is such an
example where (G, K) = (U(p,q),U(p) x U(g)). Then, Example 5.6.1 is a
special case of the following:

Theorem 18 (tangent action for Hermitian symmetric space).  Retain
the above setting where G/K is a Hermitian symmelric space.
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1) The adjoint action of K on p is (strongly) visible.

2) (Johnson [27], see also Schmid [62]) Pol(p) is multiplicity-free as a K-
module.

The statement (2) can be strengthened as:

3) Let p be a K-module such that the restriction p|as is multiplicity-free as an
M-module. Then, Pol(p) @ p is multiplicity-free as a K-module.

Sketch of proof. 1) Realize G/K as a bounded symmetric domain in p.
Then, the statement follows from Theorem 12 (in the case H = K) because
the (strong) visibility is a local condition.

2) Follows from (1) and Theorem 5.

3) This statement follows from Theorem 2. Here, the key point is that a
meets every K-orbit in p, and the group M in Theorem 2 is nothing but our
M in Theorem 18. (|

Remark 5.6.3.  More than the abstract multiplicity-free property, the ex-
plicit decomposition formula of Pol(p) is also known (see Johnson [27], Schmid
[62]). We have given its generalization to infinite dimensional representations
in [32], which we shall review in Theorem 39 in Section 8.5.

Let us consider another generalization of Example 5.6.1. We extend (5.2)
to the action of U(p) xU(q) on M (p,q+1;C) =~ M(p, q; C) CP in the following
two ways: for (4,B) € U(p) x U(q),

M(p.q+1;C) = M(p,g+1;C), (X,Y) (AXB™, AY),
M(p,q+1;C) — M(p.q + 1;C), (X,Y) (AXB™','A7YY).

Then our geometric approach gives a new proof that M(p, ¢+ 1;C) is a multi-
plicity-free space of U(p) x U(q):

Theorem 19 (linear multiplicity-free space).  In both cases, the follow-
ing statements hold.

1) ([38]) The action of U(p) x U(q) on M(p,q+ 1;C) is (strongly) visible.

2) (Kac[29]) Pol(M(p,q+1;C)) is multiplicity-free as a GL(p,C) x GL(q,C)
module.

Proof. The proof is similar to that of Example 5.6.1. A key point is that
B @ RP ~ R™n(P9) @ RP meets every orbit of U(p) x U(q) on M(p,q + 1;C)
(see [38, Proposition 2.8]). The second statement follows from Theorem 5. O
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Remark 5.6.4.  As is well-known, and also as we have given a new ap-
proach in Theorem 18, p is a multiplicity-free space of K if G/K is a Hermitian
symmetric space. In addition to the examples that arise from symmetric spaces,
there are some few multiplicity-free spaces. For example, M(p +i,q + j) is a
multiplicity-free space of (the natural linear action of) U(p) x U(q) if and only if
(i,7) = (0,0),(0,1) or (1,0). The case (i,7) = (0,0) arises from the symmetric
space U(p+q)/U(p) x U(q), while (i,5) = (0,1) or (1,0) does not (i.e. the non-
symmetric case). Victor Kac [29] classified irreducible (linear) multiplicity-free
spaces building on earlier work including a classification of irreducible preho-
mogeneous vector spaces due to Sato-Kimura [61]. The main machinery of this
classification is the open Borel orbit criterion.

85.7. Examples of visible actions 7 — spherical nilpotent varieties

Let NM{gp1n-2r) be the set of nilpotent matrices of Jordan type (2P1n—2p)
in M(n,C). Then, N(gp1n-2p) is the single orbit of GL(n,C) that goes through

by means of the adjoint representation on gl(n,C). In particular, it carries a
complex manifold structure.

Theorem 20 (spherical nilpotent orbits).  Let 0 < 2p < n.
1) The action of U(n) on the nilpotent orbit Nigpin-2py is (strongly) visible.

2) (Panyushev) O(N(gpin-20y) is multiplicity-free.
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Panyushev [56] classified all nilpotent orbits A such that O(N) is multipli-
city-free. For the GL,, case, the above nilpotent orbits Niapin-20) (0 < 2p < n)
exhaust all such N.

Our proof (see below) for the multiplicity-free statement (see (2)) is again
built on the abstract multiplicity-free theorem in Section 2 combined with vis-
ible actions on nilpotent orbits (see (1)), and is different from [56].

A key idea is the observation that the visibility of U(n) action on nilpotent
orbits is inherited from the visibility of U(p) x U(q) action on M (p, ¢; C) via
the momentum map.

Proof. Let ¢ = n—p. We denote by H the natural subgroup U(p) x U(q)

in G :=U(n).

We define an embedding ¢ : M(p,¢;C) — gl(n,C) (n = p+q) by X —
0X
00

is identified with (5.2).
Now, we define the following map:

. Then, the action of H on M (p,q;C) by means of the adjoint action

(5.3) ¢ Gxg M(p,q;C) — gl(n,C), (9, X)— gXg™".
Via the following identifications:
Gr,(C") ~ G/H,

T*G’I"p(Cn) ~G XH M(p7 q; (C)7
gl(n,C) ~ gl(n,C)",

the map ¢ is essentially the momentum map of the Hamiltonian action of U(n)
on Gry(C™).

Furthermore, it turns out that the image of ¢ coincides with the closure
of M(ap1n-2p), namely,

Ngrin-20y = {X € gl(n,C) : rank X < p, X* = 0}.

Let B ~ R™n(49) (= R%) be the real subspace of M(p, ¢; C) as in the proof
of Example 5.6.1. Then, the proof of Example 5.6.1 asserts

H-B=M(p,qC).
Via the momentum map ¢, this in turn implies

G- L(B) = ./\[(2211”—221) and G- L(BI) = ./\[(2211”—211)7
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where we set an open dense set B’ := (R*)? in B. Hence, the G-action on
N(2p1n-2py is previsible. Furthermore, if we set o(X) := X (X e Napin-2p)), we
see easily that the G-action on N(gpin-2py is strongly visible (Definition 3.3.1).
Therefore the G-action is visible by Theorem 4 and O(N(2p1n-2p)) is multipli-

city-free by Theorem 5. 1

§5.8. Examples of visible actions 8 — Stein extension of a
Riemannian symmetric space

In Subsection 5.3, we have proved the visibility of the action of a compact
Lie group G on the complexification of a compact symmetric space G/K (see
Theorem 11). In this subsection, we shall consider its non-compact version.

Let G be a semisimple Lie group without compact factor, and K a maximal
compact subgroup of G. We write g = ¢ + p for the Cartan decomposition of
the Lie algebra g, and take a maximal abelian subspace a of p.

For simplicity, we assume that G and K are contained in complexified Lie
groups G¢ and K¢. The crown D of the Riemannian symmetric space G/K
is a G-invariant Stein domain in the complex manifold G¢ /K¢, defined by

D:=Gexpv—laz -o,
where 0 = eK¢ and

7T
0z := {H € a: |Spec(ad H)| < 5}

s
2

The domain D is also referred as the Akhiezer-Gindikin domain.
For any one-dimensional representation x of K, we can extend x to a

holomorphic representation of K¢, and form a G-equivariant holomorphic line
bundle £, on D.

Theorem 21 (Riemannian symmetric space).  Let G/K be a Rieman-
nian symmetric space of mon-compact type.

1) The action of G on the crown D of G/K is (strongly) visible.

2) For any one dimensional representation x of K, O(D, L) is multiplicity-
free. In particular, O(D) is multiplicity-free.

The following Fact is a non-compact version of E. Cartan’s theorem ([7],
see Fact 29). Various proofs are known, including a proof due to I. M. Gelfand
([13]) based on the commutativity of the Hecke algebra L'(K\G/K) of K-
biinvariant integrable functions with respect to convolution. Harish-Chandra
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and Helgason’s explicit Plancherel formula (e.g. [18]) also gives another proof
of it. Yet, Theorem 21 provides a new proof of this multiplicity-free property:

Corollary 22.  The regular representation L?(G/K) is multiplicity-free.

Proof. There is an injective intertwining operator L?(G/K) — O(D) (see
Krotz and Stanton [47] for the construction of such intertwining operator by
using the heat kernel). Thus, L?(G/K) is multiplicity-free by Theorem 21 (2).

O

It is well-known that the regular representation L?(G/K) is decomposed
into the direct integral of spherical principal series representations with multi-
plicity free. There is no discrete spectrum.

§6. Multiplicity-Free Representations — Finite Dimensional
Examples

The aim of this section is to illustrate by finite dimensional examples the
idea as to how the abstract theorem (Theorem 2) gives rise to various kinds
of multiplicity-free result. The underlying geometry such as visible actions on
flag varieties will be also discussed.

86.1. Multiplicity-free tensor product representations

Throughout this section, gc will denote a complex reductive Lie algebra.
We take a Cartan subalgebra tc, and fix a positive system A (gc, tc). For a
dominant integral weight A\ € t, we write 7y for the irreducible finite dimen-
sional representation of g¢ with highest weight .

By using an invariant non-degenerate bilinear form on g¢ (e.g., the Killing
form if gc is semisimple), we identify g& with gc, and also t& with tc. For
A € tf, we write X € t¢ (C gc) for the corresponding element, and define a
Levi subalgebra (gc)» of gc by

(6.1) (g(C)A = {Yeg(c: [XA,Y]ZO}
={Y egc: A[Y,Z]) =0 forany Z € gc}.

Theorem 23 ([38, Theorem 3.5]).  The tensor product representation
T\ ® m, decomposes as a multiplicity-free sum of irreducible representations
of gc if m, is multiplicity-free when restricted to (gc)x.
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Sketch of proof. For simplicity, assume g¢ is semisimple. Let G be a
simply connected, compact Lie group such that gc ~ Lie(G) ®r C, and L the
isotropy subgroup of G at X, by means of the adjoint representation. (We
note that (gc)x ~ Lie(L) ®g C.) Then, Theorem 23 follows from Theorem 2 by
applying (P, H, K, u, B) = (G x G,diag(G), L x G,Cy ® m,, {e}). See [38] for
details. 1

The assumption of Theorem 23 is automatically fulfilled for any A if 7, is
weight multiplicity-free, i.e., if 7, decomposes with multiplicity free when
restricted to a Cartan subalgebra (see [20, Theorem 4.6.3] for the classification
of weight multiplicity-free representations). In this special case, Theorem 23
reduces to the following well-known fact:

Fact 24. If F is weight multiplicity-free, then the tensor product rep-
resentation ™ ® F is multiplicity-free for any irreducible representation m of

dc-

Example 6.1.1.  The kth symmetric tensor representation S*(C") is a
weight multiplicity-free representation of gc = gl(n,C) for any £k =0,1,2,... .
(As its highest weight is given by (k,0,...,0), S*(C") is expressed as T(k,0,...,0)
in our notation.) The tensor product representation 7y ® S*¥(C™) decomposes
into a multiplicity-free sum of irreducible representations of g¢ for any dominant
integral weight A = (A1,...,A,,) and for any k. The decomposition formula is
given by

T @ T(1,0,...,0) ™ 8% T (f1 vt
H1ZA1 2 2 o > Ap
n

lgl(lbi—h)=k
This formula is known as Pieri’s rule (the Clebsch-Gordan formula if
n=2).
§6.2. Parabolic subalgebras with abelian nilradicals

Let 7, be an irreducible finite dimensional representation of a complex
reductive Lie algebra gc. Retain the notation as in Subsection 6.1.

Definition 6.2.1. We say 7, is a pan representation if (gc, (gc)y) is
a symmetric pair (see (6.1)).

Here, “pan” stands for a parabolic subalgebra with abelian nilradical.
We note that the above condition on A is equivalent to that the nilradical
of p(\) is abelian, where p()) is the parabolic subalgebra of gc defined as the
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sum of eigenspaces of v/—1 ad(X) with non-negative eigenvalues. We also note
that the above condition on A is clearly equivalent to the following condition:
there exists a Levi subalgebra [¢ containing tc such that

1) )‘|ta:ﬁ[[c,[c] =0.

2) (gc, [c) is a symmetric pair.

Let us rewrite the above condition more explicitly, assuming that gc is sim-
ple. We fix a positive system A (gc, tc) and label the simple roots o, ..., ay,
in the Dynkin diagram as follows:

oo o0

(4n) a; o Qp_1 Qp

(Br) a; oo Qn_1 Qp

(Cn) a; o Qn_1 Qp
Qp—1

oo
(Dn) a; o Qn_2 Qp
[
(Eﬁ) o o)

ap a3 04 Q5 Qg

Ta2
O

(E7) (651 Q3 Qg Qo5 Qg Q7
We denote by wy,...,w, the fundamental dominant weights, that is, w;
satisfies
Q(wi,aj) —5
mAh KRS
(aj, 5)

Then, we have the following lemma:

Lemma 6.2.2. 7 is a pan representation if and only if X is of the form
A = kw; (k € N), where i is in the following list:
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1=1,2,....n for (A4,),

i=1 for (Bp),

i=n for (Cp),

t=1,n—-1,n for (Dy),

i=1,6 for (Eg),

i=1 for (Er).
List 6.2.2.

Example 6.2.3. Let gc = gl(n,C) and A = (A1,...,\,) € 2™, A\ >
Ao > -+ > \,. Then 7, is a pan representation if and only if

A= =X 2 Apy1 == A

for some p (1 < p <n—1). Then, (gc)x is given by gl(p, C) +gl(n —p,C). The
kth symmetric tensor representation S*(C") (k € N) and the kth exterior repre-
sentation A¥(C™) (0 < k < n) are very special examples of pan representations
because the highest weight is given by (k,0,...,0) and (1,1,...,1,0,...,0),
respectively.

Okada [53] studied a specific class of irreducible finite dimensional repre-
sentations of classical Lie algebras, which he refers as “rectangular-shaped
representations”. This notion coincides with “pan representations” for the
type (4,), (Bn), and (C,). For the type (D,,), we note that the pan represen-
tations 7., (k € N) do not belong to his rectangular representations.

As we shall see in Section 8, irreducible unitary highest weight represen-
tations of scalar type (see Definition 8.1.1) of a non-compact simple Lie group
of Hermitian type are an infinite-dimensional version of pan representation.

Here is an application of Theorem 1 to the multiplicity-free problem of
tensor product representations.

Theorem 25 ([36, Theorem 7.3]).  The tensor product m\ ® m, of any
two pan representations Ty, m, decomposes with multiplicity free.

In other words, we have:

Theorem 25’ (multiplicity-free tensor product: finite dimensionalcase).
The tensor product representation Tyw, @ T, of a simple Lie algebra decom-
poses with multiplicity free for any non-negative integers k and l if i and j are
in the List 6.2.2.
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For example, some of classical cases have been studied by case-by-case
combinatorial argument (see Okada [53], and references therein). A part of
Theorem 26 (namely, in the case where h¢ is the Levi part of some maximal
parabolic subalgebra of gc) was obtained in Littelmann [49] by a different
method, that is, by showing the existence of an open orbit of a Borel subgroup.

Example 6.2.4. If \,u € Z" is of the form

for some p, k, a > b and x > y, then the tensor product representation 7y @ m,
of gl(n,C) decomposes with multiplicity free.

The tensor product representation can be regarded as a special case of
restrictions, namely, it is the restriction of a representation of the Lie algebra
gc @ gc with respect to its diagonal subalgebra

diag gc == {(X, X) : X € gc}.

In light that (gc @ gc, diag gc) forms a symmetric pair, the following theorem
gives a generalization of Theorem 25.

Theorem 26 (multiplicity-free restriction for symmetric pairs). Let
(gc, be) be a complex reductive symmetric pair. Then, for any irreducible pan
representation wy (see Definition 6.2.1), the restriction my|p. decomposes with
multiplicity free.

As far as the author is aware, Theorems 26 in this generality is not known,
although some particular cases were previously known by different argument
such as the open Borel orbit criterion and combinatorial techniques. Our proof
of Theorems 25 and 26 is based on Theorem 1, for which we shall report in
another paper. There, Corollary 13 (1) and Theorem 12 (visible actions on
Hermitian symmetric spaces) play a key role in geometry. One of the advantages
of our approach is that it brings analogous multiplicity-free theorems of infinite
dimensional representations as well (see Theorems 34 and 40).

Example 6.2.5. Suppose m) is an irreducible representation of gc =
gl(n, C) with highest weight

A=(a,...,a,b,...,b) € Z" (a>b).
—— ——
P n—p
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Then, 7, decomposes into a multiplicity-free sum of irreducible representations
of hc when restricted to the subalgebra h¢ of the following form:

0l(k,C) @ gl(n — k,C) (1 <k <n),
be = 0(”7((:)?
sp (g, (C) (n : even).

Explicit branching laws for some of classical cases are known in recent
years. For example, the branching laws of the restriction 7|y, are obtained by
Okada in the following special cases:

p=k, he = gl(k,C) @ gl(n — k,C), [63, Theorem 2.1],

p= {g} , he = o(n,C) or sp (g,(C) , [63, Theorem 2.6].
As one knows a priori by Theorem 26, Okada’s formulas are all multiplicity-
free. For some of exceptional symmetric pairs (gc, hc) such as (es, f4), Alikawa
[1] has computed multiplicity-free branching laws of pan representations.

§6.3. Multiplicity-free tensor product representations of gl(n,C)

We end this section with multiplicity-free tensor product representations
of gl(n, C). We have already seen some of such examples in Example 6.2.4. The
main machinery there was Theorem 1. We recall that Theorem 1 is strength-
ened by Theorem 2. Then, it turns out that Theorem 2 combined with the
Grassmann geometry (see Theorem 16) yields the list of all multiplicity-free
tensor product representations of gl(n,C) as follows:

Suppose that A is of the form

A=(a,...,a, b,....,b)eZ"
——— ——
P q

for some p, ¢,a and b such that p+ ¢ =n and a > b.

Theorem 27 (multiplicity-free tensor product of GL,, [38, 66]). The
tensor product representation wy ® m, decomposes with multiplicity free in the
following cases (divided according to the condition on \):

Case 1) min(a — b,p,q) = 1 (and v is arbitrary).

Case 2) min(a — b,p,q) = 2, and v is of the form
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(6.2) ()o@ Yyoo Yy Zyeeny 2),
—_—— ——

ni na ns

where x > y > z and ny + ng + n3 = n.

Case 3) min(a — b,p,q) > 3, and v is of the form (6.2) with min(x — y,y —
Z,’I’Ll,ng,ng) =1.

Remark 6.3.1.  Stembridge [66] gave a case-by-case combinatorial proof
of Theorem 27. He also proved that the above list exhausts all the multiplicity-
free cases up to switch of factor. Our proof of Theorem 27 (see [38, Theo-
rem 3.6]) is geometric, and is completely different from [66]. Some of explicit
decomposition formulas have been obtained recently; for example, see Kratten-
thaler [46] in the case n3 = 1.

87. Multiplicity-Free Representations — Compact Examples

In Section 6, we have presented a number of multiplicity-free theorems for
finite dimensional representations of reductive Lie algebras gc. By the Weyl
unitary trick, they can be interpreted also as those of compact Lie groups G.

However, there are some other “intrinsic” representations of compact Lie
groups, some of which are multiplicity-free. The Peter-Weyl theorem is a typical
example. This section collects a few more examples of multiplicity-free repre-
sentations of this kind. A large part of the results in this section is known, yet
we shall see that all of them are covered again by our multiplicity-free theorem
(Theorem 2).

§7.1. Regular representation on symmetric spaces — scalar case

Let K be a compact Lie group. First of all, let us recall the Peter-Weyl
theorem, which gives a decomposition of the regular representation on L?(K)
as a sum of irreducible representations of the direct product group K x K:

L}(K) ~ Z@u@u*.
;LGIA(

Among all, we pin down the following property:

Fact 28 (Peter-Weyl).  The regular representation L?(K) is multipli-
city-free as a representation of G := K x K.
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Via the (K x K)-equivariant isomorphism K ~ (K x K)/ diag K (see (5.1)),
Fact 28 can be regarded as a special case of the following statement:

Fact 29 (E. Cartan).  The regular representation L*(G/K) on a com-
pact symmetric space G/K 1is multiplicity-free as a representation of G.

This is a compact version of Corollary 22 in Section 5. This fact was
established by E. Cartan [7, Sect. 17] by going through all cases, and was later
by I. M. Gelfand [13] by using a more general method of the Hecke algebra.
Below we shall give a new proof of this fact (and its generalization) by using our
general machinery. An explicit decomposition formula for L?(G/K) is known
as the Cartan-Helgason theorem (see [73, §3.3.1]) for a connected G.

From our viewpoint, the geometric background of Facts 28 and 29 is the
visibility of the (K x K)-action on K¢ (Theorem 10) and the G-action on
G¢/Kc (Theorem 11). We shall explain this viewpoint in the process of gen-
eralizing Fact 29 (see Theorem 30 below).

§7.2. Regular representation on symmetric spaces — vector
bundle case

This subsection discusses a generalization
Fact 28 = Fact 29 = Theorem 30

by replacing “functions” by “sections” for vector bundles. Again the main
machinery for this will be the complex geometric approach given in Theorem 2.

Let (G, K) be a compact symmetric pair, and we fix a (finite dimensional,
unitary) representation p of K. Then we form a G-equivariant Hermitian vector
bundle G X g i — G/K, and define a unitary representation of G on the Hilbert
space L?(G X g p) consisting of L?-sections.

Unlike the scalar case L?(G/K), the unitary representation L?(G X ) is
not always multiplicity-free even though (G, K) is a compact symmetric pair.
Let us apply Theorem 2 to find the condition on g for which L?(G X )
becomes multiplicity-free as a representation of G.

We write g = £+ p for the Cartan decomposition of the Lie algebra g of
G. Take a maximal abelian subspace a of p, and we set

(7.1) M:={ke K:Ad(k)X =X forany X € a}.

Then, we have:
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Theorem 30 (cf. Deitmar [8]).  Let (G,K) be a compact symmetric
pair, and p a finite dimensional representation of K. Then the reqular rep-
resentation of G on L*(G Xk ) is multiplicity-free if the restriction u|pr is
multiplicity-free as a representation of M.

Proof. Our proof is built on the visible action of G on the complexified
symmetric space G¢/Kc (see Theorem 11 in Section 5).

What we need is to prove m, < 1forallm € G , where m, is the multiplicity
defined by m., := dim Homg (7, L*(G x i p)).

We extend p to a holomorphic representation of K¢ (and still use the same
notation p). Then, we have naturally a bundle map

GxXgp — Gc XK b

! !
G/K — G(c/K(c

which induces an injective G-homomorphism
(7.2) O(Ge Xk p) = L*(G xx )

by the unicity theorem of holomorphic functions.

Since any matrix coefficient of a finite dimensional representation of G
extends holomorphically to G¢, the image of the homomorphism (7.2) contains
an algebraic direct sum @ _g mqm, which is a dense subspace of L*(G Xk ).

Take any 7 € @, and we realize the multiple m,m ~ 7&- - -®x of the unitary
representation 7 of G in O(G¢ Xk, p). As in the proof of Theorem 11, we set
B := exp(v/—1a). We note that the subgroup M (see (7.1) for the definition)
coincides with Zgnk.(B) = Zk (B), the centralizer of B in K. Then, applying
Theorem 2 to the setting where (P, H, K, i, B) with the notation of Theorem 2
is (Gc¢, G, K¢, u, B) with the notation here, we conclude that m, = 1. Hence
Theorem 30 has been proved. O

Example 7.2.1. The assumption on p in Theorem 30 is obviously sat-
isfied if dim g = 1, especially if u is the trivial one dimensional representation.
Then, the above theorem is nothing but Fact 29.

Example 7.2.2. The assumption in Theorem 30 is satisfied for any
peKif (G,K)= (U(n),U1)xU(n—1)) or (O(n),O(n—1)). This will be
discussed in Facts 31 and 32.

Example 7.2.3 (Restriction U(n) | O(n)). The assumption in Theo-
rem 30 is satisfied for 4 = A*(C") (0 < k < n) if (G,K) = (U(n),0(n)).
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Hence, L?(U(n) X o(ny A¥(C™)) is multiplicity-free as a U(n)-module for any k.
By the Frobenius reciprocity, this is also equivalent to the following statement:

dim Homo(n)(Ak(Cn)7 Tlom)) <1

—

for any m € U(n) and for any k (0 < k <n).

Proof of Example 7.2.3. We observe that B ~ R™ and M ~ (Z/2Z)"
if (G,K) = (U(n),0(n)). Then, since the exterior representation A*(C") is
multiplicity-free when restricted to M, Example 7.2.3 is led by Theorem 30. [

§7.3. Some finite dimensional applications

We end up this section with some applications of Theorem 30 to branching
laws. It is very well-known that the restriction from U(n) to U(n — 1), and
from O(n) to O(n —1) is multiplicity-free. One way to see multiplicity-freeness
is of course to observe the explicit branching laws (e.g. [77]). An alternative
approach (e.g. [70]) is to show that a Borel subgroup of H¢ acts on the flag
variety of Gi¢ with an open orbit if

(Ge, He) =(GL(n,C),GL(n —1,C))
or (O(n,C),0(n—1,QC)).

As an alternative approach from our viewpoint on visible actions, we shall show
that Theorem 30 implies these classical results:

—

Fact 31 (O(n) | O(n—1)).  For any m € O(n), the restriction 7|o(n—1)
decomposes with multiplicity free.

Proof of Fact 31. By the Frobenius reciprocity, the assertion is equivalent
to:

(P,) Let (G,K)=(0(n),0(n—1)). Then L*(G x i p) is multiplicity-free as
a representation of G for any p € K.

The statement (P,) is obvious if n = 1. Suppose n > 2. Then, the
restriction p|ps is multiplicity-free for any p € K by the inductive assumption
(P,—1) in light that (K, M) ~ (O(n — 1),0(n — 2)). Hence, (P,) holds by
Theorem 30. Therefore (P,,) is proved for any n by induction. ]

A similar proof also works for the restriction U(n) | U(n — 1):
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—

Fact 32 (U(n) | U(n—1)).  For any m € U(n), the restriction 7|y n—1)
decomposes with multiplicity free.

As a third method, we should mention that Fact 32 can be shown also
directly from the visibility of the action of U(1) x U(n — 1) on the full flag
variety B(C™) as explained Example 5.1.4. (This was the approach taken in
[38, Example 2.4].)

§8. Multiplicity-Free Representations — Infinite Dimensional
Examples

So far, we have discussed finite dimensional examples. This section pro-
vides a number of multiplicity-free theorems for infinite dimensional represen-
tations. Again, Theorem 1 (or Theorem 2) serves as a main machinery here.
One of the advantages of our approach is that we can treat the infinite dimen-
sional case in a parallel fashion to the finite dimensional case (see Section 6).
It should be noted that some of branching laws here contain continuous spec-
trum, which occurs with multiplicity free. Typical cases may be compared in
the following correspondences:

Section 8 Section 6
group non-compact «—— compact
representations || of highest weight «—  of finite dimension
property scalar type «—— pan type

§8.1. Unitary highest weight representations

We review some basic notion regarding highest weight modules. Let G be
a non-compact simple Lie group, § a Cartan involution, and K := G?. We write
g = £+ for the Cartan decomposition of the Lie algebra g of G, corresponding
to the Cartan involution 6.

We say G is of Hermitian type if the center ¢(€) of ¢ is non-trivial. Then,
dim ¢(¢) = 1 and there exists a characteristic element Z € c() so that

gc=gC=tcoptap

is the eigenspace decomposition of ad(Z) with eigenvalues 0, v/—1 and —y/—1,
respectively. Then, the homogeneous space G/K becomes a Hermitian sym-
metric space of non-compact type.
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Here is a list of Lie algebras corresponding to non-compact simple Lie
groups of Hermitian type:

5u(p7 Q),5p(ma R)7 50(”7 2),50*(27’1), 66(714)7 27(725)?

where p,g,m > 1 and n > 3.
Suppose that (7, H) is an irreducible unitary representation of G, and Hx
is the underlying (gc, K)-module. We define a subspace of Hx by

(8.1) H’;: ={v€EHg :dr(Y)v=0 forany Y € p*}.

n
Then, it is known that Hﬁ( is either zero or irreducible as a representation of
K.

Definition 8.1.1. We say (w,H) is an irreducible unitary highest
weight representation if ’H'}: # {0}. Furthermore, 7 is of scalar type if
dimH?, = 1.

An irreducible (unitary) highest weight representation (7, H) of G is deter-
mined uniquely by the K-module structure on H';:. We fix a maximal abelian
subspace t of £, and a positive system AT (¢, t). The representation (m, H) will
be denoted by 7% (u) if u € v/—1t* is a highest weight of the K-module H’;;
with respect to the positive system AT (g, t).

An irreducible unitary highest weight representation 7 is called a (rel-
ative) holomorphic discrete series representation for G, if any matrix
coeflicient of 7 is square integrable over G modulo its center. Lowest weight
representations and anti-holomorphic discrete series representations are defined
similarly with p™ replaced by p~.

The classification of irreducible unitary highest weight representations was
accomplished in Enright-Howe-Wallach [10] and Jakobsen [25] (see also [11]).
There exist infinitely many unitary highest weight representations of scalar type
for any non-compact simple Lie group of Hermitian type.

88.2. Restriction to a unipotent subgroup N

Let G be a non-compact simple Lie group of Hermitian type, and N a
maximal unipotent subgroup of G. Then, our abstract multiplicity-free theorem
(Theorem 1) combined with the (strong) visibility of the action (Theorem 14)
leads us to the following multiplicity-free theorem:
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Theorem 33 (restriction to a unipotent subgroup).  If w is an irredu-
cible unitary highest weight representation of G of scalar type, then the restric-
tion m|n is multiplicity-free.

Example 8.2.1 (Hardy space). The (classical) Hardy space is the
Fourier image of L?-functions supported on the positive half line. A group
theoretic aspect of this is the fact that the limit of holomorphic discrete series
representation m of G = SL(2,R) is decomposed into the direct integral of ?*¢

(£ > 0) with multiplicity one, when restricted to a maximal unipotent subgroup
N ~R.

88.3. Restriction to a symmetric subgroup

We keep our setting that G is a non-compact simple Lie group of Hermitian
type. Here is a main multiplicity-free theorem in this section. It may be
regarded as an infinite dimensional version of Theorem 26.

Theorem 34 (multiplicity-free restriction for symmetric pairs, [32]).
Suppose m is an irreducible unitary highest weight representation of G of scalar
type. Then, the restriction w|g decomposes with multiplicity free for any sub-
group H such that (G, H) is a semisimple symmetric pair.

Here, we should note that the subgroup H is not necessarily compact.
Accordingly, the restriction 7|y may contain continuous spectrum (see Fact 35
and Theorem 36 below for more details).

We refer to [36, Theorem A] for a proof of Theorem 34 based on our ma-
chinery, i.e., Theorem 1. For some classical cases, one could give an alternative
proof of Theorem 34 (and also Theorem 39 below) by case-by-case argument,
by using the idea of see-saw dual pairs ([19]). However, our approach to Theo-
rem 34 is simple and geometric. It connects branching problems 7|y with the
geometry of the H-action on the Hermitian symmetric space, which is (strongly)
visible (see Theorem 12).

Suppose that (G, H) is a symmetric pair defined by an involutive auto-
morphism 7 of G, namely, (G")g C H C G™. We may and do take a Cartan
involution 6 of G such that 76 = 7. Then, 7 stabilizes K (= G?), its Lie
algebra £, and also the center c(£) of €. Since c(£) is of one dimension, 7 acts
on ¢(€) by either +1 or —1 because 72 = id.

Definition 8.3.1.  We say a symmetric pair (G, H) is of holomorphic
type (respectively, of anti-holomorphic type) if 7 acts on ¢(£) as the scalar
+1 (respectively, —1).
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Then, the natural embedding H/H N K — G/K is holomorphic if (G, H)
is of holomorphic type, while it is totally real if (G, H) is of anti-holomorphic
type.

Here is a sharp contrast on the existence of continuous spectrum in the
branching law:

Fact 35 ([33, 34]).  Suppose (G, H) is a symmetric pair of holomorphic
type and that w is a unitary highest weight representation of G. Then the

restriction 7|y decomposes discretely.

Theorem 36.  Suppose (G, H) is a symmetric pair of anti-holomorphic
type, and that 7 is a holomorphic discrete series representation of G.

1) The restriction |y always contains continuous spectrum.

2) There are at most a finite number of discrete spectrum in the branching law
of the restriction T|g.

3) If 7 is furthermore of scalar type, then there is no discrete spectrum in |y .

Theorem 36 is a consequence of the result of Howe, Repka, Olafsson
and Orsted ([19, 59, 54]) that the restriction 7|y is unitarily equivalent to
L*(H xgng p) if 7 = 7%(u). We should note that the restriction map from
(L>NO)(G xx p) to L2(H X g ) is not unitary but has a dense image. For
7 of scalar type, i.e. dim pu = 1, explicit Plancherel formula for the restriction
7| has been recently studied by Neretin [52], etc.

We end this subsection with two exclusive examples of Theorem 34 accord-
ing to holomorphic and anti-holomorphic type (Definition 8.3.1) by assuming
furthermore that 7 is a holomorphic discrete series representation.

Example 8.3.2. The Hua-Kostant-Schmid formula gives the branching
law of 7|k. It is multiplicity-free, and is a special case of Theorem 34 and
Fact 35.

Example 8.3.3.  Suppose (G, H) is of anti-holomorphic type (see Def-
inition 8.3.1). Then the restriction 7|y is an example of Theorems 34 and 36,
and gives rise to a “canonical representation” in the sense of Gelfand-Graev-
Vershik, which is unitarily equivalent to L?(H/H N K) as an abstract unitary

representation.
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§8.4. Boundedness and uniform boundedness of multiplicities

This subsection reviews known facts on the multiplicity in the branch-
ing laws 7|y with respect to a reductive symmetric pair (G, H) without any
assumption on m € @, and examines the status of Theorem 34 from wider
perspectives.

ForTeﬁandweCAlweset

my(7) := dim Hompg (7, 7| g ),

the dimension of the space of continuous H-homomorphisms.

Suppose (G, H) is a reductive symmetric pair. In general, m,(7) can be
infinity. Even finite multiplicities and infinite multiplicities can stand together
in the same branching law as below:

Example 8.4.1 (see [35, Example 5.5]). Let (G,H) = (SO(5,C),
S0O(3,2)), and 7 be a (certain) principal series representation of G. Then,

1) m|g contains both continuous and discrete spectrum.
As for discrete spectrum, the following statements hold:
2) For some oy € H, dim Homy (o, 7| 5) = oc.

3) For some oy € ﬁ, 0 < dim Hompg (09, 7| g) < o0.

However, if the restriction decomposes discretely, we have a finiteness the-
orem of multiplicities like Harish-Chandra’s admissibility theorem. Here, we
just mention a special case where 7 is a discrete series representation of G (see
[35, Conjecture C] and [37, Section 3] for the background and more general
results):

Fact 37 (bounded multiplicity theorem, [33, Part III]).  If the restric-
tion m|p is (infinitesimally) discretely decomposable, then m,(T) < oo for any
TeH.

The key machinery of the proof is the associated variety of m and the
asymptotic behavior of K-types. Since this method is out of the scope of this
article, we do not go into details here. See [33, Part III] and [39, Section 5].

We should remark that m,(7) is bounded but not always uniformly boun-
ded in Fact 37. This can happen even in the case H = K (a maximal compact
subgroup of G).
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Example 8.4.2. Let (G,H) = (Sp(2,R),U(2)), and 7 be a non-holo-
morphic discrete series representation. Then we have

1) my () < oo for any 7 € H.

2) sup m,(7) = 0.
reH
Thus, the following uniform boundedness theorem is noteworthy for any
highest weight representations 7 (not necessarily of scalar type).

Theorem 38 (uniform boundedness theorem, [36, Theorem B]).  Sup-
pose (G, H) is a symmetric pair of holomorphic type, and 7 is an irreducible
unitary highest weight representation of G. Then, we have

sup mq (1) < oo.
TEPAI

Sketch of Proof. Use Theorem 34 and tensoring argument. O

88.5. A generalization of Hua-Kostant-Schmid formula

If a representation is known a priori to be multiplicity-free, one may be
tempted to find its decomposition formula explicitly.

In this subsection, we present a new explicit decomposition formula of the
restriction 7|y which is known a priori to be multiplicity-free by Theorem 34.

Let (G, H) be of holomorphic type (Definition 8.3.1). We take a Cartan
subalgebra t of £ such that t7 := tNh is also a Cartan subalgebra of €N k. We
write

pH) T ={Xept:7X =-X}.

Let us take a maximal set {vq,...,v;} of strongly orthogonal roots in
A((pT)~",t7). We note that the cardinality k coincides with the real rank
(sometimes called the split rank) of the semisimple symmetric space G/H.

Theorem 39 (branching law for semisimple symmetric pairs, [32]).
Retain the setting as above. Let 7% (i) be a holomorphic discrete series rep-
resentation of scalar type, and (G, H) a symmetric pair of holomorphic type
such that H is connected. Then, the representation w%(u) decomposes into a
discrete, multiplicity-free sum of irreducible representations of H as follows:

k
(8.2) () ‘Hﬁ P S - =Y
j=1

ar>->ap>0
ai,...,a €N
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We note that the Hermitian symmetric pair (G, K) itself is a holomorphic
type. In this special setting where H = K, all representations in the right side
of (8.2) are finite dimensional. In this case, the branching law (8.2) is due to
Hua (classical), Kostant (unpublished), and Schmid [62]. Johnson [27] gave an
alternative proof, again in the compact H case. In the general case with H
noncompact the formula was given by the author [32] with a sketch of proof.

88.6. Multiplicity-free tensor product representations

Parallel to the multiplicity-free result (Theorem 34) for the reductive sym-
metric pair (G, H), we can also prove a multiplicity-free theorem for the tensor
product representations:

Theorem 40 (multiplicity-free tensor product: infinite dimensional case;
[32, 36]).

1) If w1 and 7o are irreducible unitary highest weight representations of scalar
type, then the tensor product representation m &y decomposes discretely
into a sum of irreducible representations with multiplicity free.

2) If m (respectively, m2) is an irreducible unitary highest (respectively, lowest)
weight representation, then the tensor product m ®my is still multiplicity-
free.

Here, ® denotes the Hilbert completion of an algebraic tensor product.

Remark 8.6.1.

1) We notice that the decomposition formula in the case (2) contains continu-
ous spectrum in general. In particular, this is the case if 7y is a holomorphic
discrete series representation and 7y is an anti-holomorphic discrete series

representation.

2) The underlying geometry which we need in the proof is the (strong) visibil-
ity of the diagonal action of G on the direct product manifold G/K x G/K
(see Corollary 13).

3) Theorem 40 can be regarded as an infinite dimensional version of the
multiplicity-free result (Theorem 25) for finite dimensional representations.
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89. The Orbit Method

In the spirit of the Kirillov-Kostant orbit method, we may expect that
multiplicity-free theorems of representations should be reflected by the geome-
try of coadjoint orbits.

This section introduces briefly this kind of results obtained jointly with
Nasrin [43], which is a counterpart of representation-theoretic results (Theo-
rems 34 and 40).

Let G be a non-compact simple Lie group such that G/K is a Hermitian
symmetric space. We shall identify the Lie algebra g with its dual g*, and write
¢ € g* for the corresponding element to the characteristic element Z € c(£) (see
Section 8.1 for the notation). In the spirit of the orbit method, a unitary highest
weight module 7 of scalar type may “correspond to” the coadjoint orbit

Of .= Ad*(G)(\) c vV—1g*

for some A € v/—1R.

Suppose H is a subgroup of G, and we write pr : g* — bh* for the natural
projection of the dual of Lie algebras.

Then the following theorem is a counterpart of the multiplicity-free prop-
erty of the branching law 7|y (Theorem 34).

Theorem 41 (geometry of coadjoint orbit, [43, Theorem A)). If (G, H)
is a symmetric pair, then the intersection O)Cf Npr—Y(OM) is a single H-orbit
for any A € /1R and for any coadjoint orbit O in b*, whenever it is non-
empty.

For a general coadjoint orbit O in g*, there may exist infinitely many
H-orbits on OY Npr~1(Of). This can happen even when H = K. See [43] for
such a counterexample in the case (G, H) = (SL(n,R), SO(n)) (n > 3).

Applying Theorem 41 to a connected H (by replacing the identity compo-
nent of H if necessary), we have the following topological observation:

Corollary 42. In the setting of Theorem 41, the intersection (9? N
pr=Y(OH) is connected for any X € V—1R and for any coadjoint orbit OF
n h*.

Next, let us consider the geometry of coadjoint orbits corresponding to the
tensor product representations m ®&me. For simplicity, we treat here the case
where 7 >~ 79 or m =~ 75 in Theorem 40.
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The projection dual to the embedding, diagg — g @ g is given by
pr:g-®gt—g", (v,12)— 1 +1e.
We write O9*C | for the coadjoint orbit of G'x G which goes through (A1¢, A2¢)

(A1,22)

e V=I(g" ®g*) if A\, do € V=IR.

Theorem 43 ([43, Theorem B]).  The intersection C’)g\i\? N pr1(0%)

(respectively, Og\xg\) N pr=Y(O%)) is a single G-orbit acting diagonally on

V—1(g* @ g*) for any A € /—1R and for any coadjoint orbit OF in \/—1g*,

whenever the intersection is non-empty.

The coadjoint orbit Of carries naturally a symplectic structure, on which
G (and therefore H) acts by symplectic diffeomorphisms. The projection map
pr : v/—1g* — /—1b*, when restricted to Of, gives rise to the momentum
map
p:O5 ="

for the H-action on Of. Then, Theorem 41 (and likewise Theorem 43) asserts
that the momentum map separates all H-orbits. Relevant results are known
by Brion [6], Huckleberry and Wurzbacher [22] for the action of a connected
compact Lie group on a projective variety in the context of spherical embed-
ding. It should be noted that the symplectic manifold Of is non-compact and
that the group H is not necessary compact in Theorem 41.
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