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Abstract

In this paper we investigate the effects of time delay and diffusion rate on the sta-
bility of the positive steady state for a competition diffusion system with distributed
delay. We obtain the condition of instability of the positive uniform steady state.
Regarding the time delay as bifurcation parameter, we reduce the original system on
the center manifold and get the stability of the Hopf bifurcation periodic solutions.
Finally, regarding the diffusion rate as a bifurcation parameter, we show that the one-
dimensional competition diffusion system with infinite delay and Dirichlet boundary
condition exhibits the spatiotemporal structures near the steady state of the system.

§1. Introduction

Yamada and Niikura [14] considered the following semilinear parabolic
system

∂u

∂t
= D(α)∆u + C(α)u +

∫ t

−∞
k(t − s, α)u(x, s)ds + f(ut, α)(x),(1.1)

∂u

∂n
= 0, t ∈ R, x ∈ ∂Ω,

where u ∈ Rn, x ∈ Ω, a bounded domain in RN with smooth boundary, α is a
parameter in an open interval I ⊂ R, ut(x, s) = u(x, t + s) for s ≤ 0, ∂u

∂n is the
outward normal derivative on ∂Ω. They established the existence conditions of
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580 Yanbin Tang and Li Zhou

nontrivial spatially homogeneous periodic solutions. J. H. Wu [13] illustrated
the above result with the following semilinear Lotka-Volterra diffusion equa-
tion, modelling the population density of a species which lives in Ω undergoing
diffusion and memory effects.

∂u

∂t
= d∆u + u[a − bu −

∫ t

−∞
k(t − s)u(x, s)ds], (x, t) ∈ Ω × R,(1.2)

∂u

∂n
= 0, (x, t) ∈ ∂Ω × R,

where a > 0, b ≥ 0, d > 0 are some positive constants and k : [0, +∞) → R is
given so that

∫ +∞
0

(|k(t)|+ t|k(t)|)dt < ∞, for example, k(t) = αt
ρ2 e−

t
ρ with α >

0, ρ > 0. In this case, the Laplace transformation k̂(λ) =
∫ +∞
0

e−λtk(t)dt =
α

(1+λρ)2 . Consider α as a parameter, the nontrivial periodic solutions of (1.2)
bifurcate from the positive equilibrium u∗ = a

b+
∫+∞
0 k(t)dt

as α passing through

the critical value α0 = 2(1+ρbu∗)2

u∗ρ .
Delays are often incorporated into population models for resource regen-

eration times, maturing times or gestation periods [6]. Gourley et al. [1, 7]
considered reaction diffusion systems with delay terms. The system represents
two interacting species

∂u1

∂t
= F1(u1, u2, G11 ∗ ∗u1, G12 ∗ ∗u2) + D1

∂2u1

∂x2
,

∂u2

∂t
= F2(u1, u2, G21 ∗ ∗u1, G22 ∗ ∗u2) + D2

∂2u2

∂x2

for x ∈ (−∞, +∞), t ≥ 0, and the double convolution is defined by

(Gij ∗ ∗uj)(x, t) =
∫ +∞

−∞

∫ t

−∞
Gij(x − y, t − s)uj(y, s)dsdy, i, j = 1, 2,

and each of the kernels Gij satisfies that
(A) Gij(x, t) ≥ 0, (x, t) ∈ (−∞, +∞) × [0, +∞),
(B) For each t ≥ 0, Gij(x, t) is an even function of x,
(C)

∫ +∞
−∞

∫ +∞
0

Gij(x, t)dtdx = 1, i, j = 1, 2.

Gourley et al. [1, 7] presented a computational method for determining
regions in parameter space corresponding to linear instability of a spatially
uniform steady state solution. Similarly, for the variety of kernels, Beretta et
al. [2], Hasting [10], Yamada et al. [14] discussed the corresponding mod-
els.
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In this paper we consider a competition diffusion system with distributed
delay

(1.3)
∂U

∂t
= d∆U + r1U

[
1 −

∫ t

−∞
f(t − τ )U(τ, x)dτ − µ1

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

∂V

∂t
= d∆V + r2V

[
1 − µ2

∫ t

−∞
f(t − τ )U(τ, x)dτ −

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

where the positive parameters µ1, µ2, r1, r2 satisfy that

µ1 < 1 < 1/µ2.(1.4)

The system has a unique positive spatially uniform steady state (u∗, v∗), that
is,

(u∗, v∗) = ((1 − µ1)/(1 − µ1µ2), (1 − µ2)/(1 − µ1µ2)).(1.5)

The distributed time delay should be viewed as the effects of past history [2, 10].
f(t) is the delay kernel or memory function such that

∫ +∞
0

f(t)dt = 1. For ex-
ample, f(t) = αe−αt and f(t) = α2te−αt (which are called the weak and strong
generic kernels, respectively) have been used in the context of various spatially
homogeneous predator-prey models with delay [1–11]. The weak generic kernel
and the strong generic kernel have quite different behavior in terms of mod-
elling the memory or delay effects. While the former decays monotonically for
t > 0 and represents a memory that progressively becomes weaker as one goes
further into the past, the latter increases for a range t < 1/α. Thus, for the
strong kernel, the most important moment in the past is 1/α units before the
present time t, and the effect of the past decreases as one goes even further
into the past [4]. The occurrence of spatial form and pattern evolving from a
spatially homogeneous initial state is a fundamental problem in developmen-
tal biology. For the memory function f(t) = δ(t) with δ being the Dirac delta
function, one gets the case of the so-called zero delay, (u∗, v∗) is globally asymp-
totically stable for all positive initial values [16], for f(t) = δ(t − r), the case
of discrete delay, there exists a positive critical value r0 such that (u∗, v∗) is
locally asymptotically stable for 0 ≤ r < r0 and the Hopf bifurcation periodic
solutions bifurcate from (u∗, v∗) as r passing through r0 [15, 17, 18].

In this paper we consider the effects of time delay and diffusion rate on
Hopf bifurcations in competition diffusion system (1.3) with the strong generic
kernel. In section 2 we discuss the local stability of the positive equilibrium and
describe the condition for the Hopf bifurcation, regarding α as a bifurcation
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parameter. In section 3 we study the stability of the bifurcation periodic solu-
tions near the bifurcation value by applying the method published by Hassard
et al. [9] for unbounded delay functional differential equations. We prove that
a Hopf bifurcation occurs at α0 for increasing values of α, toward stable peri-
odic solutions. In section 4 we discuss the effects of diffusion rate on stability
of spatially uniform steady state (u∗, v∗) of the one-dimensional competition
diffusion system with infinite delay. Regarding the diffusion rate d as a bifur-
cation parameter, we prove that a Hopf bifurcation occurs at d0 for decreasing
values of d, and show that the system exhibits spatiotemporal structures near
the steady state of the system.

§2. Local Stability and Hopf Bifurcation

We now consider the modification of competition diffusion system with
distributed delay and Neumann boundary condition

(2.1)
∂U

∂t
= d∆U + r1U

[
1 −

∫ t

−∞
f(t − τ )U(τ, x)dτ − µ1

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

∂V

∂t
= d∆V + r2V

[
1 − µ2

∫ t

−∞
f(t − τ )U(τ, x)dτ −

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

∂U

∂n
(t, x) =

∂V

∂n
(t, x) = 0, t ∈ R, x ∈ ∂Ω,

(U, V ) = (ϕ̃1(t, x), ϕ̃2(t, x)), (t, x) ∈ (−∞, 0] × Ω,

where Ω is a bounded domain in RN , for simplicity, we choose d = 1 and
assume that the positive parameters µ1, µ2, r1, r2 satisfy that (1.4). Following
the usual linearization procedure, set

u(t, x) = U(t, x) − u∗, v(t, x) = V (t, x) − v∗,

and substitute them into (2.1), we have

∂

∂t

(
u(t, x)
v(t, x)

)
= ∆

(
u(t, x)
v(t, x)

)
− B

∫ 0

−∞
fα(−s)

(
u(t + s, x)
v(t + s, x)

)
ds + F,(2.2)

∂u

∂n
(t, x) =

∂v

∂n
(t, x) = 0, t ∈ R, x ∈ ∂Ω,

(u, v) = (ϕ1(t, x), ϕ2(t, x)), (t, x) ∈ (−∞, 0] × Ω,
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where fα(s) = s
α2 e−

s
α , s ∈ [0, +∞), (ϕ1, ϕ2) ∈ C((−∞, 0], X ×X), X = L2(Ω),

and

B =

(
r1u

∗ r1µ1u
∗

r2µ2v
∗ r2v

∗

)
,

F =−
(

r1u(t, x) r1µ1u(t, x)
r2µ2v(t, x) r2v(t, x)

)∫ 0

−∞
fα(−s)

(
u(t + s, x)
v(t + s, x)

)
ds.

The associated linearized problem is

∂

∂t

(
u(t, x)
v(t, x)

)
= ∆

(
u(t, x)
v(t, x)

)
− B

∫ 0

−∞
fα(−s)

(
u(t + s, x)
v(t + s, x)

)
ds,

∂u

∂n
(t, x) =

∂v

∂n
(t, x) = 0, t ∈ R, x ∈ ∂Ω,(2.3)

(u, v) = (ϕ1(t, x), ϕ2(t, x)), (t, x) ∈ (−∞, 0] × Ω.

In terms of the eigenvalues 0 = ν0 < ν1 ≤ ν2 ≤ · · · for −∆ subject to the
Neumann boundary condition and their corresponding eigenfunctions e0(x) ≡

1, e1(x), e2(x), · · · , we introduce the operator A =

(
∆ 0
0 ∆

)
: D(A) → X × X,

with domain

D(A) =

{(
y

z

)
∈ (H2(Ω) × H1

0 (Ω))2
}

.

The operator A is an infinitesimal generator of a compact C0−semigroup [12].
The study of the stability of (u∗, v∗) leads to the investigation of the eigenvalue
problem

(2.4)

∆(α, λ)

(
y

z

)
≡

(
A− B

∫ 0

−∞
fα(−s)eλsds − λI

) (
y

z

)
= 0, 0 	=

(
y

z

)
∈ D(A).

Or the study of the point spectrum Pσ(A1(α)), where A1(α) is the infinitesimal
generator of the semigroup induced by solutions of equation (2.3)([8, 13]) with

(2.5)

A1(α)ϕ(θ) =
dϕ

dθ
, −∞ < θ ≤ 0,

D(A1(α)) =
{

ϕ ∈ C1, ϕ(0) ∈ D(A), ϕ̇(0) = Aϕ(0) − B

∫ 0

−∞
fα(−s)ϕ(s)ds

}
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where C1 = C((−∞, 0])
⋂
C1((−∞, 0)). The set of point spectrum of A con-

sists of a sequence of real numbers {−νn|0 = ν0 < ν1 ≤ ν2 ≤ . . .} with the
corresponding eigenspaces

ES0 = Span

{(
1
0

)
,

(
0
1

)}
, ESn = Span

{(
en(x)

0

)
,

(
0

en(x)

)}
, n = 1, 2, . . . .

Therefore, (2.4) is equivalent to a sequence of eigenvalue problems

∆(n, α, λ)

(
αn

βn

)
≡

(
−νnI − B

∫ 0

−∞
fα(−s)eλsds − λI

) (
αn

βn

)
= 0,(2.6) (

y

z

)
n

=

(
αn

βn

)
en(x), n = 0, 1, 2, . . . ,

then we obtain a sequence of characteristic equations

det

[
(λ + νn)I + B

∫ 0

−∞
fα(−s)eλsds

]
= 0, n = 0, 1, 2, . . . .(2.7)

For the strong generic kernel fα(s) = s
α2 e−

s
α ,

∫ 0

−∞ fα(−s)eλsds = 1
(1+λα)2 ,

then we have

(2.8)

[(λ + νn)(α2λ2 + 2λα + 1) + M1][(λ + νn)(α2λ2 + 2λα + 1) + M2] = 0,

n = 0, 1, 2, . . ., which are equivalent to (2.9) and/or (2.10)

λ3 + p1λ
2 + p2λ + p31 = 0, n = 0, 1, 2, . . . .(2.9)

λ3 + p1λ
2 + p2λ + p32 = 0, n = 0, 1, 2, . . . .(2.10)

where

p1 = νn +
2
α

, p2 =
2νn

α
+

1
α2

, p31 =
νn + M1

α2
, p32 =

νn + M2

α2

M1,2 =
1
2

[
r1u

∗ + r2v
∗ ∓

√
(r1u∗ + r2v∗)2 − 4r1r2(1 − µ1µ2)u∗v∗

]
.

The condition (1.4) implies that 0 < M1 < M2. By the Routh-Hurwitz crite-
rion, the necessary and sufficient conditions for the characteristic roots of (2.9)
and (2.10) to have negative parts are (i) p1 > 0, (ii) p31 > 0 or p32 > 0 , (iii)
p1p2 > p31 or p1p2 > p32. Obviously, (i) and (ii) are satisfied. Since

p1p2 − p31 =
1
α3

(2α2ν2
n + 4ανn + 2 − αM1),

p1p2 − p32 =
1
α3

(2α2ν2
n + 4ανn + 2 − αM2),
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if 0 ≤ α < α0 ≡ 2
M2

, then for any n ≥ 0, p1p2 − p31 > p1p2 − p32 > 0.
According to the Routh-Hurwitz criterion, all roots of (2.9) and (2.10) have
negative real parts, this implies that the positive steady state (u∗, v∗) is locally
asymptotically stable.

If α = α0, then we have

p1p2 − p31 > 0, n = 0, 1, 2, . . . ;

p1p2 − p32 > 0, n = 1, 2, . . . ; p1p2 − p32 = 0, n = 0.

The Routh-Hurwitz criterion implies that all roots of (2.8) have negative real
parts for n = 1, 2, . . .. For n = 0, all roots of (2.9) have negative real parts and
(2.10) has three roots, a pair of complex, simple eigenvalues λ(α0) = i

α0
and

λ(α0) = − i
α0

and one negative real root λ3(α0) = − 2
α0

.
Therefore, we know that α = α0 is a critical value and some consequences

as follows.
(1) All eigenvalues of (2.8) have negative real parts for α < α0;
(2) If α = α0, (2.8) has a pair of pure imaginary eigenvalues λ(α0) = i

α0

and λ(α0) for n = 0, and other eigenvalues have negative real parts for n ≥ 0.
Hence we have the following result about the Hopf bifurcation.

Theorem 2.1. A Hopf bifurcation of the steady state (u∗, v∗) occurs as
α increasingly passes through α0.

Proof. According to the Hopf bifurcation Theorem, it suffices to verify
the transversality condition. For n = 0, (2.10) can be rewritten as

λ3 +
2
α

λ2 +
1
α2

λ +
M2

α2
= 0.

Find the derivative on both sides with respect to α, we have

dλ

dα
=

2(αλ2 + λ + M2)
α(3α2λ2 + 4αλ + 1)

Since λ(α0) = i
α0

, we have

dλ

dα
|α=α0 =

1 − 3i

5α2
0

,
dReλ
dα

|α=α0 =
1

5α2
0

> 0.

This implies that the transversality condition holds true. Therefore, a Hopf bi-
furcation of (u∗, v∗) occurs as α increasingly passes through α0. This completes
the proof.
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Remark. The above result shows that for system (2.1), if the time delay
α is less than a critical value α0, there is no spatial, temporal or spatiotemporal
structure and the effect of delay is to make the species distributed uniform over
the region Ω as t → +∞. When α passes through the critical value, the Hopf
bifurcation occurs and demonstrates that the system exhibits certain temporal
structures.

In the problem (2.1), we use the strong generic kernel fα(s) = s
α2 e−

s
α ,

s ∈ [0, +∞). For the weak generic kernel fα(s) = 1
αe−

s
α , s ∈ [0, +∞), we have∫ 0

−∞ fα(−s)eλsds = 1
λα+1 , then (2.7) becomes[

λ2 +
(

1
α

+ νn

)
λ +

ν2
n + M1

α

] [
λ2 +

(
1
α

+ νn

)
λ +

ν2
n + M2

α

]
= 0,(2.11)

where n = 0, 1, 2, . . . , α > 0, νn ≥ 0, 0 < M1 < M2. Using the Routh-Hurwitz
criterion, we obtain that for every n ≥ 0 the roots of (2.11) all lie in the left
half complex plane, that is, the steady state (u∗, v∗) is linearly stable. This
illustrates that the weak generic kernel and the strong generic kernel exhibit
quite different behavior in terms of modelling the memory (or delay) effects
[3, 4, 5].

§3. Stability of the Hopf Bifurcation Solutions

We now investigate the stability of the Hopf bifurcation periodic solutions.
Rewrite (2.1) into the operator differential equation

ẋt = A1(α)xt + X0xt(3.1)

where x = (u, v)T , xt(θ) = x(t + θ), θ ∈ (−∞, 0]. The linear operator A1(α) is
defined in (2.4) and the nonlinear one X0 is defined as follows.

X0ϕ(θ) =



(
0
0

)
, θ ∈ (−∞, 0),

−
(

r1ϕ1(0) r1µ1ϕ1(0)
r2µ2ϕ2(0) r2ϕ2(0)

)∫ 0

−∞ fα(−s)ϕ(s)ds, θ = 0.

(3.2)

The adjoint operator A∗
1(α0) is defined as follows.

A∗
1(α0)ψ(δ) =−dψ

dδ
, 0 ≤ δ < +∞,(3.3)

D(A∗
1(α0)) =

{
ψ ∈ C1, ψ(0) ∈ D(A),−ψ̇(0)

= Aψ(0) − BT

∫ 0

−∞
fα0(−s)ψ(−s)ds

}
.
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here C1 = C[0, +∞)
⋂
C1(0, +∞). In order to determine the Poincaré normal

form of operator A1(α0), we need to compute the eigenvector q(θ) of the op-
erator A1(α0) belonging to the eigenvalue i

α0
, and the eigenvector q∗(θ) of the

operator A∗
1(α0) belonging to the eigenvalue − i

α0
. We know that the eigenvalue

problem A1(α0)ϕ = ± i
α0

ϕ has the eigenfunctions

Φ(θ) = (q(θ), q(θ)), q(θ) =

(
1
β0

)
e

θ
α0

i, −∞ < θ ≤ 0,(3.4)

where the vector (1, β0)T satisfies that

∆
(

0, α0,
i

α0

) (
1
β0

)
= 0,

then we have β0 = M2−r1u∗

r1µ1u∗ .
Similarly, the eigenvalue problem A∗

1(α0)ψ = ∓ i
α0

ψ has the eigenfunctions

Ψ(θ) = (q∗(θ), q∗(θ)), q∗(θ) = D

(
1
β∗

)
e

θ
α0

i, 0 ≤ θ < +∞,(3.5)

where the vector (1, β∗)T satisfies that

(1, β∗)∆
(

0, α0,−
i

α0

)
= 0,

then we have β∗ = M2−r1u∗

r2µ2v∗ , D is a free constant which can be determined by
the condition 〈q∗, q〉 = 1, where 〈·, ·〉 is the scalar product which is defined by

〈ψ, φ〉 = ψ
T
(0) · φ(0) −

∫ 0

−∞

(∫ 0

s

ψ
T
(t − s)Bfα0(−s)ϕ(t)dt

)
ds.(3.6)

Here ψ
T

denotes the transpose of the complex conjugate of ψ. Hence 〈q∗, q〉 = 1
implies that

D

[
1 + β0β

∗ − (1, β∗)B

(
1
β0

)
2α0

(1 + i)3

]
= 1.

Since (1, β∗) 2
α0

= (1, β∗)B, we have

D =
2 − i

5(1 + β0β∗)
.(3.7)

Now we reduce the vector-valued function xt ∈ (C(−∞, 0]
⋂
C1(−∞, 0))2 to

the two dimensional case. It is obvious that 〈q∗, q〉 = 0, so we consider the
transformation

z = 〈q∗, xt〉, w = xt − zq − zq,(3.8)
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so that z and z are the local coordinates for the center manifold C0 in the
directions of q and q. In the variables z and w, the operator equation (3.1)
becomes

ż =
i

α0
z + 〈q∗(θ),X0(w + 2Re{zq(θ)})〉,(3.9)

ẇ =A1(α0)w − 2Re{〈q∗(θ),X0(w + 2Re{zq(θ)})〉q(θ)}
+X0(w + 2Re{zq(θ)}).

On the manifold C0, w(t, θ) = w(z(t), z(t), θ), where

w(z, z, θ) = w20
z2

2
+ w11zz + w02

z2

2
+ · · · .(3.10)

According to the definition of the nonlinear operator X0, we have

〈q∗(θ),X0(w + 2Re{zq(θ)})〉 = q∗T (0) · X0(w(z, z, 0) + 2Re{zq(0)}) =: g(z, z),

denote H(z, z, θ) = X0(w + 2Re{zq(θ)}) − 2Re{g(z, z)q(θ)}, then

ż =
i

α0
z + g(z, z),(3.11)

ẇ = A1(α0)w + H(z, z, θ)

Now we expand the functions g(z, z) and H(z, z, θ) in powers of z, z on the
center manifold C0:

g(z, z) = g20
z2

2
+ g11zz + g02

z2

2
+ g21

z2z

2
+ · · · ,(3.12)

H(z, z, θ) = H20
z2

2
+ H11zz + H02

z2

2
+ · · · ,(3.13)

then, according to the definition of g(z, z) and H(z, z, θ), we can determine the
coefficients of the expansions (3.12)(3.13).

For simplicity, we just calculate the Hopf bifurcation direction with the
coefficients of (2.1) in a special case: r1 = r2, µ1 = µ2. On the case, we have

u∗ = v∗ =
1

1 + µ1
, M2 = r1, β0 = β∗ = 1.(3.14)

Since

X0(w + 2Re{zq(θ)}) =



(
0
0

)
, θ ∈ (−∞, 0),(

f1
0

f2
0

)
, θ = 0.(

f1
0

f2
0

)
= −

(
(w(1)(0) + z + z)[r1(w̃(1) − z

2 i + z
2 i) + r1µ1(w̃(2) − z

2 i + z
2 i)]

(w(2)(0) + z + z)[r1µ1(w̃(1) − z
2 i + z

2 i) + r1(w̃(2) − z
2 i + z

2 i)]

)
,
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where w̃ = (w̃(1), w̃(2))T =
∫ 0

−∞ fα0(−s)w(s)ds. Use the result β0 = β∗ = 1,
we have

g(z, z) = D(1, β∗) ·
(

f1
0

f2
0

)
= D(f1

0 + β∗f2
0 ) = D(f1

0 + f2
0 ),

H(z, z, θ) = −2Re{D(f1
0 + f2

0 )q(θ)} +



(
0
0

)
, θ ∈ (−∞, 0),(

f1
0

f2
0

)
, θ = 0.

Now we calculate H20(θ). Since

∂2f j
0

∂z2
|z=z=0 =

∂2f
j

0

∂z2
|z=z=0 = r1(1 + µ1)i, j = 1, 2,

we have

H20(θ) =
∂2H

∂z2
|z=z=0 =


2ΓDq(θ) + 2ΓDq(θ), θ ∈ (−∞, 0),

−1
5Γ

(
1
1

)
, θ = 0.

where Γ = −r1(1+µ1)i. Similarly, we have H02(θ) = −H20(θ) and H11(θ) = 0.
In fact

∂2f j
0

∂z∂z
|z=z=0 =

∂2f
j

0

∂z∂z
|z=z=0 = 0, j = 1, 2.

On the other hand, near the origin, we use the chain rule and get

ẇ = wz(z, z)ż + wz(z, z)ż

= (w20(θ)z + w11(θ)z + · · · )
(

i

α0
z + g(z, z)

)
+(w11(θ)z + w02(θ)z + · · · )

(
− i

α0
z + g(z, z)

)
=A1(α0)

[
w20

z2

2
+w11zz+w02

z2

2
+ · · ·

]
+H20

z2

2
+ H11zz + H02

z2

2
+ · · · .

Equating the coefficients on both sides, we have(
2i

α0
I −A1(α0)

)
w20(θ) = H20(θ),(3.15)

−A1(α0))w11(θ) = H11(θ),(3.16) (
− 2i

α0
I −A1(α0)

)
w02(θ) = H02(θ).(3.17)
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Since H11(θ) = 0, according to the definition of A1(α0), we get w11(θ) = 0. It is
easy to check that w02(θ) = w02(θ). Now we solve the first equation. Explicitly
writing the equation (3.15), we have(

2i

α0
− d

dθ

)(
w

(1)
20 (θ)

w
(2)
20 (θ)

)
=

(
2ΓDe

θi
α0 + 2ΓDe−

θi
α0

) (
1
1

)
, θ ∈ (−∞, 0),(3.18)

with the initial condition at θ = 0

(3.19)

2i

α0

(
w

(1)
20 (0)

w
(2)
20 (0)

)
+

∫ 0

−∞

r1fα0(−s)
1 + µ1

(
w

(1)
20 (s) + µ1w

(2)
20 (s)

µ1w
(1)
20 (s) + w

(2)
20 (s)

)
ds = −1

5
Γ

(
1
1

)
.

The general solution of (3.18) is given by(
w

(1)
20 (θ)

w
(2)
20 (θ)

)
=

(
T1e

θi
α0 + T2e

− θi
α0 + T3e

2θi
α0

S1e
θi
α0 + S2e

− θi
α0 + S3e

2θi
α0

)
,(3.20)

where

T1 = S1 = −2Γα0Di, T2 = S2 = −2
3
Γα0Di.(3.21)

In the problem we must require that w(θ) is continuous in θ ∈ (−∞, 0], that
is, we have limθ→0− w20(θ) = w20(0). Therefore

T3 = w
(1)
20 (0) − (T1 + T2), S3 = w

(2)
20 (0) − (S1 + S2).(3.22)

Now we put (3.20)–(3.22) into (3.19) to get(
2i
α0

+ r1A r1µ1A

r1µ1A
2i
α0

+ r1A

)(
w

(1)
20 (0)

w
(2)
20 (0)

)
=

(
C

(1)
20

C
(2)
20

)
,(3.23)

where A = − 3+4i
25(1+µ1)

and(
C

(1)
20

C
(2)
20

)
=

3r1(3i − 4)(1 + µ1)
125

(
1
1

)
.

Denote ∆ = ( 2i
α0

+ r1A)2 − (r1µ1A)2, the solution of (3.23) is(
w

(1)
20 (0)

w
(2)
20 (0)

)
=

(1 + i)(1 + µ1)
10

(
1
1

)
.(3.24)
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Since (
w̃

(1)
20 (0)

w̃
(2)
20 (0)

)
=

∫ 0

−∞
fα0(−s)

(
w

(1)
20 (s)

w
(2)
20 (s)

)
ds =

(1 + i)(1 + µ1)
10

(
1
1

)
,

and g(z, z) = D(f1
0 + f2

0 ), we obtain

g(z, z) = −Dr1

(
w

(1)
20 (0)

z2

2
+w

(1)
02 (0)

z2

2
+z+z

) (
w̃

(1)
20

z2

2
+w̃

(1)
02

z2

2
− zi

2
+

zi

2

)
−Dr1µ1

(
w

(1)
20 (0)

z2

2
+ w

(1)
02 (0)

z2

2
+ z + z

) (
w̃

(2)
20

z2

2
+ w̃

(2)
02

z2

2
− zi

2
+

zi

2

)
−Dr1µ1

(
w

(2)
20 (0)

z2

2
+ w

(2)
02 (0)

z2

2
+ z + z

) (
w̃

(1)
20

z2

2
+ w̃

(1)
02

z2

2
− zi

2
+

zi

2

)
−Dr1

(
w

(2)
20 (0)

z2

2
+ w

(2)
02 (0)

z2

2
+ z + z

) (
w̃

(2)
20

z2

2
+ w̃

(2)
02

z2

2
− zi

2
+

zi

2

)
Equating the coefficients of both sides, we have

g20 = 2Dr1(1 + µ1)i, g02 = −2Dr1(1 + µ1)i,

g11 = 0, g21 = −r1(1 + µ1)2

20
(1 + i).

For determining the Floquet index, we transform equation (3.11) into the
Poincaré normal form [13, 9, 8]

ξ̇ =
i

α0
ξ + C1(0)ξ|ξ|2 + o(|ξ|3),

where

C1(0) =
α0i

2

[
g20g11 − 2|g11|2 −

1
3
|g02|2

]
+

g21

2
,

ReC1(0) =
1
2
Reg21 = −r1(1 + µ1)2

40
< 0,

α − α0 = µ2ε
2 + o(ε2), µ2 = − ReC1(0)

Reλ′(α0)
> 0, β2 = 2ReC1(0) < 0,

where β2 is the coefficient of the main part of the Floquet index and µ2 deter-
mines the bifurcation direction, the bifurcating periodic solutions are orbitally
asymptotically stable with asymptotic phase, and bifurcate from the steady
state (u∗, v∗) for α > α0. It should be observed that these bifurcating periodic
solutions are spatially homogeneous:(

U

V

)
=

(
u∗

v∗

)
+

√
α − α0

µ2

(
1
β0

)
cos

t

α0
+ o(

√
α − α0) (α → α0 + 0),
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the period is T (ε) ≈ 2πα0.
Summarizing the above analysis, we have the following theorem.

Theorem 3.1. A Hopf bifurcation occurs from the steady state
(u∗, v∗) as α increasingly passes through α0. Moreover, the bifurcating peri-
odic solutions are orbitally asymptotically stable with asymptotic phase.

§4. Hopf Bifurcation and Spatiotemporal Structure

We now consider the one dimensional competition diffusion system with
distributed delay and Dirichlet boundary conditions

(4.1)
∂U

∂t
= d∆U + r1U

[
1 −

∫ t

−∞
f(t − τ )U(τ, x)dτ − µ1

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

∂V

∂t
= d∆V + r2V

[
1 − µ2

∫ t

−∞
f(t − τ )U(τ, x)dτ −

∫ t

−∞
f(t − τ )V (τ, x)dτ

]
,

U(t, x) = u∗, V (t, x) = v∗, t ∈ R, x = 0, π,

(U, V ) = (ϕ̃1(t, x), ϕ̃2(t, x)), (t, x) ∈ (−∞, 0] × [0, π],

where f(s) = α2se−αs, s ∈ [0, +∞). Here we use Dirichlet boundary conditions
at the boundaries of the domain. On the boundaries of the process, both
populations are maintained at the density level corresponding to the stationary
state (u∗, v∗). Following the usual linearization procedure, set

u(t, x) = U(t, x) − u∗, v(t, x) = V (t, x) − v∗,

and substitute them into (4.1), we have

∂

∂t

(
u(t, x)
v(t, x)

)
= d∆

(
u(t, x)
v(t, x)

)
− B

∫ 0

−∞
f(−s)

(
u(t + s, x)
v(t + s, x)

)
ds + F,(4.2)

u(t, x) = v(t, x) = 0, t ∈ R, x = 0, π,

(u, v) = (ϕ1(t, x), ϕ2(t, x)), (t, x) ∈ (−∞, 0] × [0, π],

where (ϕ1, ϕ2) ∈ C((−∞, 0], X × X),X = L2([0, π]), and

B =

(
r1u

∗ r1µ1u
∗

r2µ2v
∗ r2v

∗

)
,

F =−
(

r1u(t, x) r1µ1u(t, x)
r2µ2v(t, x) r2v(t, x)

)∫ 0

−∞
f(−s)

(
u(t + s, x)
v(t + s, x)

)
ds.
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The associated linearized problem is

∂

∂t

(
u(t, x)
v(t, x)

)
= d∆

(
u(t, x)
v(t, x)

)
− B

∫ 0

−∞
f(−s)

(
u(t + s, x)
v(t + s, x)

)
ds,(4.3)

u(t, x) = v(t, x) = 0, t ∈ R, x = 0, π,

(u, v) = (ϕ1(t, x), ϕ2(t, x)), (t, x) ∈ (−∞, 0] × [0, π].

We introduce an operator A =

(
∂2/∂x2 0

0 ∂2/∂x2

)
: D(A) → X × X, with

domain

D(A) =

{(
y

z

)
∈ H2

0 ([0, π]) × H2
0 ([0, π])

}
.

In terms of the eigenvalues and eigenfunctions of the operator ∂2/∂x2 subject to
the Dirichlet boundary conditions, the operator A has the eigenvalues −k2, k =
1, 2, · · · and corresponding eigenspaces

ESk = Span

{(
sinkx

0

)
,

(
0

sinkx

)}
, k = 1, 2, · · · .

The operator A is an infinitesimal generator of a compact C0−semigroup [12].
The study of the stability of (u∗, v∗) leads to the investigation of the eigenvalue
problem

(4.4)

∆(d, λ)

(
y

z

)
≡

(
dA− B

∫ 0

−∞
f(−s)eλsds − λI

) (
y

z

)
= 0, 0 	=

(
y

z

)
∈ D(A).

Let (
y

z

)
=

∞∑
k=1

(
αk

βk

)
sinkx,

then (4.4) is equivalent to a sequence of eigenvalue problems

∆(k, d, λ)

(
αk

βk

)
≡

(
−dk2I − B

∫ 0

−∞
f(−s)eλsds − λI

) (
αk

βk

)
= 0,(4.5)

then we obtain a sequence of characteristic equations

det

[
(λ + dk2)I + B

∫ 0

−∞
f(−s)eλsds

]
= 0, n = 1, 2, . . . .(4.6)
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For the strong generic kernel f(s) = α2se−αs,
∫ 0

−∞ f(−s)eλsds = α2

(λ+α)2 , then
we have

[(λ + dk2)(λ + α)2 + M1α
2][(λ + dk2)(λ + α)2 + M2α

2] = 0,(4.7)

k = 1, 2, . . ., which are equivalent to (4.8) and/or (4.9)

λ3 + p1λ
2 + p2λ + p31 = 0, k = 1, 2, . . . .(4.8)

λ3 + p1λ
2 + p2λ + p32 = 0, k = 1, 2, . . . .(4.9)

where

p1 = 2α + dk2, p2 = α2 + 2αdk2, p31 = α2dk2 + M1α
2,

p32 = α2dk2 + M2α
2,

M1,2 =
1
2

[
r1u

∗ + r2v
∗ ∓

√
(r1u∗ + r2v∗)2 − 4r1r2(1 − µ1µ2)u∗v∗

]
.

The condition (1.4) implies that 0 < M1 < M2. By the Routh-Hurwitz crite-
rion, the necessary and sufficient conditions for the characteristic roots of (4.8)
and (4.9) to have negative parts are (i) p1 > 0, (ii) p31 > 0 or p32 > 0, (iii)
p1p2 > p31 or p1p2 > p32. Obviously, (i) and (ii) are satisfied. Since

p1p2 − p31 = α(2k4d2 + 4αk2d + 2α2 − αM1),

p1p2 − p32 = α(2k4d2 + 4αk2d + 2α2 − αM2).

If α > M2
2 , then for any d > 0, k ≥ 1, p1p2−p31 > p1p2−p32 > 0. According to

the Routh-Hurwitz criterion, all roots of (4.8) and (4.9) have negative real parts.
This implies that the positive steady state (u∗, v∗) is locally asymptotically
stable. Analysis of these shows that no diffusive instability occurs.

If M2
2 > α > M1

2 , then for any d > 0, k ≥ 1, p1p2 − p31 > 0. Denote

d0 =
√

αM2
2 − α, we have the following results.

k = 1 k > 1
d = 0 p1p2 − p31 > 0, p1p2 − p32 < 0 p1p2 − p31 > 0, p1p2 − p32 < 0
d > d0 p1p2 − p31 > 0, p1p2 − p32 > 0 p1p2 − p31 > 0, p1p2 − p32 > 0
d = d0 p1p2 − p31 > 0, p1p2 − p32 = 0 p1p2 − p31 > 0, p1p2 − p32 > 0

where the critical value

d0 = max {d > 0|p1p2 − p32 = 0, k ≥ 1}

= max

{(√
αM2

2
− α

)
/k2|k ≥ 1

}
=

√
αM2

2
− α.
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If α < M1
2 , then we can also get the above table, where

d0 = max {d > 0|p1p2 − p31 = 0 or p1p2 − p32 = 0, k ≥ 1}

= max

{(√
αM2

2
− α

)
/k2,

(√
αM1

2
− α

)
/k2|k ≥ 1

}
=

√
αM2

2
− α.

Therefore, for d = d0, the above table shows that all roots of (4.8) for k ≥ 1
and (4.9) for k ≥ 2 have negative real parts, and for k = 1, (4.9) has three
roots, a pair of complex, simple eigenvalues λ(d0) = ω0i, λ(d0) = −ω0i, ω0 =√

α2 + 2αd0 and one negative real root λ3(d0) = −(2α+d0). Thus, for α < M2
2 ,

we know that d = d0 is a critical value and some consequences as follows.
(1) All eigenvalues of (4.7) have negative real parts for d > d0;
(2) If d = d0, (4.7) has a pair of pure imaginary eigenvalues λ(d0) = ω0i

and λ(d0) for k = 1, and other eigenvalues have negative real parts for k ≥ 1.
Hence we have the following result about the Hopf bifurcation.

Theorem 4.1. If α < M2
2 , then a Hopf bifurcation of the steady state

(u∗, v∗) of system (4.1) occurs as the diffusion rate d decreasingly passes through
d0.

Proof. According to the Hopf bifurcation Theorem, it suffices to verify
the transversality condition. For k = 1, find the derivative on both sides of
(4.9) with respect to d, we have

λ′(d) =
−(λ2 + 2αλ + α2)

3λ2 + 2(2α + d)λ + α2 + 2αd
,

Since λ(d0) = ω0i, ω0 =
√

α2 + 2αd0, we have

Reλ′(d)|d=d0 =
−2α(α + d0)

ω2
0 + (2α + d0)2

< 0.

This implies that the transversality condition holds true. Therefore, a Hopf
bifurcation from (u∗, v∗) occurs as d decreasingly passes through d0. This
completes the proof.

Remark. For d = dn, n = 2, 3, · · · , the instability of the Hopf bifurcation
periodic solutions is due to the fact that the center manifold for d ≈ dn, n =
2, 3, · · · is unstable.

The above-mentioned result shows that the system (4.1) exhibits spa-
tiotemporal structure when the diffusion rate d passes through the critical value
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d0. That is, the Hopf bifurcation occurs as d decreasingly passes through the
critical value d0 and has the asymptotical expressions(

U

V

)
=

(
u∗

v∗

)
+

√∣∣∣∣d − d0

µ2

∣∣∣∣
(

1
β0

)
cos(ω0t)sinx + o(

√
|d − d0|),

(d → d0 − 0).

It should be observed that these bifurcating periodic solutions are spatially
inhomogeneous. We omit the detailed proof for the stability of the bifurcation
periodic solutions and their asymptotic expressions as the calculation is tedious.
Readers interested in the details of these arguments are referred to [8, 9, 13, 18],
where a detailed discussion of these stability results is given.
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