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Abstract

This article is mainly concerned how the double exponential formula for numer-
ical integration was discovered and how it has been developed thereafter. For evalu-
ation of I =

∫ 1

−1
f(x)dx H. Takahasi and M. Mori took advantage of the optimality

of the trapezoidal formula over (−∞,∞) with an equal mesh size and proposed in
1974 x = φ(t) = tanh(π

2
sinh t) as an optimal choice of variable transformation which

transforms the original integral to I =
∫∞
−∞ f(φ(t))φ′(t)dt. If the trapezoidal formula

is applied to the transformed integral and the resulting infinite summation is prop-
erly truncated a quadrature formula I ≈ h

∑n
k=−n f(φ(kh))φ′(kh) is obtained. Its

error is expressed as O(exp(−CN/ log N)) as a function of the number N (= 2n + 1)
of function evaluations. Since the integrand decays double exponentially after the
transformation it is called the double exponential (DE) formula. It is also shown
that the formula is optimal in the sense that there is no quadrature formula obtained
by variable transformation whose error decays faster than O(exp(−CN/ log N)) as
N becomes large. Since the paper by Takahasi and Mori was published the DE
formula has gradually come to be used widely in various fields of science and engi-
neering. In fact we can find papers in which the DE formula is successfully used in
the fields of molecular physics, fluid dynamics, statistics, civil engineering, financial
engineering, in particular in the field of the boundary element method, and so on.
The DE transformation has turned out to be also useful for evaluation of indefinite
integrals, for solution of integral equations and for solution of ordinary differential
equations, so that the scope of its applications is expected to spread also in the
future.
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§1. Introduction

History of numerical integration is long. In fact people have been using
Simpson’s formula since the time of T. Simpson (1710–1761) and Gauss’ for-
mula since the time of C. F. Gauss (1777–1855). However, these formulas can
normally be used for integrands that are regular at the end points of integration.
Although Gauss-Jacobi’s formula has been known the type of singularity at the
end points is quite limited. However, after computer appeared people tried to
evaluate integrals with end-point singularity of an arbitrary power by computer.

This article is concerned with a discovery of a new formula for numerical
integration which was a successful result of such a trial as well as its subsequent
developments thereafter up to the symposium “Thirty Years of the Double Ex-
ponential Transforms” which was held on September 1st – 3rd 2004 at Research
Institute for Mathematical Sciences, Kyoto University. The story of the dis-
covery starts on the day on which the author visited the computer centre in
University of Tokyo.

In 1969 Masatake Mori was working as a research associate for Faculty of
Engineering, University of Tokyo. His research background was physics and,
at that time, he belonged to Department of Applied Physics. He was working
on atomic collision theory and his main daily task was to evaluate molecular
integrals by computer.

One day in August 1969 Mori visited the computer centre in the university
in order to see Toshiyasu Kunii1. Kunii was Mori’s friend and working for the
computer centre as a research associate. At this opportunity Kunii introduced
Mori to Hidetosi Takahasi, the director of the computer centre.

Takahasi was very famous as a physicist in Japan. In fact, he used to be
the president of Physical Soceity of Japan and was said to be “the physicist
among physicists”. At the same time he was also famous as a computer scientist
in the dawn of computer science in Japan and was the president of Information
Processing Society of Japan when Mori met him in 1969.

At this first interview Takahasi told Mori many things around computer
science. Everything seemed to Mori quite novel and exciting. Among other
things Takahasi persuaded Mori to work on error analysis in numerical inte-
gration of analytic function. It attracted Mori very much because numerical
integration was his daily task and also analytic function theory was one of the
mathematical tools which he knew how to handle. Actually in the faculty of
engineering he was teaching complex function theory under the supervision of
Hiroshi Fujita.

1The author begs every person appearing in the present paper a pardon to omit the title.
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On that day Takahasi and Mori talked for about one hour, and their co-
operation thus started.

§2. Error Estimation in Numerical Integration

§2.1. Characteristic function of the error

The idea of error analysis in numerical integration which Takahasi told
Mori was as follows [74, 75, 76]. Since it plays a key role in the discovery of
the double exponential formula we give here some details.

Suppose that we want to evaluate an integral

(2.1) I =
∫ b

a

f(x)dx

where for simplicity we assume that f(x) is analytic on [a, b]. Then, corre-
sponding to this integral we consider a contour integral

(2.2)
1

2πi

∮
C

Ψ(z)f(z)dz

in the z plane where Ψ(z) is a logarithmic function defined by

(2.3) Ψ(z) = log
z − a

z − b
.

The path C of integration is a contour surrounding the line segment [a, b] in the
positive direction in such a way that there is no singularity of f(z) inside C as
shown in Fig.1. If we deform the path C infinitely close to [a, b] we immediately
have

z-plane pole

C

a bxj x

Figure 1. The path C

(2.4)
1

2πi

∮
C

Ψ(z)f(z)dz =
∫ b

a

f(x)dx.
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On the other hand suppose that we use a quadrature formula with points
xk and weights Ak in order to evaluate approximately the integral (2.1):

(2.5) In =
n∑

k=1

Akf(xk).

Then, corresponding to this quadrature formula we consider a contour integral

(2.6)
1

2πi

∮
C

Ψn(z)f(z)dz,

where Ψn(z) is a rational function defined by

(2.7) Ψn(z) =
n∑

k=1

Ak

z − xk

and the path C is the same as is given in (2.2). Since we assumed that f(z)
does not have any singularity inside C the only singular points of Ψn(z)f(z)
inside C are the simple poles xk, k = 1, 2, . . . , n of Ψn(z), and hence by the
residue theorem we immediately have

(2.8)
1

2πi

∮
C

Ψn(z)f(z)dz =
n∑

k=1

Akf(xk).

Therefore we see that the error of the quadrature formula (2.5) is expressed
in terms of a contour integral

(2.9) ∆In = I − In =
1

2πi

∮
C

Φn(z)f(z)dz

where Φn(z) is defined by

(2.10) Φn(z) = Ψ(z) − Ψn(z) = log
z − a

z − b
−

n∑
k=1

Ak

z − xk

and the contour C is given as above. We call Φn(z) the characteristic function
of the error because it characterizes the error of the formula independently of
the integrand f(x).

Takahasi told Mori that it would be helpful to plot a contour map of
|Φn(z)| for the purpose of actual estimation of the error. Since Takahasi was
the director of the computer centre Mori was able to take full advantage of
accessibility to the computer system including an XY plotter. A few days later
Mori completed a program and obtained successfully contour maps of |Φn(z)|
for several typical quadrature formulas [22].
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In Fig.2 the contour map of |Φn(z)| for Simpson’s formula over [−1, 1] with
a mesh size h = 0.1 (n = 21) is shown. As seen from this figure the absolute
value |Φn(z)| decreases quickly as z goes far from the interval [a, b] of integration
in the z plane. This behavior is generally observed in good quadrature formulas.
In fact, points and weights of formulas we usually use are chosen in such a way
that |Φn(z)| becomes as small as possible for large |z|. In other words the
approximation problem of integration by a quadrature formula can be replaced
by a problem of approximation of the logarithmic function log(z − a)/(z − b)
by a rational function

∑n
k=1 Ak/(z − xk) at large |z| as seen from (2.10).

This figure can be used for practical estimation of the error. For easy
understanding we show here a very simple example. Suppose that we want to

10-8

3X10-8

10-7

10-6

3X10-7

Figure 2. |Φn(z)| for Simpson’s formula (h = 0.1)

evaluate

(2.11) I =
∫ 1

−1

1
x − 2

dx = − log 3 = −1.0986 12288 · · ·
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using Simpson’s formula with h = 0.1. Then, since Res ( 1
x−2 , 2) = 1 and

|Φn(2)| ≈ 3× 10−6 from Fig.2, we have an estimate of the error from (2.9) and
by the residue theorem

(2.12) |∆In| = |Φn(2)Res ( 1
x−2 , 2)| ≈ 3 × 10−6.

If we actually compute (2.11) using Simpson’s formula we will get a result
In = −1.0986 15504 · · · whose error is about −3 × 10−6. When the integrand
is not a rational function we may use the saddle point method as an alternative
method [23].

§2.2. The trapezoidal formula over (−∞,∞)

Suppose that we want to evaluate an integral

(2.13) I =
∫ ∞

−∞
g(t)dt

where g(t) is an analytic function over (−∞,∞). Then, it has been known
among numerical analysts that if we apply the trapezoidal formula

(2.14) Ih = h
∞∑

k=−∞
g(kh)

with an equal mesh size to this integral we will usually get a result with very
high accuracy [4, 58, 60]. The very high accuracy, which might seem to be
against common knowledge about the trapezoidal formula, stems from an opti-
mality of the trapezoidal formula applied to integrals of analytic function over
(−∞,∞).

Takahasi and Mori gave a theorem on the optimality from the stand point
of the characteristic function of the error which will be outlined below [34, 75].
First we note that the error of the formula (2.14) can be expressed in terms of
a contour integral

(2.15) I − Ih = ∆Ih =
1

2πi

∫
Ĉ

Φ̂h(w)g(w)dw

where Φ̂h(w) is a function defined by

(2.16) Φ̂h(w) =




− 2πi

1 − exp
(
−2πi

h
w

) ; Im w > 0

+ 2πi

1 − exp
(
+

2πi

h
w

) ; Im w < 0
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and the path Ĉ of integration consists of two infinite curves, one of which runs
to the left in the upper half plane and the other runs to the right in the lower
half plane in such a way that there is no singularities of g(w) between these
two curves. The function Φ̂h(w) is nothing but the characteristic function of
the error of the trapezoidal formula (2.14). It is not difficult to prove (2.15) if
we note that

(2.17) Φ̂h(w) =



−πi − π cot

π

h
w; Im w > 0

+πi − π cot
π

h
w; Im w < 0

as well as the partial fraction expansion of the cot function

(2.18) π cot
π

h
w = h

{
1
w

+
∞∑

k=1

(
1

w − kh
+

1
w + kh

)}
.

If w is far from the real axis the function (2.16) behaves

(2.19) |Φ̂h(w)| ≈ 2π exp
(
−2π

h
|Im w|

)
.

This means that if the mesh size h is small enough |Φ̂h(w)| decays exponentially
with an exponent 2π/h as |Im w| becomes large, and hence the contour map of
the characteristic function |Φ̂h(w)| consists of lines parallel to the real axis as
long as the contour is not too close to the real axis. In Fig.3 the contour map
of |Φ̂h(w)|/(2π) defined by (2.16) with h = 0.1 is shown.

§2.3. Optimality of the trapezoidal formula

Now we generalize the idea of the characteristic function for the trape-
zoidal formula described above to other formulas for numerical integration over
(−∞,∞). Consider a formula

(2.20) IA =
∞∑

k=−∞
Akg(xk)

where xk is the kth point and Ak is the corresponding weight. The subscript
A indicates that IA is an approximation to I. Here we assume that the error
can be written

(2.21) ∆IA = I − IA =
1

2πi

∫
Ĉ

Φ̂A(w)g(w)dw
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10-1

10-5

10-10

Figure 3. |Φ̂h(z)|/(2π) for trapezoidal formula (h = 0.1)

like (2.15). In fact, typical quadrature formulas for integrals over (−∞,∞)
including the trapezoidal formula, can be expressed in this form. Φ̂A(w) is the
characteristic function of the error for the formula (2.20). First we note that
−∂/∂v log |Φ̂A(w)|, v = |Im w| is the exponent of the decay of |Φ̂A(w)| as a
function of the distance v from the real axis. In case of the trapezoidal formula
−∂/∂v log |Φ̂A(w)| ≈ 2π/h holds. Then we define the average exponent of the
characteristic function along the straight line parallel to the real axis whose
distance from the real axis is �:

(2.22) r(�) = lim
R→∞

1
2R

∫ R+i�

−R+i�

{
− ∂

∂v
log |Φ̂A(w)|

}
dw, v = Im w.

Furthermore we define the asymptotic average exponent by

(2.23) r = lim
|�|→∞

r(�).

Then the main theorem can be stated as follows. Under the assumptions given
above, among formulas IA whose average number of the points {xk} per unit
length is constant νP, the trapezoidal formula Ih with the mesh size h = 1/νP is
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optimal in the sense that the asymptotic average exponent r attains its possible
maximum

(2.24) rmax = 2πνP =
2π

h
.

In order to prove this optimality Takahasi and Mori modified the path of
integration of (2.22) and applied the principle of argument to obtain

(2.25) r = lim
�→∞

lim
R→∞

1
2R

∫ R+i�

−R+i�

{
− ∂

∂v
log |Φ̂A(w)|

}
dw = 2π(νP − νZ),

where νZ denotes the average number of zeros of Φ̂A(w) per unit length to the
direction parallel to the real axis, while νP is the average number of poles since
xk corresponds to a pole of Φ̂A(w). From (2.25) we have

(2.26) r = 2π(νP − νZ) ≤ 2πνP = constant

which means that, if there is a formula for which νZ = 0 , it is optimal. On
the other hand, the characteristic function Φ̂h(w) of the trapezoidal formula
does not have zeros in the finite w plane, so that νZ = 0 holds. Therefore we
conclude that the trapezoidal formula is optimal. See [75] or [23] for details of
the proof.

As seen above the asymptotic average exponent for the trapezoidal for-
mula with mesh size h is r = 2π/h and it attains the optimal value. In con-
trast, in case of Simpson’s formula the asymptotic average exponent is π/h

which is just the half of that of the trapezoidal formula with the same mesh
size.

Mori took advantage of this optimality and proposed an efficient method
for high precision evaluation of the error function [26]. See also [17] for a pre-
ceding work based on a similar idea. Incidentally he proved the optimality of
the trapezoidal formula for integrals of a periodic analytic function in a similar
way as shown above [21].

The optimality of the trapezoidal formula for integrals of an analytic func-
tion over (−∞,∞) proved as above will turn out to play a fundamental role in
the process of the discovery of the double exponential formula.

It should be noted that the optimality of the trapezoidal formula has been
discussed by a number of researchers. In particular there have been a trend
among mathematicians in Europe, US and Canada to discuss about the opti-
mality via the Hardy space. See [13] and references therein.

In about three months since Mori first met Takahasi they completed their
joint research on the error estimation in numerical integration described above.
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They reported the results in a symposium organized by Research Institute for
Mathematical Sciences, Kyoto University [74]. Hereafter we abbreviate the
institute to RIMS and also call the symposium RIMS symposium. This RIMS
symposium was held from 5th until 7th November 1969. Takahasi spoke about
the basic idea of the error estimation and Mori gave a detailed analysis and
results of numerical experiments. Their talk seemed to have attracted many
people’s interest.

Soon after the symposium Mori was offered a position of associate professor
at RIMS. He accepted the offer and moved to the institute in March 1970. At
RIMS he could exclusively devote himself to the research of numerical analysis
and, although he and Takahasi were separated at Kyoto and at Tokyo, there
was no obstruction in their joint research activities.

They submitted a paper on the error analysis stated above to “Report of
Computer Centre, University of Tokyo” [75]. It was a new journal published
by the computer centre and Takahasi thought as the director that it was his
duty to encourage submission of good papers to the journal. Although their
paper was published in 1970, circulation of the new journal was not good and
soon later Mori was blamed by several researchers that he should not have
submitted their work to such an obscure journal. In order to recover from this
situation Mori delivered copies of the paper to several representative numerical
analysts. Philip Rabinowitz was one of them and he spared a few lines for their
error analysis in “Methods of Numerical Integration” which he and Philip J.
Davis jointly published in 1975 [4]. A shorter version of [75] was published in
[76].

After Mori moved to RIMS he found that their idea of the characteristic
function is closely related to the theory of hyperfunction by Mikio Sato, a
professor of RIMS. In fact, a linear functional over analytic functions is defined
as a hyperfunction, and the error of numerical integration is a linear functional.
The characteristic function of the error is nothing but a defining function of the
corresponding hyperfunction, the error of numerical integration [57]. Mori has
an opportunity to discuss about it with Takahiro Kawai, one of Sato’s young
co-researchers, and in accordance with Kawai’s suggestion Mori gave a talk
on the error analysis at a RIMS symposium on partial differential equations
and hyperfunctions on March 22 in 1971 [19]. This was a rare and precious
chance to publicize their research work on numerical integration among pure
mathematicians inside Japan.
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§3. Variable Transformation in Numerical Integration

§3.1. The IMT-rule

At the RIMS symposium in November 1969 another interesting research
result was reported. It was on a new quadrature formula based on a variable
transformation by Masao Iri, Sigeiti Moriguti and Yoshimitsu Takasawa [8].
It is for an integral over (0, 1) of an analytic function f(x) which may have
end-point singularity:

(3.1) I =
∫ 1

0

f(x)dx.

They applied a variable transformation

x = φ(t) =
1
Q

∫ t

0

exp
[
−

(
1
s

+
1

1 − s

)]
ds,(3.2)

Q =
∫ 1

0

exp
[
−

(
1
s

+
1

1 − s

)]
ds,(3.3)

to the integral and used the trapezpodal formula by dividing the interval (0, 1)
into N subintervals with an equal mesh size h = 1/N to obtain

(3.4) IN = h
N∑

k=0

f(φ(kh))φ′(kh), h = 1/N.

The function φ(t) maps the original interval (0, 1) onto itself. The function
values as well as all the derivatives in (3.4) vanish at both end points, and
hence from Euler-Maclaurin’s formula we can expect that the error produced
by the formula is very small. Actually they showed that the error of the formula
is expressed

(3.5) I − IN = O
(
exp

(
−C

√
N

))
as a function of N .

Incidentally, when Takahasi and Mori were preparing the manuscript of
their paper on error estimation [75] they gave a brief introduction of this for-
mula because they wanted to add a contour map of the characteristic function
of the error for this new formula in their paper. Later in 1973 they described
again about it in [78] and called it the IMT-rule after the initials of the au-
thors. After the paper [78] was published Mori sent again a copy to Philip
Rabinowitz. It seemed to be quite timely because Davis and Rabinowitz gave a
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detailed description about the IMT-rule in their book “Methods of Numerical
Integration” [4]. Later in 1987 a special issue of Journal of Computational and
Applied Mathematics devoted to numerical integration was published whose
editors were Mori and Robert Piessens. The original paper in Japanese by Iri,
Moriguti and Takasawa [8] was translated into English by the authors them-
selves and republished in the special issue [9].

§3.2. Variable transformation onto (−∞,∞) and application
of the trapezoidal formula

Let us return to the RIMS symposium in November 1969. Takahasi and
Mori were greatly stimulated by the IMT-rule when it was reported in the
symposium, and immediately after they went back to Tokyo they began to
study about quadrature formulas using a variable transformation. As already
pointed out Mori moved to RIMS in March 1970 and they were separated at
Tokyo and at Kyoto. However, Mori could frequently visit University of Tokyo
to see Takahasi and their joint work proceeded smoothly.

Since they had already proved the optimality of the trapezoidal formula
over (−∞,∞) it was quite natural that they started with a variable transforma-
tion which maps the original interval of integration onto (−∞,∞) and applied
the trapezoidal formula. In addition they thought that if they transform the
original integral into another finite interval like the IMT-rule essential singular
points appear in the finite complex plane and that the error analysis would be
more complicated than in the case of the transformation onto (−∞,∞) where
essential singular points appear only at infinity.

Since we can generalize the discussion to the integral
∫ b

a
f(ξ)dξ by applying

a transformation ξ = (b − a)x/2 + (b + a)/2, we will confine ourselves to the
case a = −1, b = 1 without loss of generality throughout this paper. And hence
we suppose that the given integral is over (−1, 1):

(3.6) I =
∫ 1

−1

f(x)dx.

Then we transform the integral (3.6) using a function

(3.7) x = φ(t)

which we assume is analytic over −∞ < t < ∞ and satisfies

(3.8) φ(−∞) = −1, φ(+∞) = 1
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to obtain

(3.9) I =
∫ ∞

−∞
f(φ(t))φ′(t)dt.

In order to evaluate the integral (3.9) we employ the trapezoidal formula

(3.10) Ih = h

∞∑
k=−∞

f(φ(kh))φ′(kh)

with an equal mesh size h since we know its optimality. The integrand f(z)
in (3.6) has at least one singular point on the z plane including z = ∞. This
point usually is mapped by z = φ(w) onto an infinite array of points in the
w plane, i.e. f(φ(w))φ′(w) after the transformation has an infinite array of
singular points. Let d be the minimum distance between these points and the
real axis. In other words we assume that f(φ(w))φ′(w) is regular in the strip
region

(3.11) |Im w| < d.

Then from (2.15) and (2.19) we have

(3.12) I =
∫ ∞

−∞
f(φ(t))φ′(t)dt = h

∞∑
k=−∞

f(φ(kh))φ′(kh) + ∆Ih

where

(3.13) ∆Ih = I − Ih = O

(
exp

(
−2πd

h

))
.

We call this error ∆Ih the discretization error.

§3.3. Truncation of infinite summation

It is important to note that when we actually compute the infinite sum-
mation Ih we must truncate it into a finite sum

(3.14) Ih = I
(N)
h + εt,

where

(3.15) I
(N)
h = h

n∑
k=−n

f(φ(kh))φ′(kh)
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and

(3.16) εt = h
−n∑

k=−∞
f(φ(kh))φ′(kh) + h

∞∑
k=n

f(φ(kh))φ′(kh).

Here we assume that we truncate the summation, for simplicity, at the same
number of terms n on both positive and negative sides of k, so that the total
number of function evaluations is

(3.17) N = 2n + 1.

We call the error εt the truncation error.
For the truncation to be relevant we should truncate the infinite summation

(3.10) in such a way that the discretization error ∆Ih is equal to the truncation
error εt, i.e.

(3.18) ∆Ih = εt.

Thus we hereafter denote the overall error as ∆I
(N)
h and write

(3.19) I = I
(N)
h + ∆I

(N)
h

where ∆I
(N)
h = ∆Ih + εt = 2∆Ih = 2εt as long as we carry out truncation

according to (3.18).

§3.4. Choice of transformation

Since there still remains a choice of φ(t) Takahasi and Mori examined sev-
eral types of functions for φ(t) which maps (−1, 1) onto (−∞,∞). Among these
functions we select here two functions, tanh t and erf t. Although they assumed
that the original integrand f(x) is expressed f(x) = (1 − x2)−αf1(x), α < 1
we will follow their analysis by taking α = 0 for simplicity here.

First consider

(3.20) x = tanh t.

Since d = π/2 for d in (3.11) in this case because φ′(w) = 1/ cosh w has
singular points w = ±πi/2, we see that ∆Ih = O(exp(−π2/h)). Therefore
from εt = O(exp(−Nh)) and from (3.18) we have a relation between h and N

(3.21) h =
π√
N

.
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Substituting (3.21) into (3.19) we have an error expression for ∆I
(N)
h in terms

of the number N of function evaluations, and finally we obtain

(3.22) I = h
n∑

k=−n

f(tanh kh)
1

cosh2 kh
+ O

(
exp

(
−π

√
N

))
.

Next consider

(3.23) x = erf t =
2√
π

∫ t

0

exp(−τ2)dτ.

In a similar manner as in the case of tanh t we have

(3.24) I =
2√
π

h
n∑

k=−n

f(erf kh) exp(−k2h2) + O
(
exp

(
−3.4N2/3

))
.

If we compare (3.22) and (3.24) we see that the latter formula based on
x = erf t is superior to the former formula based on x = tanh t because the
error of the latter formula decreases more quickly than that of the former one
as N becomes large. Note that the decay of φ′(t) = exp(−t2) is faster than
that of φ′(t) = 1/ cosh t ≈ 2 exp(−|t|). This seems to indicate that if the decay
of φ′(t) becomes faster the efficiency of the resulting formula increases.

Takahasi and Mori reported orally the result of analysis described above
at a RIMS symposium in November 1971 [77], and submitted a paper to Nu-
merische Mathematik. In the course of refereeing process the referee brought
the paper by C. Schwartz [58] into their notice which was a significant report of
a similar work prior to their analysis. Their paper was published in 1973 [78].

§4. Discovery of the Double Exponential Transformation

§4.1. Aiming at the optimal transformation

For Takahasi and Mori their result reported in 1973 [78] was an interim
one because they believed that there would be an optimal transformation which
results in a formula that gives the highest accuracy with the minimum number
of function evaluations. They continued their research and pursued the optimal
transformation in the following way.

Suppose that we choose a transformation x = φ(t) which makes the decay
of the integrand f(φ(t))φ′(t) fast as |t| → ∞ and that we keep h at a moderate
value. Then the truncation error εt given by (3.16) becomes small when we
truncate the summation

(4.1) Ih = h

∞∑
k=−∞

f(φ(kh))φ′(kh)
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at some moderate value of k = ±n. However, if the transformation x = φ(t) is
such that it makes the decay of the integrand too fast, the mesh size h becomes
relatively large compared with the variation of the integrand f(φ(t))φ′(t), so
that the discretization error ∆Ih in (3.13) will become large.

On the contrary, if we choose a transformation which makes the decay of
the integrand f(φ(t))φ′(t) slow, then the mesh size h becomes relatively small
compared with the variation of f(φ(t))φ′(t), so that the discretization error ∆Ih

becomes small. However, if we truncate the summation at the same k = ±n as
in the case of fast decay, the term is not yet small enough and the truncation
error εt becomes large.

From this observation we see that the error becomes large in both cases,
i.e. in the case where the decay of the integrand f(φ(t))φ′(t) is too fast and in
the case where it is too slow. Consequently, there should be an optimal decay
between these two cases.

§4.2. Discovery of the double exponential transformation

Now we start again from an integral of the form

(4.2) I =
∫ 1

−1

f(x)dx

and search for the transformation x = φ(t) that makes the error converge fastest
to zero as N = 2n+1, the number of function evaluations, becomes large under
the condition (3.18). For that purpose we choose a sequence of transformations
from the one that gives a slow decay to the one that gives a faster decay, and
see how the error changes.

First we choose a transformation

(4.3) x = φ(t) = tanh tρ, φ′(t) =
ρtρ−1

cosh2 tρ
, ρ = 1, 3, 5, · · · .

For each ρ there corresponds to a formula, and as ρ increases the derivative

(4.4) φ′(t) =
ρtρ−1

cosh2 tρ
≈ O (exp(−tρ)) as |t| → ∞

decays faster at large |t|. Note that this decay is single exponential and ρ = 1
corresponds to (3.20). If we follow the criterion (3.18) for truncation we have
a relation

(4.5) h = (2ρπd)
1

ρ+1 N− ρ
ρ+1
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between h and N and, substituting it into (3.12) and (3.13), we obtain for each
ρ a formula

(4.6) I
(N)
h = h

n∑
k=−n

f(tanh(kh)ρ)
ρkρ−1hρ−1

cosh2((kh)ρ)

and an error representation

(4.7) |∆I
(N)
h | = O

(
exp

(
−(2

1
ρ πdN)

ρ
ρ+1 N

ρ
ρ+1

))

where I = I
(N)
h +∆I

(N)
h . We see from (4.7) that as ρ increases the error |∆I

(N)
h |

decreases as is expected from the discussion at the end of the previous section.
A faster decay next to single exponential is double exponential, so that

in order to see how the error behaves, we choose here a transformation which
results in a double exponential decay of the integrand:

(4.8) x = φ(t) = tanh
(π

2
sinh t

)
.

In this choice of function

(4.9) φ′(t) =
π
2 cosh t

cosh2
(

π
2 sinh t

) ≈ O
(
exp

(
−π

2
exp |t|

))
as |t| → ∞

holds. Due to this double exponential decay we call (4.8) the double exponential
transformation, abbreviated as the DE transformation. If we truncate (4.1) at
k = ±n in such a way that (3.18) is satisfied, we see from (4.9) that εt ≈
exp(−π

2 exp(nh)) holds and have

(4.10) h =
2
N

log(2dN)

from (3.18) where N = 2n + 1. This gives a formula

(4.11) I
(N)
h = h

n∑
k=−n

f
(
tanh

(π

2
sinh kh

)) π
2 cosh kh

cosh2
(

π
2 sinh kh

)
and its error representation

(4.12) |∆I
(N)
h | = O

(
exp

(
− πdN

log(2dN)

))

where I = I
(N)
h + ∆I

(N)
h . We call (4.11) the double exponential formula, ab-

breviated as the DE formula, after the decay (4.9). We see that as N increases
this error becomes small much faster than (4.7).
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Now we choose a transformation

(4.13) x = φ(t) = tanh
(π

2
sinh t3

)
which results in a faster decay of φ′(t) for large |t| than double exponential
given by (4.9). In this case we see from (2.15) that the discretization error
becomes

(4.14) ∆Ih =
1

2πi

∫
Ĉ

Φ̂h(w)f
(
tanh

(π

2
sinh w3

)) 3π
2 w2 cosh w3

cosh2
(

π
2 sinh w3

)dw.

However, the singular points of the integrand in (4.14), i.e. the zeros of the
denominator cosh2(π

2 sinh w3), approach arbitrarily close to the real axis as
|Re w| becomes large, and hence the error become larger than (3.13).

Incidentally, before they carried out comparison among transformations
based on the number N of function evaluations described above, Takahasi had
given in advance a conclusion by his sharp intuition. Suppose that several fac-
tors have some contribution to an object. Then, the object attains its optimal
state when every factor contributes equally to the object. Based on this general
idea of optimality Takahasi predicted that the transformation (4.8) will give an
optimal formula because the derivative of (4.8) has an infinite array of singular
points which lie parallel to the real axis and that their contributions to the
error are all equal.

From the analysis described above Takahasi and Mori concluded the opti-
mality of the DE transformation. In order to confirm the optimality of the DE
transformation numerically they chose the integral

(4.15) I =
∫ 1

−1

dx

(x − 2)(1 − x)1/4(1 + x)3/4
( = −1.9490 · · · )

as an example and evaluated them using the following four transformations:

a. x = φ(t) = tanh t, φ′(t) =
1

cosh2 t

b. x = φ(t) = erf t =
2√
π

∫ t

0

exp(−τ2)dτ, φ′(t) =
2√
π

exp(−t2)

c. x = φ(t) = tanh
(π

2
sinh t

)
, φ′(t) =

π
2 cosh t

cosh2
(

π
2 sinh t

)
d. x = φ(t) = tanh

(π

2
sinh t3

)
, φ′(t) =

3π
2 t2 cosh t3

cosh2
(

π
2 sinh t3

) .

The result is shown in Fig.4. The abscissa is the number N of function eval-
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Figure 4. Comparison of the efficiency of several variable transformations for
the integral

∫ 1

−1
dx/{(x − 2)(1 − x)1/4(1 + x)3/4}

uations and the ordinate is the absolute error |I − I
(N)
h | in logarithmic scale

actually computed. The number attached to each curve in the figure is the
mesh size h used for actual computation. Transformation c gives the DE for-
mula. From this figure we see that the efficiency becomes higher as the decay
of |φ′(t)| is faster, and it attains the highest when the DE transformation is ap-
plied. Then, as the decay becomes faster than double exponential the efficiency
turns to be lower.

Thus, Takahasi and Mori were convinced of the optimality of the DE trans-
formation and presented the result orally at a RIMS symposium in 1973 [79]
and published as a paper in Publ. RIMS in 1974 [80].

§4.3. Application of the DE transformation to
other types of integrals

The idea of the DE transformation can be applied to various kinds of
integrals. Takahasi and Mori gave some examples other than (4.8) in their
paper in 1974 [80]. We list here typical types of integrals and corresponding
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relevant transformations:

a. I =
∫ ∞

0

f1(x)dx, x = exp
(π

2
sinh t

)
(4.16)

b. I =
∫ ∞

0

f2(x)e−xdx, x = exp(t − exp(−t))(4.17)

c. I =
∫ ∞

−∞
f3(x)dx, x = sinh

(π

2
sinh t

)
.(4.18)

f1(x) is an algebraic function decaying slowly at large positive x, f2(x) is an
algebraic function decaying slowly at large positive x, and f3(x) is an algebraic
function decaying slowly both at large ±x. In b the integrand f2(x)e−x decays
exponentially at large positive x as it is, so that what we need is to add one
more exponential decay at large positive x.

Mori also proposed a formula based on an asymmetric transformation

(4.19) x = φ(t) = tanh(A exp(at) − B exp(−bt))

to meet an asymmetric distribution of singularities in the integrand [30].

§4.4. Comments on the IMT-rule

After the DE formula was established Mori proposed in 1977 an IMT-type
DE transformation [24, 25] which maps (−1, 1) onto itself. He found that the
error behavior of the resulting formula is exp(−CN/(log N)2) which indicates
that this formula does not beat the efficiency of the proper DE formula. Al-
though the number N of function evaluations is essentially finite the trapezoidal
sum must be truncated at some smaller value of k in actual computation. Also
Murota and Iri tried to improve the efficiency of the IMT-rule by tuning param-
eters and by repeated application of the IMT-transformation [40, 41]. However,
although they could bring the efficiency very close to that of the DE formula,
they were not successful in finding a formula whose efficiency goes beyond that
of the DE formula.

§4.5. Remarks on implimentation

In order to use the DE transformation efficiently we usually need special
attention in coding. One of the pitfalls which users often fall into is overflow
due to the term cosh2

(
π
2 sinh t

)
in the denominator of (4.9) as is mentioned

by Mori [27] and also by U.V. Ahie et al. in their report on a comparison
of quadrature formulas based on variable transformation for double and triple
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singular integrals [1]. Note that cosh((π/2) sinh 4.74) = 5.35 × 1038 so that
in major computer systems with 24 bit mantissa whose maximum allowable
floating point number is 3.4×1038 overflow occurs if |t| ≥ 4.74 in single precision
computation. Watanabe’s device is one of the methods to remedy the situation
[83, 31].

Another problem is the loss of significant digits. If f(x) has a singularity
at the end point like (1 + x)−1+µ or (1 − x)−1+µ where µ is a small positive
constant, we often encounter a large error due to the loss of significant digits
at x very close to −1 or 1. In such a case we can avoid it by computing and
storing the values

ξ = x + 1 = exp
(π

2
sinh t

) /
cosh

(π

2
sinh t

)
(4.20)

η = 1 − x = exp
(
−π

2
sinh t

) /
cosh

(π

2
sinh t

)
(4.21)

for t = kh beforehand in addition to the values of the points φ(kh) and the
weights φ′(kh). Then, when we use the formula, we write a code of a function
subprogram for f̃(x, ξ, η) instead of one for f(x). For example, if we want to
integrate

(4.22) I =
∫ 1

−1

f(x)dx, f(x) =
1

(x − 2)(1 − x)1/4(1 + x)3/4
,

we recommend to write a function subprogram for

(4.23) f̃(x, ξ, η) =
1

(x − 2)η1/4ξ3/4

instead of one for f .
A careless coding results in the problems mentioned above and many peo-

ple seem to have given up using the DE formula. This may be one of the reasons
why the spread of the DE formula has not been so fast.

§4.6. Publicity activities

It may be said that after the DE transformation was established Takahasi
and Mori were not so much eager to publicize it. Although Publ. RIMS is
famous in the community of pure mathematicians it is not well-known among
numerical analysts and their paper did not seem to attract people’s attention
in numerical analysis community so much.

In the mean time Mori had an opportunity to visit Courant Institute for
Mathematical Sciences, New York University as a foreign visitor supported by
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the Ministry of Education, Japan. He stayed there for about one year from
September 1974 until August 1975. In Courant Institute they had Numerical
Analysis Seminar every Friday and regular members were P. D. Lax, F. John,
E. Isaacson, L. Nirenberg, A. Jameson, O. B. Widlund, M. Shimasaki who was
also visiting the Institute away from Kyoto University and Mori. Mori gave a
talk there on February 28 1975 about the DE formula. For Mori it was the first
time to give a talk outside Japan and a precious experience.

In March 1975 Gene Golub visited Courant Institute and Mori had an
opportunity to tell Golub about the DE formula and to discuss about it with
him. After Golub returned to Stanford University Mori received a phone call
on May 12 from David Kahaner, Los Alamos, to invite him to Los Alamos
Workshop on Quadrature Algorithms. Mori of course accepted the invitation
and participated in the workshop. It turned out that the invitation was by
Golub’s suggestion. To Mori’s regret he could not give a talk because the
phone call from Kahaner was just three days before the opening day, May 15,
so that it was too soon to change the program. But at this opportunity Mori
got acquainted with many numerical analysts in the United States. Among
them were P. J. Davis, W. Gautschi, G. H. Golub, F. G. Lether, J. Lyness, R.
P. Moses, J. R. Rice, F. Stenger and J. B. Stroud. Just in this year P. J. Davis
published the book “Methods of Numerical Integration” jointly with Philip
Rabinowitz [4]. In the workshop Davis told Mori that their research result on
the error estimation of numerical integration was cited in the book. Later Mori
translated this book into Japanese and it was published in 1981 by Nippon
Computer Kyokai.

At the end of Section 3 it was pointed out that when Takahasi and Mori
submitted the paper [78] to Numerische Mathematik the referee brought the
paper by C. Schwartz to their notice. The fact is that Frank Stenger was the
referee which Stenger himself told Mori at the workshop. Stenger also told
Mori that when he refereed their paper he was doing a similar research on the
variable transformation [60]. Nevertheless his judgement was to accept it for
publication. Since Mori heard about it he respects Stenger for his fairness.

§5. Developments of the DE Formula

§5.1. Numerical analysis group in Tsukuba

In 1979 Mori moved to University of Tsukuba. He belonged to the Insti-
tute of Information Sciences and Electronics and, since it was a new university,
he started to organize a numerical analysis group in cooperation with Yasuhiko
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Ikebe, Yoshio Oyanagi and Makoto Natori. Around that time Mori often par-
ticipated in the annual meeting of Mathematical Society of Japan and every
time he participated he was attracted by a talk given by a young researcher
from University of Tokyo. His research subject was the good lattice points
method to which he applied the DE transformation [71, 66]. His name was
Masaaki Sugihara. Fortunately a vacant post was available at University of
Tsukuba and in 1982 Sugihara left Tokyo to join the numerical analysis group
in Tsukuba. Almost at the same time Kazuo Murota also moved to Tsukuba
from University of Tokyo although the institute he belonged to was different.

In July 1975, just before Mori left New York to return to Kyoto Philip
Rabinowitz from Israel dropped in at Courant Institute on his journey in the
United States to meet Mori. At this opportunity Mori told Rabinowitz recent
developments of the DE formula. In June 1980 Mori invited Rabinowitz to
Tsukuba by JSPS program. On this occasion he also arranged a RIMS sympo-
sium on numerical integration. Takahasi participated in this symposium and
met Rabinowitz. As a result Davis and Rabinowitz spared about one page for
the DE formula in the second edition of their book “Methods of Numerical
Integration” [4].

Mori was invited to give a talk at the first International Conference on
Computational and Applied Mathematics at Leuven in July 1984 [27]. There
Mori met Robert Piessens and they agreed to publish a special issue of Journal
of Computational and Applied Mathematics on numerical integration. The
special issue was published in 1987 in which the English translation [9] of the
original paper [8] on the IMT-rule can be found.

Hidetosi Takahasi passed away in 1985. People lamented for his death.
Another unforgettable meeting for Mori was the International Congress of

Mathematicians which was held in Kyoto. It was in 1990 just after he moved to
the University of Tokyo as will be mentioned later. Mori was invited to give a
talk on the DE formula there [31] and, although the audience was not so large,
Mori thought it to be his great honor and felt that it was a commemorative
event for the DE transformation.

§5.2. Theorem of optimality of the DE formula by Sugihara

As is mentioned at the end of Section 4, when Takahasi and Mori pro-
posed the DE transformation Stenger was also investigating the optimality of
quadrature formulas over (−∞,∞) in a more mathematically rigorous manner
[61]. His conclusion was that the optimal formula is the trapezoidal formula
and its error behavior is exp(−c

√
N) as a function of N which differs from
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the result by Takahasi and Mori. It coincides with the error behavior by the
single exponential transformation in [80]. Stenger who found the error behav-
ior exp(−cN/ log N) in the paper by Takahasi and Mori [80] sent a letter to
Mori claiming that the error behavior exp(−cN/ log N) is impossible and that
accordingly their result is false. Indeed the reasoning by Takahasi and Mori
was a little so intuitive as might have given some confusion to mathematicians.

Mori discussed with Sugihara and Murota about the letter from Stenger.
After this discussion they concluded that the result by Stenger is true but that
his claim was not relevant, i.e. the discrepancy is caused by the function space in
which Stenger treated formulas. When Stenger discussed the optimal formula
he established the theorem of optimality in a function space which consists
of functions with single exponential decay [61]. On the other hand, Takahasi
and Mori started from the class of functions with single exponential decay and
narrowed argument down to the class of functions with double exponential
decay although they did not use the term “function space”.

In order for mathematicians to be convinced of the optimality of the DE
formula Mori persuaded Sugihara to establish a theorem of optimality in a more
mathematically rigorous manner because Mori knew that functional analysis is
Sugihara’s favorite subject and thought that it would be possible for Sugihara
to bring it successful.

Answering Mori’s expectation Sugihara soon challenged this problem from
his own stand point. Sugihara’s idea can be summarized as follows. He first
investigated the optimality in the function space whose elements decay single
exponentially. Next he investigated it in the function space whose elements
decay double exponentially. Then he found that the trapezoidal formula is
optimal in each of both function spaces and that the error of the trapezoidal
formula approaches zero faster in the function space with double exponential
decay than in the space with single one as the number of function evaluations
increases. Then, in order to find a more efficient transformation, it is natural
to consider next a function space whose elements decay faster than double
exponentially. To this problem he gave a negative answer by proving a theorem
that there exists no function that decays faster than double exponentially with
an exponent π/(2d) as Re w → ±∞ as long as we think of functions regular
in the strip region |Im w| < d. Thus Sugihara succeeded in establishing a
theorem for the optimality of the trapezoidal formula combined with the double
exponential decay of integrands, although the conclusion was on the whole
the same as that by Takahasi and Mori. Incidentally it should be noted that
Sugihara’s non-existence theorem stated above seems to contradict the analysis



�

�

�

�

�

�

�

�

Discovery of the DE Transformation 921

by Takahasi and Mori in that they considered functions whose decay is faster
than double exponential. But it is not the case because they could do it since
they allowed the singularities of the weight function φ′(w) to approach to the
real axis as Re w → ±∞.

Sugihara first presented the result orally at a RIMS symposium in 1986 [64]
and it took more than ten years for him until he completed and published his
theorem in 1997 in Numerische Mathematik [67]. Mori thinks that the reason
why it took more than ten years for Sugihara to complete the work would be
that he is very careful and prudent for everything.

At the end of this subsection the author would like to give a comment on
the significance of the DE transformation. There may be mathematicians who
say that, since the space of functions with single exponential decay includes
the space of functions with double exponential decay, the DE formula may be
regarded, without mentioning its merit explicitly, as merely a part of the result
of analysis in the function space with single exponential decay. It is logically
true. But the author has a different opinion. From the view point of applied
mathematicians H. Takahasi and M. Mori were aiming from the beginning at
finding a transformation that leads to a useful formula which gives a result
of the highest precision with the minimum number of function evaluations.
And hence the family of functions with double exponential decay has a special
significance for them while the family of functions with single exponential decay
is just a temporary test family in the process of their analysis.

§5.3. Books by Mori

While Mori was working in RIMS he wrote several books on numerical
analysis and related topics. These books were written in Japanese. He made
all possible effort when he wrote “Numerical Analysis” published in 1973 by
Kyoritsu Shuppan [20] because it was his first book. However, unfortunately
there was no description about the DE formula because it was published just
one year before the paper [80] was published. It sold well but later around
1990 it went out of print. However, in 2002 Kyoritsu Shuppan changed their
mind to republish it in the second edition. At this opportunity Mori rewrote
it partially and added a few pages for the DE formula. Incidentally, details of
the DE formula can be found in his “Complex Function Theory and Numerical
Analysis” published in 1975 by Chikuma Shobo [23].

In order to plot contour maps of the characteristic functions of the error
Mori wrote many programs in Fortran. He collected them in his book “Curves
and Surfaces” which was published in 1974 by Kyoiku Shuppan [22] and in



�

�

�

�

�

�

�

�

922 Masatake Mori

a later one “Graph Processing Methods and FORTRAN 77 Programming” in
1991 by Iwanami Shoten [32].

Since Mori has been interested not only in numerical integration but also in
other methods of numerical computation in general, he also wrote a great deal
of programs of library subroutines in Fortran. He collected these subroutines
in “Numerical Methods and FORTRAN 77 Programming” published in 1991
by Iwanami Shoten [28].

In this book a several DE formulas in the form of automatic integrator are
included. In particular in the second edition a subroutine of the DE formula
for integrals

∫ ∞
0

f1(x)dx given in (4.16) was included. After the subroutine
program Mori gave a comment that this DE formula does not work well if the
integrand is an oscillatory slowly decaying function like

(5.1) I =
∫ ∞

0

1
1 + x2

sin xdx.

This is because if the transformation z = exp(π/2 sinh w) is applied the trans-
formed integrand has an infinite array of singularities which approach to the
real axis as Re w → ±∞. In 1978 H. Toda and H. Ono [82] and later in
1987 Sugihara [65] used a Richardson’s exterplation in order to overcome this
drawback.

§5.4. Ooura’s transformation for oscillatory integrals

In April 1989 Mori moved to University of Tokyo. The institute he be-
longed to was Department of Applied Physics, the same place as he previously
worked for. Soon after Mori’s transfer to Tokyo Sugihara also moved to join
Mori at University of Tokyo.

One day in June 1989 Mori received a letter from a student. He began
his letter saying “I am a second year undergraduate student from Nagoya Uni-
versity ...”. He continued that he read Mori’s book [28] and that he found a
transformation by which oscillatory integrals with a slowly decaying integrand
like (5.1) can be evaluated efficiently. Mori read the letter half in doubt but
carefully and found that what the student said was completely correct. His
name is Takuya Ooura.

Ooura’s idea is as follows. Suppose that we want to evaluate an integral

(5.2) I =
∫ ∞

0

f1(x) sinωxdx

where f1(x) is a slowly decaying algebraic function. For this integral Ooura
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proposed a transformation

(5.3) x = Mφ(t), φ(t) =
t

1 − exp(−6 sinh t)
.

M should be chosen as will be mentioned below. If we carry out variable
transformation (5.3) to (5.2) and apply the trapezoidal formula we have

(5.4) Ih = Mh

∞∑
k=−∞

f1(Mφ(kh)) sin(Mωφ(kh))φ′(kh),

where we must choose M and h in such a way that

(5.5) Mωh = π

holds. Note that for large negative kh the integrand decays double exponen-
tially from (5.3). On the other hand for large positive kh, although the inte-
grand does not decay at all,

(5.6) sin(ωMφ(kh)) ≈ sin Mωkh = sin kπ = 0

holds since φ(t) → t for large positive t so that the point of the formula ap-
proaches to the zero of sin ωMφ(t). Therefore we do not have to evaluate the
integrand for large positive kh and can truncate the infinite summation at a
moderate value of k.

As an example we consider

(5.7) I =
∫ ∞

0

log x sin xdx = −γ = −0.57721 56649 0153 · · ·

where γ is the Euler’s constant. The logarithmic term log x in (5.7) increases
slowly as x becomes large and such kind of an integral should be defined

(5.8) I = lim
ε→+0

∫ ∞

0

e−εx log x sin xdx = −γ.

In Fig.5 the graph of the integrand log x sin x is shown. Short dashes indicate
the location of the points of the formula and we see that they approach to the
zeros of the integrand as x becomes large. If we apply (5.3) with M = 50 we
obtain an approximate value of −γ whose absolute error is about 2.1 × 10−13

with N = 75 function evaluations.
Mori re-examined Ooura’s analysis and carried out various sorts of numer-

ical integration with Ooura’s transformation and Mori, under Ooura’s agree-
ment, gave a joint talk at a RIMS symposium in November 1989. Their paper
was published in 1991 [53].
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Figure 5. Graph of log x sin x

After Ooura graduated from Nagoya University in 1992 he entered the
graduate course in the University of Tokyo and obtained the doctor degree in
1997 [52] under the supervision of Mori. He is now working for RIMS as a
research associate and is still giving excellent results in the field of numerical
analysis [54, 50, 55] in which the continuous Euler’s transformation should
deserve special mention [49, 51].

§5.5. Permeation of the DE transformation

In the University of Tokyo good students entered the laboratory of Mori
and Sugihara. Ooura is one of them. Sometimes they worked together [45] and
sometimes independently. Hidenori Ogata investigated formulas for Cauchy
principal-value integrals and for Hadamard finite-part integrals based on the DE
transformation [48]. He also proposed DE formulas for integrals involving the
Bessel functions [46, 47]. Ogata was Sugihara’s student and hence many of his
papers are joint ones with Sugihara. Takayasu Matsuo, also one of Sugihara’s
students, applied the DE method to a sinc-type pseudospectral method [16].

Since the DE formula was proposed in 1974 it spread slowly but steadily
among people who are actually working in the fields of numerical computation.
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At the beginning it was confined inside Japan. In almost all the subroutine
libraries at computer centers of Japanese universities subroutines for the DE
formula could be found already around 1985. DE subroutines in NUMPACK
originally from Nagoya University is still provided for public use. Subroutines
using the DE formula were also developed by representative computer makers
in Japan. Library packages for supercomputers from Hitachi, NEC and Fujitsu
included several subroutines of the DE formulas at the time of around 1990.

One of the typical examples in which application of the DE formula was
successful is a paper by Momose et al. in 1987. They used the DE formula for
evaluation of molecular integrals [18]. Use of the DE formula is still spread-
ing. In fact, K. Kobayashi and H. Okamoto devised a combination of the
DE transform with the Fourier transform and gave an interesting result in the
field of fluid dynamics [10] in 2003. Recently J. W. Maina and K. Matsui ap-
plied the DE formula to a problem encountered in civil engineering [14]. Also,
Y. Yamamoto devised a method which improves remarkably the efficiency of
computation appearing in a financial problem [84].

The talk given by Mori at the first International Conference on Computa-
tional and Applied Mathematics at Leuven in July 1984 [27] and the one at the
International Conference on Numerical Mathematics, Singapore in June 1988
[29], and also the description in the second edition of the book by Davis and
Rabinowitz published in 1984 [4] seem to have contributed to the spread of the
DE formula outside Japan. Actually we find a small citation of the DE formula
in the book by H. R. Schwartz published in 1989 [59] and a full description in
the book by S. Nakamura published in 1991 [42], for example. In QUADPACK
the DE formula is not included although it is cited in [56].

In September 1996 Mori gave a lecture on the optimality of the DE trans-
form at the 50th anniversary of the foundation of Mathematical Society of
Japan [33, 34]. This is an example of scarce opportunities for Mori to present
his research results on the DE transformation to mathematicians in Japan.

In 1997 Mori was awarded the 28th Ishikawa Prize for the discovery of the
double exponential transformation.

The DE formula seems to have been used most successfully in the boundary
element method (BEM). As far as the author knows the first paper on the
application to BEM is the one by T. Higashimachi et al. in 1983 in the field
of computational mechanics [6]. In 1995 N. Kunihiro et al. devised an efficient
composition of variable transformations including the DE transformation in
BEM [12]. In order to give here the present status in BEM we quote a comment
in a paper by A. Aimi et al. [2]:
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For 2D integration of smooth functions except at the end points where
they may have log-singularities we sugest to use the DE-rule, which
has been widely and successfully applied in 2D problems.

§6. DE Sinc Methods and Further Developments

§6.1. Sinc expansion

It is said [72] that a function defined by

(6.1) sinc (x) =
sin πx

πx

has been playing an important role in the field of information theory. If g(w)
is a function regular in the strip region |Im w| < d for some fixed d it can be
expanded

(6.2) g(t) =
∞∑

k=−∞
g(kh) sinc

(
t

h
− k

)
+ e(t, h, d)

where e(t, h, d) is the error term. This expansion is called the sinc expansion.
While in the western literatures on numerical analysis we see the derivation of
(6.2) rather later [63], in Japan Hidetosi Takahasi mentioned the importance
and the usefulness of the sinc expansion already in his lecture at a RIMS sym-
posium in 1975 [72] although he did not use the term “sinc”. In fact he started
his lecture with the identity

(6.3) g(t) − ĝ(t) =
sin πt

h

2πi

∫
C

g(w)
(w − t) sin πw

h

dw (= e(t, h, d) )

where ĝ(t) is defined

(6.4) ĝ(t) =
∞∑

k=−∞
g(kh) sinc

(
t

h
− k

)

and the contour C surrounds the point w = t and all the zeros of sin(πw/h). If
we apply the residue theorem to the integral in the right hand side of (6.3) we
immediately get (6.2). Incidentally, we should note that the following relation
between the sinc expansion and the trapezoidal sum can easily be proved:

(6.5)
∫ ∞

−∞
ĝ(t)du = h

∞∑
k=−∞

g(kh).
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Also note that ĝ(t) is an expansion of convolution type. Takahasi called the
function sinc (t/h) in (6.4) the Shannon’s interpolant since ĝ(t) satisfies ĝ(kh) =
g(kh). He pointed out that if g(w) = o(exp(π|Im w|/h)) holds for large |Im w|
then ĝ(t) = g(t) holds exactly. Also Takahasi proposed a method to accelerate
the convergence of the series (6.4).

To Mori’s regret he missed Takahasi’s lecture at RIMS in 1975 because
Mori was visiting Courant Institute just at that time and hence he did not
notice the lecture note [72] at the moment. Thus no body followed Takahasi’s
suggestion for sinc expansion until several years later. However, in order to puli-
cize Takahasi’s idea among people outside Japan, Mori, in cooperation with H.
Okamoto and M. Sugihara, translated Takahasi’s lecture note [72] into English.
It is going to be published in the present issue [73].

In any case the sinc expansion (6.2) plays a central role in the following
discussion. For these ten years research activities in the field of sinc expansion
have been flourished by Frank Stenger [63] and people in his school. However,
the transformations they used were of single exponential type and the resulting
convergence rate was again exp(−C

√
N) where N is the number of terms of

the sinc expansion.
On the other hand, Sugihara thought that the DE transformation is also

useful in the sinc approximation [70]. He and his students successfully applied
the sinc method based on the DE transformation to two-point boundary value
problems of second order differential equation [7, 68] and to Sturm-Liouville
type eigenvalue problems [11].

In 2003 Sugihara established a theorem on a near optimality of the sinc
approximation incorporated with the DE transformation based on a similar
idea as in the optimality of the DE formula for definite integrals [69].

In the meantime Mori retired from the University of Tokyo at the age of
60. Just after the retirement he moved to RIMS, Kyoto University and there
he hold the position of the director for three years from 1998 until 2001. There
he spent a useful time with his former students Takuya Ooura and Daisuke
Furihata because these two persons also were working for RIMS at the same
time. Furihata’s research subject was different from the DE transform, i.e.
the discrete variation which he developed in the University of Tokyo under
Mori’s supervision before he moved to RIMS. Although Mori was occupied by
the business as the director he could charge various new ideas around the DE
transform through discussions with these young researchers.



�

�

�

�

�

�

�

�

928 Masatake Mori

§6.2. Indefinite DE integration

In 2001 Mori retired from RIMS, Kyoto University at the age of 63 and
moved to Tokyo Denki University, a private university near Tokyo. There he
was again blessed with a student, Mayinur Muhammad from Uighur, China.
Fortunately her husband Ahniyaz Nurmuhammad who is also working for
Tokyo Denki University is a mathematician and his cooperation has been very
helpful for Mori and Muhammad. Mori and his co-researchers extensively ap-
plied the sinc method based on the DE transformation to various kinds of
numerical problems in accordance with Sugihara’s suggestion. First, Mori and
Muhammad applied the DE transformation to indefinite integration [35, 37].
Application of the sinc method to indefinite integration had been already in-
vestigated by F. Stenger [62] and later by S. Haber [5] although they used
mainly the transformation of single exponential type. Mori and Muhammad
followed their analysis by replacing the single exponential transformation with
the double exponential one. Suppose that we want to evaluate an indefinite
integral

(6.6) I(s) =
∫ s

−1

f(x)dx, −1 < s < 1.

Although they assumed that f(x) is expressed f(x) = (1 − x2)−αf1(x), α < 1
we will assume here α = 0 for simplicity as in the analysis in Section 3 and
Section 4. We apply the DE transformation

(6.7) x = φ(t) = tanh
(π

2
sinh t

)

to the indefinite integral and subsequently apply the trapezoidal formula with
mesh size h to obtain

(6.8)

I(s) =
∫ τ

−∞
f(φ(t))φ′(t)dt =h

∞∑
k=−∞

f(φ(kh))φ′(kh)
(

1
2

+
1
π

Si
(
π

τ

h
− πk

))

+ O

(
h exp

(
−πd

h

))
, τ = φ−1(s),

where Si (x) is the sine integral defined by

(6.9) Si (x) =
∫ x

0

sin ξ

ξ
dξ.
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If we truncate the infinite summation at k = ±n according to the criterion
(3.18) we have

(6.10) h =
2
N

log dN, N = 2n + 1

and eventually obtain the DE formula for indefinite integration

(6.11)∫ s

−1

f(x)dx =h

∞∑
k=−∞

f(φ(kh))φ′(kh)
(

1
2

+
1
π

Si
(

π
φ−1(s)

h
− πk

))

+ O

(
exp

(
− πdN

2 log(dN)

))
.

We call xk = φ(kh), k = −n,−n + 1, . . . , n the sinc points. The single expo-
nential transformation gives a formula with an error term

(6.12) O(N1/2 exp(−(πdN/2)1/2)), h = (2πd/N)1/2.

Incidentally it should be noted that an independent work on the indefinite DE
integration is given by Tanaka jointly with Sugihara and Murota [81].

The role of the function (1/2 + 1/πSi (πφ−1(s)/h − πk)) appearing in the
right hand side of (6.8) is interesting. This is the main difference between the
formula for the definite integral (3.12) and the one for the indefinite integral
(6.8). Consider here a function defined by

Yh,τ (t) =
1
2

+
1
π

Si
(π

h
(τ − t)

)
, τ = φ−1(s).(6.13)

If we integrate f(φ(t))φ′(t)Yh,τ (t) over (−∞,∞) by the trapezoidal formula
with mesh size h, then we have the formula (6.11). In Fig.6 we show the graph
of Yh,τ (t) with h = 0.25 and τ = 0. This graph indicates that Yh,τ (t) approx-
imately cuts off the function f(φ(t))φ′(t) at t = τ in (6.8) which corresponds
to the cut off of the integration of (6.6) at the upper bound x = s. In this
sense Yh,τ (t) plays a role an approximation to the discontinous Heaviside step
function. Although Yh,τ (t) is an approximation f(φ(t))φ′(t)Yh,τ (t) is regular
in the strip region |Im w| < d, so that its integration gives again a result with
very high accuracy.

§6.3. Applications of indefinite DE integration

As a direct application of the formula for indefinite integrals Muhammad
and Mori considered numerical evaluation of an iterated integral

(6.14) I =
∫ b

a

dx

∫ q(x)

a′
f(x, y)dy
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Figure 6. Yh,τ (t) = 1
2 + 1

π Si
(

π
h (τ − t)

)
, h = 0.25, τ = 0

where q(x) is an increasing function satisfying

(6.15) q(a) = a′, q(b) = b′ (a < x < b).

They applied the indefinite DE formula (6.11) to the inner indefinite integration
in (6.14) and then subsequently applied the conventional definite DE formula
(4.11) to the outer definite integration. The result was as expected and satis-
factory [36, 38]. If the integrand is of a product type, i.e. f(x, y) = X(x)Y (y),
it reduces to essentially a one dimensional numerical integration.

Muhammad and her co-researchers applied the DE transformation to nu-
merical solution of a Volterra integral equation of the second kind

(6.16) u(x) − λ

∫ x

a

K(x, u(ξ))dξ = g(x), a < x < b

where the constant λ and the function g(x) are given and u(x) needs to be
found. They approximated the kernel integral in (6.16) using the indefinite
DE integration stated above and subsequently applied collocation based on the
sinc points xk = φ(kh), k = −n,−n + 1, . . . , n. In this way they obtained an
efficient formula to solve (6.16) [39]. If K(x, u) is linear with respect to u, the
resulting system of algebraic equations can be directly solved by means of the
Gauss elimination. If K(x, u) is nonlinear, on the other hand, we need some
iterative method, say Newton’s iteration.
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Suppose that we want to solve an initial value problem of ordinary differ-
ential equation

(6.17)




du

dx
= K(x, u), a < x < b

u(a) = u0.

If we integrate (6.17) with respect to x under the given boundary condition
we immediately have the Volterra integral equation (6.16). Then, using the
method given above we obtain an approximate solution of the original initial
value problem [44]. They observed that it works well also for stiff problems
without any special care for the stiffness.

There had been several researches on numerical solution of Volterra inte-
gral equation and, consequently, initial value problem of ordinary differential
equation based on the single exponential transformation which preceded their
work [63]. However, here also they brought the DE transformation into focus
and obtained significant results.

Recently Nurmuhammad and his co-researchers jointly with Sugihara ap-
plied the sinc collocation method successfully to boundary value problems of
fourth order differential equation [43].

On the other hand Stenger and people in his school are developing and
enhancing a package “Sinc-Pack” using the DE transformation. The author
puts his hopes on a friendly competition between Stenger’s group and the DE
group in Japan.

§7. Conclusions

The author would like to point out as the first concluding remark that
the DE transformation is one of the not many academic harvests in the field
of applied mathematics that were discovered and developed inside Japan and
spread out worldwide.

Applications of the DE transformation to evaluation of definite integrals
are still permeating in various fields of science and engineering as pointed out at
the end of Section 5. Recently the DE formula is incorporated into well known
mathematical software such as Maple and Mathematica. Visit the web-page of
Mathworld [15] for example.

Applications of the indefinite DE integration are just beginning as men-
tioned in the previous section. Since it can be used for solution of integral
equations and also for solution of differential equations the author hopes that
the scope of its applications will go beyond expectation.
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As the last concluding remark we cite here a comment from the report by
D. H. Bailey and X. S. Li in 2003 on a comparison of high-precision quadrature
schemes [3]:

The tanh-sinh (=DE) scheme appears to be the best. It combines
uniformly excellent accuracy with fast run times. It is the nearest we
have to a truly all-purpose quadrature scheme at the present time.

Finally the author would like to express his sincere gratitude to Professor
Hisashi Okamoto for his perpetual kind support to disseminate the DE trans-
forms. In particular the workshop “Thirty Years of the Double Exponential
Transforms” and this special issue would not have been realized without his
effort. Also, the author would like to thank the referees for giving valuable
comments.
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