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Another Proof of
Gustafson’s Cn-type Summation Formula
via ‘Elementary’ Symmetric Polynomials

By

Masahiko Ito
∗

Abstract

We introduce new symmetric polynomials which induce a q-difference equation
associated with a basic hypergeometric sum of type Cn investigated by Gustafson.
Using them we give another proof for Gustafson’s Cn-type summation formula.

§1. Introduction

In a series of the papers [5, 6, 7, 8], Gustafson established some basic
hypergeometric sums associated with Lie algebras. They are natural general-
ization of Milne’s basic hypergeometric sums [15]. The summation formulas
investigated by Gustafson are some multiple generalizations of Bailey’s 6ψ6

summation formula [3]. Using terminology of Jackson integrals, one of his
formulas is rewritten as follows:∫ ξ∞

0

ΦG(z)∆(z)
dqz1

z1
··· dqzn

zn
(1)

= (1 − q)n(q)n
∞

∏
1≤µ<ν≤2n+2(qa

−1
µ a−1

ν )∞
(qa−1

1 a−1
2 . . . a−1

2n+2)∞

×
n∏

i=1

ξ
i−α1−α2−···−α2n+2
i θ(ξ2

i )∏2n+2
m=1 θ(amξi)

∏
1≤j<k≤n

θ(ξj/ξk)θ(ξjξk)
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524 Masahiko Ito

where θ(x) := (x)∞(q/x)∞ and

ΦG(z) :=
n∏

i=1

2n+2∏
m=1

z
1/2−αm

i

(qa−1
m zi)∞

(amzi)∞
, qαm = am,

∆(z) :=
n∏

i=1

1 − z2
i

zi

∏
1≤j<k≤n

(1 − zj/zk)(1 − zjzk)
zj

(For more details, see the definition of the Jackson integral in Section 3). We
call it Gustafson’s Cn-type summation formula. This formula implies that the
basic hypergeometric sum represented by the left-hand side of (1) can be ex-
pressed as a product of q-gamma functions.

On the other hand, Gustafson’s formula is very closely related to the fol-
lowing formula:∫ ξ∞

0

ΦvD(z)∆(z)
dqz1

z1
··· dqzn

zn
(2)

= (1 − q)n(q)n
∞

n∏
i=1

(qt−i)∞
(qt−1)∞

∏
1≤µ<ν≤4(qt

−(n−i)a−1
µ a−1

ν )∞
(qt−(n+i−2)a−1

1 a−1
2 a−1

3 a−1
4 )∞

×
n∏

i=1

ξi θ(ξ2
i )∏4

m=1 ξαm
i θ(amξi)

∏
1≤j<k≤n

θ(ξj/ξk)θ(ξjξk)
ξ2τ
j θ(tξj/ξk)θ(tξjξk)

where qαm = am, qτ = t and

ΦvD(z) :=
n∏

i=1

4∏
m=1

z
1/2−αm

i

(qa−1
m zi)∞

(amzi)∞

×
∏

1≤j<k≤n

z1−2τ
j

(qt−1zj/zk)∞
(tzj/zk)∞

(qt−1zjzk)∞
(tzjzk)∞

.

The formula (2) was proved by van Diejen [4], who showed it to calculate a
certain multiple Jackson integral in two ways using the formula (1), following
Gustafson’s method [6].

In [13], we introduced some new symmetric polynomials ei(z), 0 ≤ i ≤ n,
which we call the ‘elementary’ symmetric polynomials associated with the weight
function ΦvD(z). (See [13] for the reason we call them ‘elementary’.) We found
the following relation between ei(z) and ei−1(z):∫ ξ∞

0

ei(z)ΦvD(z)∆(z)�q

=− ti−1(1 − tn−i+1)
∏4

k=2(1 − aka1t
n−i)

tn−i(1 − ti)a1(1 − a1a2a3a4t2n−i−1)

∫ ξ∞

0

ei−1(z)ΦvD(z)∆(z)�q,
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where �q is the abbreviation for the symbol dqz1
z1

· · · dqzn

zn
. From repeated use

of this relation, for the sum in the left-hand side of (2), we can immediately
deduce its q-difference equations with respect to parameters. As a consequence,
we gave another proof of the product formula (2) as if we construct the gamma
product expression of the beta function from its difference equations and its
asymptotic behavior at infinity of parameters.

In this paper, for Gustafson’s formula case, we also found other new sym-
metric polynomials e′(z), 0 ≤ i ≤ n, similar to those associated with ΦvD(z).
(See Section 4 for the definition of e′i(z).) We can also obtain q-difference
equations with respect to parameters from the following theorem:

Theorem 1.1. The following relation holds for the polynomials e′0(z)
and e′n(z):∫ ξ∞

0

e′n(z)ΦG(z)∆(z)�q = (−a1)−n

∏2n+2
k=2 (1 − a1ak)

1 − a1a2 . . . a2n+2

∫ ξ∞

0

e′0(z)ΦG(z)∆(z)�q.

The aim of this paper is to introduce these symmetric polynomials e′i(z)
associated with ΦG(z) and to give another proof of the formula (1) using the
Theorem 1.1. From the previous result by the author (Lemma 3.1), the problem
is to determine the constant C in (9). To this aim the Theorem 1.1 is used.

Throughout this paper, we use the notation (x)∞ :=
∏∞

i=0(1 − qix) and
(x)N := (x)∞/(qNx)∞ where 0 < q < 1.

§2. Symplectic Schur Functions χλ(z)

Let WCn
be the Weyl group of type Cn, which is isomorphic to (Z/2Z)n�Sn

where Sn is the symmetric group of nth order. WCn
is generated by the following

transformations of the coordinates (z1, z2, . . . , zn) ∈ (C∗)n:

(z1, z2, . . . , zn)→ (z−1
1 , z2, . . . , zn),

(z1, z2, . . . , zn)→ (zσ(1), zσ(2), . . . , zσ(n)) σ ∈ Sn.

For a function f(z) of z ∈ (C∗)n, the Weyl group action is defined by

wf(z) := f(w−1(z)) for w ∈ WCn
,

and we denote by Af(z) the alternating sum over WCn
defined by

Af(z) :=
∑

w∈WCn

(sgn w) wf(z).
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Let P be the set of partitions defined by

P := {(λ1, λ2, . . . , λn) ∈ Z
n ; λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}.

For λ = (λ1, λ2, . . . , λn) ∈ P , we set

Aλ(z) := A(zλ1
1 zλ2

2 . . . , zλn
n ).

The following holds for ρ := (n, n − 1, . . . , 2, 1) ∈ P ,

Aρ(z) =
n∏

i=1

(zi − z−1
i )

∏
1≤j<k≤n

(zk − zj)(1 − zjzk)
zjzk

(3)

which is called Weyl’s denominator formula. For λ = (λ1, λ2, . . . , λn) ∈ P , we
define the symplectic Schur function

χλ(z) :=
Aλ+ρ(z)
Aρ(z)

=
A(λ1+n,λ2+n−1,...,λn−1+2,λn+1)(z)

A(n,n−1,...,2,1)(z)
,

which occurs in Weyl’s character formula. For λ = (λ1, λ2, . . . , λn) ∈ P , if we
denote by mi the multiplicity of i in λ, i.e., mi = #{j ; λj = i}, it is convenient
to use the symbols λ = (1m12m2. . . rmr. . . ) and χλ(z) = χ(1m12m2 ...rmr ... )(z) as
used in the example χ(2,1,1,0)(z1, z2, z3, z4) = χ(122)(z1, z2, z3, z4).

We state two lemmas which will be used technically when we prove a prop-
erty of the ‘elementary’ symmetric polynomials in Section 4. Note in passing
that the number of variables for χ(1i−j) and χ(j) are different in the following:

Lemma 2.1. The following holds for i = 0, 1, 2, . . . , n:

i∑
j=0

(−1)jχ(1i−j)(z1, z2, . . . , zn)χ(j)(z1, z2, . . . , zn−i+1) =

{
0 (i �= 0),
1 (i = 0).

Proof. See [13].

Lemma 2.2. The following holds for χλ(z) and Aρ(z):

n∑
j=0

(−1)jχ(1n−j)(z1, z2, . . . , zn)χ(j)(zn+1)

=
A(n+1,n,...,1)(z1, z2, . . . , zn, zn+1)
A(n,n−1,...,1)(z1, . . . , zn)A(1)(zn+1)

.

Proof. See [13].
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§3. Jackson Integral of Gustafson’s Cn-type

For z = (z1, z2, . . . , zn) ∈ (C∗)n, we set

ΦG(z) :=
n∏

i=1

2n+2∏
m=1

z
1/2−αm

i

(qa−1
m zi)∞

(amzi)∞
,

∆(z) :=
n∏

i=1

1 − z2
i

zi

∏
1≤j<k≤n

(1 − zj/zk)(1 − zjzk)
zj

where qαm = am. Weyl’s denominator formula (3) says

∆(z) = (−1)nAρ(z) where ρ = (n, n − 1, . . . , 2, 1) ∈ P.(4)

For an arbitrary ξ = (ξ1, ξ2, . . . , ξn) ∈ (C∗)n, we define the q-shift ξ → qνξ by
a lattice point ν = (ν1, ν2, . . . , νn) ∈ Zn, where

qνξ := (qν1ξ1, q
ν2ξ2, . . . , q

νnξn) ∈ (C∗)n.

For ξ = (ξ1, ξ2, . . . , ξn) ∈ (C∗)n and a function h(z) of z ∈ (C∗)n, we define the
sum over the lattice Zn by∫ ξ1∞

0

···
∫ ξn∞

0

h(z)
dqz1

z1
··· dqzn

zn
:= (1 − q)n

∑
ν∈Zn

h(qνξ),(5)

which we call the Jackson integral if it converges. We abbreviate the LHS of

(5) to
∫ ξ∞

0

h(z) �q. We now define the Jackson integral whose integrand is

ΦG(z)∆(z) as follows:

JG(ξ) :=
∫ ξ∞

0

ΦG(z)∆(z)�q,(6)

which converges if
|a1a2 . . . a2n+2| > q

and
amξi �∈ {ql ; l ∈ Z} for 1 ≤ m ≤ 2n + 2, 1 ≤ i ≤ n.

(See [11] for the convergence condition.) We call the sum JG(ξ) the Jackson
integral of Gustafson’s Cn-type. The sum JG(ξ) is invariant under the shifts
ξ → qνξ for ν ∈ Zn.

Since (q1+k)∞ = 0 if k is a negative integer, for the special point

ζ := (a1, a2, . . . , an−1, an) ∈ (C∗)n,
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it follows that
ΦG(qνζ) = 0 if ν �∈ D

where D forms the cone in the lattice Z
n defined by

D := {ν ∈ Z
n ; ν1 ≥ 0, ν2 ≥ 0, . . . , νn−1 ≥ 0 and νn ≥ 0}.

This implies that J(ζ) is written as the sum over the cone D as follows:

JG(ζ) = (1 − q)n
∑
ν∈D

ΦG(qνζ)∆(qνζ)(7)

We call its Jackson integral summed over D truncated. We just write

JG(ζ) =
∫ ζ

0

ΦG(z)∆(z)�q

omitting ∞ from the integral area only if ξ = ζ.
Let ΘG(ξ) be the function defined by

ΘG(ξ) :=
n∏

i=1

ξ
i−α1−α2−···−α2n+2
i θ(ξ2

i )∏2n+2
m=1 θ(amξi)

∏
1≤j<k≤n

θ(ξj/ξk)θ(ξjξk)(8)

where θ(x) := (x)∞(q/x)∞. We state a lemma for subsequent section.

Lemma 3.1. The Jackson integral JG(ξ) is expressed as

JG(ξ) = C ΘG(ξ)(9)

where C is a constant not depending on ξ ∈ (C∗)n

Proof. See [10].

We will discuss the constant C later in Section 6.

§4. ‘Elementary’ Symmetric Polynomials e′i(z)

For i = 0, 1, 2, 3, . . . , n, we define the following symmetric polynomials in
terms of χλ(z):

e′i(z) :=
i∑

j=0

(−1)jχ(1i−j)(z1, z2, . . . , zn︸ ︷︷ ︸
n

) χ(j)(a1, a2, . . . , an−i+1︸ ︷︷ ︸
n−i+1

),(10)

which we call the ith ‘elementary’ symmetric polynomials associated with the
weight function ΦG(z). The reason we call it ‘elementary’ is mentioned in [13].
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Lemma 4.1. The product expression of the nth ‘elementary’ symmetric
polynomial e′n(z) is the following:

e′n(z) =
n∏

i=1

(a1 − zi)(1 − a1zi)
a1zi

.(11)

Proof. Using Weyl’s denominator formula (3), we have

n∏
i=1

(a1 − zi)(1 − a1zi)
a1zi

=
A(n+1,n,...,1)(z1, z2, . . . , zn, a1)
A(n,n−1,...,1)(z1, . . . , zn)A(1)(a1)

(12)

Taking zn+1 = a1 at Lemma 2.2, we have

A(n+1,n,...,1)(z1, z2, . . . , zn, a1)
A(n,n−1,...,1)(z1, . . . , zn)A(1)(a1)

(13)

=
n∑

j=0

(−1)jχ(1n−j)(z1, z2, . . . , zn)χ(j)(a1)

= e′n(z).

From (12) and (13), we have (11).

Let x be an arbitrary real number satisfying x > 0. For i = 1, 2, . . . , n+1,
we set

ζi = (ζi1, ζi2, . . . , ζin) ∈ (C∗)n,(14)

where

ζij :=

{
xi−j if 1 ≤ j < i,

an−j+1 if i ≤ j ≤ n.

The explicit expression of ζi is the following:

ζ1 = (an, an−1, . . . , a2, a1),

ζ2 = (x, an−1, an−2, . . . , a2, a1),

ζ3 = (x2, x, an−2, an−3, . . . , a2, a1),
...

ζn = (xn−1, . . . , x2, x, a1),

ζn+1 = (xn, xn−1, . . . , x2, x).
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Lemma 4.2. If 1 ≤ j ≤ i ≤ n, then

e′i(z1, z2, . . . , zj−1, an−j+1, an−j , . . . , a2, a1) = 0.

Proof. Since χλ(z) is symmetric, by definition (10), we have

e′i(z1, z2, . . . , zj−1, an−j+1, an−j , . . . , a2, a1)

=
i∑

k=0

(−1)kχ(1i−k)(z1, z2, . . . , zj−1, an−j+1, an−j , . . . , a2, a1)

× χ(k)(a1, a2, . . . , an−i+1)

=
i∑

k=0

(−1)kχ(1i−k)(a1, a2, . . . , an−i+1, an−i+2, . . . , an−j+1, z1, z2, . . . , zj−1)

× χ(k)(a1, a2, . . . , an−i+1).

Applying Lemma 2.1, the right-hand side of the above equation is equal to 0.
This completes the proof.

The explicit expression of Lemma 4.2 is the following:

e′1(an, an−1, . . . , a2, a1) = 0,

e′2(z1, an−1, . . . , a2, a1) = 0,

...

e′n(z1, z2, . . . , zn−1, a1) = 0.

In particular,

Corollary 4.1. If 1 ≤ j ≤ i ≤ n, then e′i(ζj) = 0.

Proof. It is straightforward from the definition (14) of ζi and Lemma 4.2.

§5. Main Theorem

In this section, to specify the number of variables n, we simply use e
(n)
i (z)

and A(n)(z) instead of the ‘elementary’ symmetric polynomials e′i(z) and Weyl’s
denominator Aρ(z) respectively. The symbol (n) on the right shoulder of ei or
A indicates the number of variables of z = (z1, z2, . . . , zn) for e′i(z) or Aρ(z).
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Let τ1 and σi be reflections of the coordinates z = (z1, z2, . . . , zn) defined
as follows:

τ1 : z1 ←→ z−1
1 ,

σi : z1 ←→ zi for i = 2, 3, . . . , n.

Since the Weyl group WCn
of type Cn is isomorphic to (Z/2Z)n

�Sn, we write

WCn
= 〈τ1, σ2, σ3, . . . , σn〉,(15)

which means WCn
is generated by τ1 and σi, i = 2, 3, . . . , n.

For w ∈ WCn
, if we set

Uw(z) :=
wΦG(z)
ΦG(z)

,(16)

then the function Uw(z) satisfies the following property:

Uw1w2(z) = Uw1(z) × w1Uw2(z).(17)

For the generators τ1, σ2, σ3, . . . , σn of WCn
, from the definition of ΦG(z) and

(16) we have the following explicitly:

Uτ1(z) =
2n+2∏
m=1

z2αm−1
1 θ(amz1)

θ(qa−1
m z1)

,

Uσi
(z) = 1 for i = 2, 3, . . . , n.

Since the function θ(x) satisfies θ(qx) = −θ(x)/x, the functions Uτ1(z) and
Uσi

(z) are invariant under the q-shifts ξ → qνξ for ν ∈ Zn. Moreover, from
repeated use of the property (17), for w ∈ WCn

the function Uw(z) is also
invariant under the q-shifts ξ → qνξ for ν ∈ Zn.

Let Tz1 be the q-shift of variable z1 such that Tz1 : z1 → qz1. Set

∇ϕ(z) := ϕ(z) − Tz1ΦG(z)
ΦG(z)

Tz1ϕ(z),(18)

where Tz1ΦG(z)/ΦG(z) is written as follows by definition:

Tz1ΦG(z)
ΦG(z)

= qn+1
2n+2∏
k=1

(1 − akz1)
(ak − qz1)
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Lemma 5.1. Let ϕ(z) be an arbitrary function such that
∫ ξ∞

0

ϕ(z) ΦG

(z)�q converges. The following holds for ϕ(z):∫ ξ∞

0

ΦG(z)∇ϕ(z) �q = 0.(19)

In particular, ∫ ξ∞

0

ΦG(z)A∇ϕ(z) �q = 0.(20)

Proof. Since a Jackson integral is invariant under q-shift, it follows that∫ ξ∞

0

ϕ(z)ΦG(z)�q =
∫ ξ∞

0

Tz1ϕ(z) Tz1ΦG(z)�q,

so that ∫ ξ∞

0

ϕ(z)ΦG(z)�q −
∫ ξ∞

0

Tz1ϕ(z)
Tz1ΦG(z)
ΦG(z)

ΦG(z)�q = 0.

This implies (19) from the definition (18) of ∇. For w ∈ WCn
, we have

w

∫ ξ∞

0

ΦG(z)∇ϕ(z) �q =
∫ (w−1ξ)∞

0

ΦG(z)∇ϕ(z) �q

=
∫ ξ∞

0

wΦG(z) w∇ϕ(z) �q =
∫ ξ∞

0

Uw(z)ΦG(z) w∇ϕ(z) �q

= Uw(ξ)
∫ ξ∞

0

ΦG(z) w∇ϕ(z) �q

because Uw(z) is invariant under the q-shift z → qνz. If (19) holds, then∫ ξ∞

0

ΦG(z) w∇ϕ(z) �q =
1

Uw(ξ)
w

∫ ξ∞

0

ΦG(z)∇ϕ(z) �q = 0 for w ∈ WCn
.

Thus, for the function A∇ϕ(z) =
∑

w∈WCn

(sgn w) w∇ϕ(z), we have

∫ ξ∞

0

ΦG(z)A∇ϕ(z) �q =
∑

w∈WCn

(sgn w)
∫ ξ∞

0

ΦG(z) w∇ϕ(z)�q = 0,

which completes the proof.
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Let f(z) and g(z) be functions defined as follows:

f(z) :=
2n+2∏
m=1

(am − z1), g(z) :=
2n+2∏
m=1

(1 − amz1).

For i = 2, 3, . . . , n, we set

fi(z) := σif(z), gi(z) := σig(z)(21)

and simply f1(z) := f(z), g1(z) := g(z). For i = 1, 2, . . . , n, the explicit forms
of fi(z) and gi(z) are the following:

fi(z) =
2n+2∏
m=1

(am − zi), gi(z) =
2n+2∏
m=1

(1 − amzi).(22)

By definition, we have

τ1

(
f1(z)
zn+1
1

)
=

g1(z)
zn+1
1

.(23)

Let ϕi(z), 1 ≤ i ≤ n, be the function defined by

ϕi(z) :=
A∇ϕi(z)

2
where

ϕi(z) :=
f(z)
zn+1
1

zn−1
2 zn−2

3 . . . zn e
(n−1)
i−1 (z2, z3, . . . , zn).(24)

Proposition 5.1. The functions ϕi(z) are expressed as

ϕi(z) =
n∑

k=1

(−1)k+1 fk(z) − gk(z)
zn+1
k

e
(n−1)
i−1 (ẑk)A(n−1)(ẑk)(25)

where ẑk := (z1, . . . , zk−1, zk+1, . . . , zn).

Proof. By definition (18) of ∇ and (24), we have

∇ϕi(z) =
f(z) − g(z)

zn+1
1

zn−1
2 zn−2

3 . . . zn e
(n−1)
i−1 (ẑ1).(26)

Then, from (15) and (23), it follows that

ϕi(z) =A∇ϕi(z)/2(27)

=
f1(z) − g1(z)

zn+1
1

e
(n−1)
i−1 (ẑ1)A(n−1)(ẑ1)

+
n∑

k=2

(sgn σk) σk

[f1(z) − g1(z)
zn+1
1

e
(n−1)
i−1 (ẑ1)A(n−1)(ẑ1)

]
.
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Thus, we obtain the expression (25) by substituting (21) and the following for
(27):

sgn σk = −1, σke
(n−1)
i−1 (ẑ1) = e

(n−1)
i−1 (ẑk), σkA(n−1)(ẑ1) = (−1)kA(n−1)(ẑk).

This completes the proof.

On the other hand, ϕi(z) are expanded as a linear combination of the
functions e

(n)
j (z)A(n)(z), 0 ≤ j ≤ i, as we will see in Proposition 5.2 later. For

proving Proposition 5.2, we show three lemmas.

Lemma 5.2. For (1, 2, . . . , n) ∈ Zn, the alternating sum A(z	1
1 z	2

2 . . .

z	n
n ) has the following properties:

A(z	1
1 . . . z	i

i . . . z	n
n ) =− A(z	1

1 . . . z−	i
i . . . z	n

n )(28)

A(z	1
1 . . . z	i

i . . . z
	j

j . . . z	n
n ) =− A(z	1

1 . . . z
	j

i . . . z	i
j . . . z	n

n ).(29)

Moreover

A(z	1
1 . . . z0

i . . . z	n
n ) = 0,(30)

A(z	1
1 . . . z	

i . . . z	
j . . . z	n

n ) = 0.(31)

Proof. Eq. (28) and (29) are straightforward from the definition of A(z	1
1

z	2
2 . . . z	n

n ). Eq. (30) and (31) are the consequences of (28) and (29) respectively.

Lemma 5.3. Let {r2, r3, . . . , rn} be a sequence consisting of −1, 0 or 1.
For {r2, r3, . . . , rn}, set δ := #{i ; 2 ≤ i ≤ n, ri = −1, ri+1 = 1}. Let  be an
integer satisfying 1 ≤  ≤ n. If A

(
z	
1(z

n−1
2 zn−2

3 . . . zn)zr2
2 zr3

3 . . . zrn
n

)
�= 0, then

{r2, r3, . . . , rn} satisfies the following conditions:

(i) r2 = r3 = · · · = rn−	+1 = 1.

(ii) If there exists i such that n −  + 2 ≤ i < n and ri = −1, then ri+1 = 1.

(iii) If there exists i such that n −  + 2 < i ≤ n and ri = 1, then ri−1 = −1.

Conversely if {r2, r3, . . . , rn} satisfies the conditions (i), (ii) and (iii), then

A
(
z	
1(z

n−1
2 zn−2

3 . . . zn)zr2
2 zr3

3 . . . zrn
n

)
= (−1)n−	+δAρ(z).(32)

Moreover, if A
(
zn+1
1 (zn−1

2 zn−2
3 . . . zn)zr2

2 zr3
3 . . . zrn

n

)
�= 0, then there exists j ∈

{1, 2, . . . , n} such that {r2, r3, . . . , rn} satisfies the following conditions:
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(iv) r2 = r3 = · · · = rj = 1.

(v) If there exists i such that j + 1 ≤ i < n and ri = −1, then ri+1 = 1.

(vi) If there exists i such that j + 1 < i ≤ n and ri = 1, then ri−1 = −1.

Conversely if {r2, r3, . . . , rn} satisfies the conditions (iv), (v) and (vi), then

A
(
zn+1
1 (zn−1

2 zn−2
3 . . . zn)zr2

2 zr3
3 . . . zrn

n

)
= (−1)δA(1j)+ρ(z)

= (−1)δχ(1j)(z)Aρ(z).

Proof. We abbreviate the left-hand side of (32) to A. First we prove the
following two claims:

(C1) For 2 ≤ i < j < n, if A �= 0 and ri = ri+1 = · · · = rj = −1, then
rj+1 = −1.

(C2) For 2 < i < j ≤ n, if A �= 0 and ri = ri+1 = · · · = rj = 1, then ri−1 = 1.

For (C1), if rj+1 = 0 or 1, using (31), we have A = A(. . . zn−j
j zn−j

j+1 . . . ) =
0 or A = A(. . . zn−j+1

j−1 . . . zn−j+1
j+1 . . . ) = 0 respectively. For (C2), if ri−1 =

0 or −1, using (31), we also have A = A(. . . zn−i+2
i−1 zn−i+2

i . . . ) = 0 or A =
A(. . . zn−i+1

i−1 . . . zn−i+1
i+1 . . . ) = 0 respectively.

We prove the former part of Lemma 5.3. Suppose that A �= 0.
If rn−	+1 = 0, then A = A(z	

1 . . . z	
n−	+1 . . .) = 0 by using (31). Thus

we have rn−	+1 �= 0. Assume rn−	+1 = −1. If rn−	+2 = 1 or 0, then A =
A(z	

1 . . . z	
n−	+2 . . .) = 0 or A = A(. . . z	−1

n−	+1z
	−1
n−	+2 . . . ) = 0 respectively. If

rn−	+2 = −1, using (C1) repeatedly, we have rn = −1. Then A = A( . . . z0
n) =

0 by (30). Thus we have rn−	+1 �= −1.
From the above, we obtain rn−	+1 = 1 if A �= 0. If rn−	 = −1 or 0, then

A = A(z	
1 . . . z	

n−	 . . .) = 0 or A = A(. . . z	+1
n−	z

	+1
n−	+1 . . . ) = 0 respectively, Thus

we have rn−	 = 1. By repeated use of (C2), it follows that r2 = r3 = · · · =
rn−	+1 = 1, which is the condition (i).

Next we prove the condition (ii). Suppose ri = −1 for some i with n−  +
2 ≤ i < n. If ri+1 = 0 then A = A(. . . zn−i

i zn−i
i+1 . . . ) = 0. If ri+1 = −1, using

(C1) repeatedly, we have rn = −1. Then A = A( . . . z0
n) = 0. Thus we obtain

ri+1 = 1. This is the condition (ii).
We prove the condition (iii). Suppose ri = 1 for some i with n −  + 2 <

i ≤ n. If ri−1 = 0 then A = A(. . . zn−i+2
i−1 zn−i+2

i . . . ) = 0. If ri−1 = 1, using
(C2) repeatedly, we have rn−	+2 = 1. Then A = A(z	

1 . . . z	
n−	+2 . . .) = 0. Thus

we obtain ri−1 = −1. This is the condition (iii).
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Conversely if {r2, r3, . . . , rn} satisfies the conditions (i), (ii) and (iii), using
(29), it follows that

A =A(z	
1z

n
2 zn−1

3 . . . z	+1
n−	+1z

	−1+rn−�+2
n−	+2 . . . z1+rn

n )

= (−1)n−	A(zn
1 zn−1

2 . . . z	
n−	+1z

	−1+rn−�+2
n−	+2 . . . z1+rn

n )

= (−1)n−	+δA(zn
1 zn−1

2 . . . z1
n) = (−1)n−	+δAρ(z).

Thus we complete the proof of the former part. Almost the same argument as
above is valid for the latter part of Lemma 5.3, and it is left to readers.

For z = (z1, z2, . . . , zn) ∈ (C∗)n and 0 ≤ k ≤ n, we define

m
(n)
k (z) :=

∑
1≤i1<i2<···<ik≤n

(zi1 + z−1
i1

)(zi2 + z−1
i2

) · · · (zik
+ z−1

ik
).(33)

By definition (10), the polynomials e
(n)
i (z) are expanded as a linear combination

of the functions χ(1j)(z), 0 ≤ j ≤ i. The polynomials χ(1i)(z) are expanded as
a linear combination of the functions m

(n)
j (z), 0 ≤ j ≤ i. Thus the polynomials

e
(n)
i (z) are written in the form

e
(n)
i (z) =

i∑
j=0

Eij m
(n)
j (z)

where Eii = 1. For ẑ1 = (z2, z3, . . . , zn) ∈ (C∗)n−1 the polynomials e
(n−1)
i−1 (ẑ1)

are also written as

e
(n−1)
i−1 (ẑ1) =

i∑
j=1

E′
ij m

(n−1)
j−1 (ẑ1).(34)

Lemma 5.4. If 1 ≤  ≤ n, then

A
(
z	
1(z

n−1
2 zn−2

3 . . . zn) m
(n−1)
j−1 (ẑ1)

)
= c′	jAρ(z),

where c′	j’s are integers satisfying c′	j = 0 if j ≤ n− , and c′	,n−	+1 = (−1)n−	.
Moreover

A
(
zn+1
1 (zn−1

2 zn−2
3 . . . zn) m

(n−1)
j−1 (ẑ1)

)
=

j∑
k=1

c′′jk χ(1k)(z)Aρ(z),

where c′′	j’s are some integers and c′′jj = 1.
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Proof. From the explicit expression (33) of m
(n)
j (z), we have

A
(
z	
1(z

n−1
2 zn−2

3 . . . zn) m
(n−1)
j−1 (ẑ1)

)
= A

(
z	
1(z

n−1
2 zn−2

3 . . . zn)(z2z3 . . . zj + · · · )
)
.

Using Lemma 5.3 we obtain Lemma 5.4.

We now state the other expression of the function ϕi(z).

Proposition 5.2. The functions ϕi(z) are expanded as a linear combi-
nation of the functions e

(n)
j (z)A(n)(z), 0 ≤ j ≤ i, as follows:

ϕi(z) =
i∑

j=0

cij e
(n)
j (z)A(n)(z).(35)

Remark 5.2.1. As we will see in Lemma 5.8 later, the coefficients cij ’s
except two of them vanish.

Proof. If we set

sk =
∑

1≤i1<···<ik≤2n+2

ai1ai2 . . . aik
,

from (22), the function f(z) − g(z) is expanded as

f(z) − g(z)
zn+1
1

=
n+1∑
	=1

d	 (z	
1 − z−	

1 )

where d	 = sn+1−	 − sn+1+	. Using this and (26), we have

A∇ϕi(z) =A
(

f(z) − g(z)
zn+1
1

zn−1
2 zn−2

3 . . . zn e
(n−1)
i−1 (ẑ1)

)
(36)

=
n+1∑
	=1

d	 A
(
(z	

1 − z−	
1 )zn−1

2 zn−2
3 . . . zn e

(n−1)
i−1 (ẑ1)

)
= 2

n+1∑
	=1

d	 A
(
z	
1z

n−1
2 zn−2

3 . . . zn e
(n−1)
i−1 (ẑ1)

)
.
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From (34) and (36), it follows that

ϕi(z) =A∇ϕi(z)/2

=
n+1∑
	=1

i∑
j=1

d	E
′
ij A

(
z	
1z

n−1
2 zn−2

3 . . . zn m
(n−1)
j−1 (ẑ1)

)

=
n∑

	=1

i∑
j=1

d	E
′
ij A

(
z	
1z

n−1
2 zn−2

3 . . . zn m
(n−1)
j−1 (ẑ1)

)

+
i∑

j=1

dn+1E
′
ij A

(
zn+1
1 zn−1

2 zn−2
3 . . . zn m

(n−1)
j−1 (ẑ1)

)
.

Using Lemma 5.4, we have

ϕi(z) =
( i∑

j=1

n∑
	=1

d	E
′
ijc

′
	j

)
Aρ(z) +

i∑
j=1

j∑
k=1

dn+1E
′
ijc

′′
jk χ(1k)(z)Aρ(z)

=
( i∑

j=1

n∑
	=1

d	E
′
ijc

′
	j

)
Aρ(z) +

i∑
k=1

( i∑
j=k

dn+1E
′
ijc

′′
jk

)
χ(1k)(z)Aρ(z).

This indicates that the functions ϕi(z) are expanded as a linear combination
of the functions χ(1j)(z)A(n)(z), 0 ≤ j ≤ i. From the definition (10), the poly-
nomials χ(1i)(z) are also expanded as a linear combination of the polynomials
e
(n)
j (z), 0 ≤ j ≤ i. Therefore we have the expression (35). This completes the

proof.

Lemma 5.5. The following holds for fk(z), gk(z) and ζj ∈ (C∗)n:

fk(ζj) = 0 if j ≤ k ≤ n,

lim
x→0

fk(ζj) =
∏2n+2

m=1 am if k < j ≤ n + 1,

gk(ζj) =
∏2n+2

m=1 (1 − aman−k+1) if j ≤ k ≤ n,

lim
x→0

gk(ζj) = 1 if k < j ≤ n + 1.

Proof. It is straightforward from (22) and definition (14) of ζj .

Lemma 5.6. The following holds for 1 ≤ j ≤ i + 1:

lim
x→0

[( j−1∏
l=1

zn−l+2
l

)
ϕi(z)

]
z=ζj

= (−1)j−1ci,j−1A(n−j+1)(an−j+1, . . . , a1).(37)
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Proof. From (35), it follows that( j−1∏
l=1

zn−l+2
l

)
ϕi(z)=

i∑
k=0

cik

(
z1z2 . . . zj−1 e

(n)
k (z)

)(
zn
1 zn−1

2 . . . zn−j+2
j−1 A(n)(z)

)
.

Put

z = ζj = (xj−1, xj−2, . . . , x︸ ︷︷ ︸
j−1

, an−j+1, an−j , . . . , a2, a1︸ ︷︷ ︸
n−j+1

).(38)

Since e
(n)
k (ζj) = 0 if j ≤ k by Corollary 4.1, we have[( j−1∏

l=1

zn−l+2
l

)
ϕi(z)

]
z=ζj

(39)

=
j−1∑
k=0

cik

[(
z1z2 . . . zj−1 e

(n)
k (z)

)(
zn
1 zn−1

2 . . . zn−j+2
j−1 A(n)(z)

)]
z=ζj

.

From the definition (10) of e
(n)
k (z) and the explicit expression (38) of ζj , we

have

lim
x→0

[(
z1z2 . . . zj−1 e

(n)
k (z)

)]
z=ζj

=

{
0 if k < j − 1,

1 if k = j − 1.
(40)

From Weyl’s denominator formula (3) and the expression (38) of ζj , it follows

lim
x→0

[(
zn
1 zn−1

2 . . . zn−j+2
j−1 A(n)(z)

)]
z=ζj

= (−1)j−1A(n−j+1)(an−j+1, . . . , a1).

(41)

Taking the limit x → 0 in both sides of (39) and using (40) and (41), we
obtain (37). This completes the proof.

Lemma 5.7. The following holds for the point ζj ∈ (C∗)n, j ≤ i:[
e
(n−1)
i−1 (ẑk)

]
z=ζj

= 0 if 1 ≤ k < i.

Proof. It is straightforward from (14) and Lemma 4.2.

Lemma 5.8. The coefficient cij in (35) vanishes if 1 ≤ j ≤ i − 1. In
more details, ϕi(z) is expanded as

ϕi(z) =
(
ciie

(n)
i (z) + ci0e

(n)
0 (z)

)
A(n)(z).

In particular, if i = n, the constant cn0 is evaluated as

cn0 = (−1)n−1a−n
1

∏2n+2
m=2 (1 − a1am).(42)
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Proof. From Lemma 5.6, in order to prove cij = 0 for 1 ≤ j ≤ i − 1, it is
sufficient to show that

lim
x→0

[( j−1∏
l=1

zn−l+2
l

)
ϕi(z)

]
z=ζj

= 0 if 2 ≤ j ≤ i.(43)

We now suppose 1 ≤ j ≤ i. By Lemma 5.7, if j ≤ i, then[
e
(n−1)
i−1 (ẑk)

]
z=ζj

= 0 if 1 ≤ k < i.

Since the summand of ϕi(z) in the form (25) has the factor e
(n−1)
i−1 (ẑk), if we

put z = ζj , then we have

ϕi(ζj) =
[ n∑

k=i

(−1)k+1 fk(z) − gk(z)
zn+1
k

e
(n−1)
i−1 (ẑk)A(n−1)(ẑk)

]
z=ζj

.

Since fk(ζj) = 0 if 1 ≤ j ≤ k ≤ n by Lemma 5.5, we have

ϕi(ζj) =
[ n∑

k=i

(−1)k gk(z)
zn+1
k

e
(n−1)
i−1 (ẑk)A(n−1)(ẑk)

]
z=ζj

.(44)

Thus, if 1 ≤ j ≤ i, we have

[( j−1∏
l=1

zn−l+2
l

)
ϕi(z)

]
z=ζj

(45)

=
n∑

k=i

(−1)k

[
gk(z)
zn+1
k

(
z2
1z2

2 . . . z2
j−1e

(n−1)
i−1 (ẑk)

)
×

(
zn−1
1 zn−2

2 . . . zn−j+1
j−1 A(n−1)(ẑk)

)]
z=ζj

.

Since gk(ζj) is constant if j ≤ k ≤ n by Lemma 5.5, for i ≤ k ≤ n,

lim
x→0

[
gk(z)
zn+1
k

]
z=ζj

(46)

is also constant. For i ≤ k ≤ n,

lim
x→0

[
z2
1z2

2 . . . z2
j−1e

(n−1)
i−1 (ẑk)

]
z=ζj

= 0 if 2 ≤ j ≤ i.(47)

If i ≤ k ≤ n, from (38) and Weyl’s denominator formula (3), it follows that
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lim
x→0

[
zn−1
1 zn−2

2 . . . zn−j+1
j−1 A(n−1)(ẑk)

]
z=ζj

(48)

= (−1)j−1A(n−j)(an−j+1, . . . , an−k+2, an−k, . . . , a1) if 1 ≤ j ≤ i.

Combining (45), (46), (47) and (48), we obtain (43).
Next we evaluate the coefficient cn0. Putting i = n and j = 1 in (44), we

have

ϕn(ζ1) = (−1)n
[gn(z)

zn+1
n

e
(n−1)
n−1 (ẑn)A(n−1)(ẑn)

]
z=ζ1

.(49)

From (13), it follows that

e
(n−1)
n−1 (ẑn)A(n−1)(ẑn) =

A(n)(z1, z2, . . . , zn−1, a1)
A(1)(a1)

,

so that [
e
(n−1)
n−1 (ẑn)A(n−1)(ẑn)

]
z=ζ1

=
A(n)(ζ1)
A(1)(a1)

.

Thus we have

ϕn(ζ1) = (−1)n gn(ζ1)
an+1
1

A(n)(ζ1)
A(1)(a1)

.(50)

On the other hand, from Lemma 5.6 we have

ϕn(ζ1) = cn0 A(n)(ζ1).(51)

Comparing (50) and (51) we obtain

cn0 =
(−1)ngn(ζ1)
an+1
1 A(1)(a1)

.

Since gn(ζ1) =
∏2n+2

m=1 (1−a1am) by Lemma 5.5, using A(1)(a1) = −a−1
1 (1−a2

1)
we obtain (42). This completes the proof.

Lemma 5.9. The coefficient cii in (35) is evaluated as

cii = 1 − a1a2 . . . a2n+2.

Proof. If we put

z = ζi+1 = (xi, xi−1, . . . , x︸ ︷︷ ︸
i

, an−i, an−i−1, . . . , a2, a1︸ ︷︷ ︸
n−i

)(52)
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in (25), then

ϕi(ζi+1) =
[ n∑

k=1

(−1)k+1 fk(z) − gk(z)
zn+1
k

e
(n−1)
i−1 (ẑk)A(n−1)(ẑk)

]
z=ζi+1

.

Thus it follows that[( i∏
l=1

zn−l+2
l

)
ϕi(z)

]
z=ζi+1

= S1(ζi+1) + S2(ζi+1)

where S1(z) and S2(z) are functions defined by the following:

S1(z) :=
i∑

k=1

(−1)k+1 z1

zk

z2

zk
· · · zk−1

zk

(
fk(z) − gk(z)

)
(53)

×
(
z1z2 . . . zk−1 zk+1 . . . zi e

(n−1)
i−1 (ẑk)

)
×

(
zn−1
1 zn−2

2 . . . zn−k+1
k−1 zn−k

k+1 . . . zn−i+1
i A(n−1)(ẑk)

)
,

S2(z) :=
n∑

k=i+1

(−1)k+1 z1

zk

z2

zk
· · · zi−1

zk

( zi

zk

)2(fk(z) − gk(z)
zn−i
k

)
(54)

×
(
z1z2 . . . zi−1 e

(n−1)
i−1 (ẑk)

)
×

(
zn−1
1 zn−2

2 . . . zn−i
i A(n−1)(ẑk)

)
.

We show lim
x→0

S2(ζi+1) = 0 first. If i < k ≤ n, from Lemma 5.5,

[fk(z) − gk(z)
zn−i
k

]
z=ζi+1

(55)

is constant. If i < k ≤ n, from the explicit form (52) of ζi+1 and the definition
(10) of e

(n)
i (z), we have

lim
x→0

[
z1

zk

z2

zk
· · · zi−1

zk

( zi

zk

)2
]

z=ζi+1

= 0(56)

and

lim
x→0

[
z1z2 . . . zi−1 e

(n−1)
i−1 (ẑk)

]
z=ζi+1

= 1.(57)

If i < k ≤ n, we also have

lim
x→0

[
zn−1
1 zn−2

2 . . . zn−i
i A(n−1)(ẑk)

]
z=ζi+1

(58)

= (−1)iA(n−i−1)(an−i, . . . , an−k+2, an−k, . . . , a1)
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by using (52) and Weyl’s denominator formula (3). From (54), (55), (56), (57)
and (58), we obtain lim

x→0
S2(ζi+1) = 0.

Next, we evaluate lim
x→0

S1(ζi+1). If 1 ≤ k ≤ i, from the explicit form (52)

of ζi+1 and the definition (10) of e
(n)
i (z), we have

lim
x→0

[ z1

zk

z2

zk
· · · zk−1

zk

]
z=ζi+1

=

{
1 if k = 1
0 if 2 ≤ k ≤ i

.(59)

and

lim
x→0

[
z1z2 . . . zk−1 zk+1 . . . zi e

(n−1)
i−1 (ẑk)

]
z=ζi+1

= 1.(60)

If 1 ≤ k ≤ i, we also have

lim
x→0

[
zn−1
1 zn−2

2 . . . zn−k+1
k−1 zn−k

k+1 . . . zn−i+1
i A(n−1)(ẑk)

]
z=ζi+1

(61)

= (−1)i−1A(n−i)(an−i, . . . , a2, a1)

by using (52) and Weyl’s denominator formula (3). Thus, from (53), (59), (60)
and (61), we have

lim
x→0

[( i∏
l=1

zn−l+2
l

)
ϕi(z)

]
z=ζi+1

= lim
x→0

S1(ζi+1)(62)

= (−1)i−1A(n−i)(an−i, . . . , a2, a1) lim
x→0

[
f1(z) − g1(z)

]
z=ζi+1

.

Comparing (37) with (62) and using Lemma 5.5, we obtain

cii = − lim
x→0

[
f1(z) − g1(z)

]
z=ζi+1

= 1 − a1a2 . . . a2n+2,

which completes the proof.

Theorem 5.1. For 1 ≤ i ≤ n, the following relation holds between
e
(n)
i (z) and e

(n)
0 (z):∫ ξ∞

0

e
(n)
i (z)ΦG(z)A(n)(z)�q = −ci0

cii

∫ ξ∞

0

e
(n)
0 (z)ΦG(z)A(n)(z)�q,(63)

In particular, if i=n, then

− cn0

cnn
= (−a1)−n

∏2n+2
k=2 (1 − a1ak)

1 − a1a2 . . . a2n+2
.
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Remark 5.1.1. In other words, from the definition (4) Theorem 5.1 is
equivalent to Theorem 1.1.

Proof. Since
∫ ξ∞

0

ΦG(z) ϕi(z) �q = 0 by (20) in Lemma 5.1, from Lemma

5.8, it follows that∫ ξ∞

0

ΦG(z)
(
cii e

(n)
i (z) + ci0 e

(n)
0 (z)

)
A(n)(z)�q = 0.

We therefore obtain (63). The evaluation of the coefficient −cn0/cnn is given
by Lemma 5.8 and 5.9. The proof is now complete.

§6. Product Formula

The aim of this section is to prove Gustafson’s Cn-type formula (1).

Theorem 6.1 (Gustafson). The constant C in the expression (9) is the
following:

C = (1 − q)n(q)n
∞

∏
1≤i<j≤2n+2(qa

−1
i a−1

j )∞
(qa−1

1 a−1
2 . . . a−1

2n+2)∞
.

Before proving Theorem 6.1, we have to establish q-difference equations
and asymptotic behavior for the Jackson integral of Gustafson’s Cn-type.

§6.1. q-difference Equations

First we deduce a recurrence relation of JG(ξ) from Theorem 1.1.

Corollary 6.1. Let Ta1 be the q-shift of parameter a1 such that Ta1 :
a1 → qa1. Then

Ta1JG(ξ) = (−a1)−n

∏2n+2
k=2 (1 − a1ak)

1 − a1a2 . . . a2n+2
JG(ξ).

Remark 6.1.1. The parameters a1, a2, . . . , a2n+2 can be replaced sym-
metrically in the above equation.

Remark 6.1.2. The shift of the parameter aj → qaj is equivalent to that
of αj → αj + 1.

Proof. The function Ta1JG(ξ) is written

Ta1JG(ξ) =
∫ ξ∞

0

Ta1ΦG(z)
ΦG(z)

ΦG(z)∆(z)�q =
∫ ξ∞

0

e′n(z)ΦG(z)∆(z)�q,
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because the following holds for ΦG(z) by Lemma 4.1:

Ta1ΦG(z)
ΦG(z)

=
n∏

i=1

(a1 − zi)(1 − a1zi)
a1zi

= e′n(z).

Moreover, from Theorem 1.1 we have∫ ξ∞

0

e′n(z)ΦG(z)∆(z)�q = (−a1)−n
n∏

j=1

∏2n+2
k=2 (1 − a1ak)

1 − a1a2 . . . a2n+2
JG(ξ).

This completes the proof.

Let TN be the q-shift of parameters for the special direction defined by

TN : n


a1 → a1q

(n+1)N ,

a2 → a2q
(n+1)N ,

...
an → anq(n+1)N ,

n+2


an+1 → an+1q

−nN ,

an+2 → an+2q
−nN ,

...
a2n+2 → a2n+2q

−nN .

Lemma 6.1. The following holds for the shift TN :

JG(ξ) = TNJG(ξ)
(a1a2 . . . an)n2N (an+1an+2 . . . a2n+2)n(n+1)N

qn(n+1)(1+n+2nN)N/2 (qa−1
1 a−1

2 · · · a−1
2n+2)nN

×
∏

n+1≤µ<ν≤2n+2(qa
−1
µ a−1

ν )2nN∏
1≤j<k≤n(ajak)2(n+1)N

∏n
i=1

∏2n+2
m=n+1(aiam)N

.

Proof. Applying Corollary 6.1 to JG(ξ) repeatedly, we obtain the above
relation between JG(ξ) and TNJG(ξ).

§6.2. Asymptotic Behavior of Truncated Jackson Integral

Next we consider an asymptotic behavior of JG(ζ).

Lemma 6.2. The asymptotic behavior of the truncated Jackson integral
TNJG(ζ) at N → +∞ is the following:

TNJG(ζ)∼ (1 − q)n(q)n
∞ qn(n+1)(1+n+2nN)N/2

(a1a2 . . . an)n2N (an+1an+2 . . . a2n+2)n(n+1)N

×
n∏

i=1

a
i−α1−α2−···−α2n+2
i

∏
1≤j<k≤n

θ(aj/ak).



�

�

�

�

�

�

�

�

546 Masahiko Ito

Proof. We divide ΦG(z)∆(z) into the following three parts:

ΦG(z)∆(z) = I1(z) I2(z) I3(z)

where

I1(z) =
n∏

i=1

z
1−α1−α2−···−α2n+2
i

∏
1≤j<k≤n

(zk − zj),

I2(z) =
n∏

i=1

n∏
m=1

(qa−1
m zi)∞,

I3(z) =
n∏

i=1

(1 − z2
i )

( n∏
	=1

1
(a	zi)∞

)( 2n+2∏
m=n+1

(qa−1
m zi)∞

(amzi)∞

)
×

∏
1≤j<k≤n

(1 − zjzk).

TNJG(ζ) is expressed as

TNJG(ζ) = (1 − q)n
∑
ν∈D

TN
(
ΦG(qνζ)∆(qνζ)

)
(64)

= (1 − q)n
∑
ν∈D

TNI1(qνζ) TNI2(qνζ) TNI3(qνζ)

where

TNI1(qνζ) =
n∏

i=1

(aiq
νi+(n+1)N )1−α1−α2−···−α2n+2+nN

×
∏

1≤j<k≤n

(akqνk+(n+1)N − ajq
νj+(n+1)N ),

TNI2(qνζ) =
n∏

i=1

n∏
m=1

(qa−1
m aiq

νi)∞,

TNI3(qνζ) =

[
n∏

i=1

(1 − a2
i q

2νi+2(n+1)N )
( n∏

	=1

1
(a	aiqνi+2(n+1)N )∞

)

×
( 2n+2∏

m=n+1

(qa−1
m aiq

νi+(2n+1)N )∞
(amaiqνi+N )∞

)]
×

∏
1≤j<k≤n

(1 − ajakqνj+νk+2(n+1)N ).
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Eq. (64) indicates that the summand TN
(
ΦG(qνζ)∆(qνζ)

)
of TNJG(ζ) corre-

sponding to ν = (0, 0, . . . , 0) ∈ D gives the principal term of the asymptotic
behavior of TNJG(ζ) at N → +∞ because the point (0, 0, . . . , 0) ∈ D is the
vertex of the cone D. Hence we have

TNJG(ζ) ∼ (1 − q)nTNI1(ζ) TNI2(ζ) TNI3(ζ).(65)

Moreover the asymptotic behavior of each TNIi(ζ) at N → +∞ is the following:

TNI1(ζ) =
n∏

i=1

(aiq
(n+1)N )1−α1−α2−···−α2n+2+nN(66)

×
∏

1≤j<k≤n

(akq(n+1)N − ajq
(n+1)N ),

=
(a1a2 . . . an)1−α1−α2−···−α2n+2qn(n+1)(1+nN)N

(a1a2 . . . an)n2N (an+1an+2 . . . a2n+2)n(n+1)N

×q(n−1)n(n+1)N/2
∏

1≤j<k≤n

(ak − aj)

=
n∏

i=1

a
i−α1−α2−···−α2n+2
i

∏
1≤j<k≤n

(1 − aj/ak)

× qn(n+1)(1+nN)N+(n−1)n(n+1)N/2

(a1a2 . . . an)n2N (an+1an+2 . . . a2n+2)n(n+1)N

=
n∏

i=1

a
i−α1−α2−···−α2n+2
i

∏
1≤j<k≤n

(1 − aj/ak)

× qn(n+1)(1+n+2nN)N/2

(a1a2 . . . an)n2N (an+1an+2 . . . a2n+2)n(n+1)N
,

TNI2(ζ) =
n∏

i=1

n∏
m=1

(qa−1
m ai)∞ = (q)n

∞
∏

1≤j<k≤n

(qa−1
k aj)∞(qa−1

j ak)∞(67)

= (q)n
∞

∏
1≤j<k≤n

θ(aj/ak)
1 − aj/ak

,

TNI3(ζ) =

[
n∏

i=1

(1 − a2
i q

2(n+1)N )
( n∏

	=1

1
(a	aiq2(n+1)N )∞

)
(68)

×
( 2n+2∏

m=n+1

(a−1
m aiq

1+(2n+1)N )∞
(amaiqN )∞

)]
×

∏
1≤j<k≤n

(1 − ajakq2(n+1)N )

∼ 1 (N → +∞).
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Combining (65), (66), (67) and (68), we obtain Lemma 6.2.

§6.3. Proof of Theorem 6.1

Theorem 6.2. The truncated Jackson integral JG(ζ) is evaluated as

JG(ζ) = (1 − q)n(q)n
∞

×
∏

n+1≤µ<ν≤2n+2(qa
−1
µ a−1

ν )∞
(qa−1

1 a−1
2 · · · a−1

2n+2)∞

n∏
i=1

a
i−α1−···−α2n+2
i∏2n+2
m=n+1(aiam)∞

∏
1≤j<k≤n

θ(aj/ak)
(ajak)∞

Proof. It is straightforward from Lemma 6.1 and Lemma 6.2.

As a consequence of Theorem 6.2, we deduce Theorem 6.1.

Proof of Theorem 6.1. The constant C is written C = JG(ξ)/ΘG(ξ) by
virtue of Lemma 3.1. In particular, putting ξ = ζ, from Theorem 6.2 we obtain

C =
JG(ζ)
ΘG(ζ)

= (1 − q)n(q)n
∞

∏
1≤i<j≤2n+2(qa

−1
i a−1

j )∞
(qa−1

1 a−1
2 · · · a−1

2n+2)∞
,

because ΘG(ξ) in (8) is evaluated at ξ = ζ as

ΘG(ζ) =
n∏

i=1

a
i−α1−α2−···−α2n+2
i∏2n+2

m=n+1 θ(amai)

∏
1≤j<k≤n

θ(aj/ak)
θ(ajak)

.

The proof of Theorem 6.1 is now complete.
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