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A Presentation of Lie Tori of Type B�

By

Malihe Yousofzadeh∗

Abstract

We give a finite presentation of the universal covering algebra of a Lie torus of
type B�, � ≥ 3.

§0. Introduction

For a complex finite dimensional simple Lie algebra G and a field K, one
can define a Lie algebra G(K) := GZ ⊗Z K over K where GZ is the Chevalley Z–
form of G with respect to a given Chevalley basis of G [Ch]. In the case that the
rank of G is greater than 1 and ch(K) �= 2, 3, Stienberg [St] proves that G(K) is
centrally closed and gives a presentation of G(K) by generators and relations.
Kassel [K] generalizes this concept by considering a unital commutative algebra
A over a commutative ring R in place of the field K and defines the Lie algebra
G(A) := GZ ⊗ZA over R. He proves that the universal covering algebra of G(A)
is G̃(A) := G(A) ⊕ C where C is linearly isomorphic to Ω1

A/dA, the module of
Kähler differentials of A modulo exact forms. He also gives a presentation of
G̃(A) by generators and relations. When R = C and A is the algebra of Laurent
polynomials in n−variables, the algebra G̃(A) is called, by Moody, Rao and
Yokonuma [MRY], an n−toroidal Lie algebra. They give an abstract infinite
presentation of a 2−toroidal Lie algebra in terms of generators and relations
involving the extended Cartan matrix of G. They use their presentation to
construct a great number of representations of G̃(C[t±1

1 , t±1
2 ]) for a simply laced

algebra G. Saito and Yoshii [SaY] introduce a class of Lie algebras whose
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cores are 2−toroidal Lie algebras. They call their class elliptic Lie algebras
as they are used in the study of elliptic singularities. They give a Serre-type
presentation of a simply laced elliptic Lie algebra in term of the elliptic Dynkin
diagram (R,G) attached to its elliptic root system R (an extended affine root
system of nullity 2) with marking G which is a rank 1 subspace of the radical of
the semi-positive symmetric bilinear form defining R. Yamane [Ya] extends the
presentation given by Saito and Yoshii to elliptic Lie algebras in general. More
precisely, he gives a Serre-type theorem for the elliptic Lie algebras associated
to the (reduced marked) elliptic root systems with rank greater than 2. A
toroidal Lie algebra is centrally isogenous to the centerless core of an extended
affine Lie algebra [AABGP, Chapter III] which is in turn a Lie torus [Yo2]. Now
the question is whether one could find a (finite) presentation of the universal
covering algebra of a Lie torus for a given nullity and type. In this work we
give an affirmative answer to this question for Lie tori of type B� (� ≥ 3). The
nature of our presentation highly depends on generalized Tits construction from
which the Lie algebras graded by root systems of type B� (� ≥ 3), F4 and G2

arise [BZ, Section 3].

§1. Preparation

Throughout this work all vector spaces are considered over the field of
complex numbers C and all tensor products are taken over C. We denote the
dual space of a vector space V by V �. If a finite dimensional vector space V is
equipped with a non-degenerate symmetric bilinear form, then for α ∈ V �, we
take tα to be the unique element in V representing α through the form. Also for
an algebra A, Z(A) denotes the center of A. All modules over a unital algebra
are considered to be unital. For elements x1, . . . , xn in a Lie algebra (G, [·, ·]),
we set [xn, . . . , x1] to be [xn, . . . , [x3, [x2, x1]] . . .]. Also for a finite dimensional
Lie algebra G, define κ(·, ·) to be the Killing form on G. We denote by Mm,n,

the set of all linear transformations from an n−dimensional vector space to an
m−dimensional vector space or equivalently the set of all m× n matrices over
C. For X ∈Mm,n, let Xt be the transposition of X. For � ∈ N and 1 ≤ r, s ≤ �,
by er,s, we mean an element of M�,� having 1 in (r, s) position and 0 elsewhere.
We refer to a finite root system as a subset ∆ of a vector space so that 0 ∈ ∆
and ∆ \ {0} is a finite root system in the sense of [Bo]. For a finite root system
∆, we set ∆× := ∆ \ {0}.

Let � ∈ Z≥2 and V be a (2� + 1)−dimensional vector space over the field
C, also let I be the identity matrix of rank �. Take u to be the non-degenerate



A Presentation of Lie Tori of Type B� 3

symmetric bilinear form on V whose matrix is s =


0 I 0
I 0 0
0 0 1


 . Then there exists

a basis {v1, . . . , v2�+1} for V such that
(1.1)
u(vi, v�+i) = 1 for 1 ≤ i ≤ �, u(v2�+1, v2�+1) = 1 and u(vi, vj) = 0 otherwise.

The algebra G, consisting of all endomorphisms X of V which are skew-
symmetric with respect to u i.e. u(X(v), w) = −u(v,X(w)) for v, w ∈ V ,
is a finite dimensional simple Lie algebra of type B� [J, Theorem IV.6.7]. Set
Hi := ei,i−e�+i,�+i for 1 ≤ i ≤ �. ThenH = ⊕�

i=1CHi is a Cartan subalgebra of
G [J, §IV.6]. For 1 ≤ i ≤ �, define εi ∈ H� such that εi(Hj) = δi,j for 1 ≤ j ≤ �.

Up to isomorphism G is the unique finite dimensional irreducible G−module of
highest weight ε1 + ε2 (see [H] for the definition of a highest weight) and V is
the unique finite dimensional irreducible G−module of highest weight ε1. We
refer to V as the short highest weight module of G.

One can see that V and G are H−modules admitting weight space decom-
positions as follows:

(1.2)
V = V0 ⊕

∑�
i=1 V±εi

and
G = H ⊕∑�

i=1 G±εi
⊕∑1≤i �=j≤� G±(εi±εj) with G0 = H

where

(1.3) V0 = Cv2�+1, Vεi
= Cvi, V−εi

= Cv�+i; 1 ≤ i ≤ �,

and

(1.4)
Gεi

= C(e2�+1,�+i − ei,2�+1), G−εi
= C(e2�+1,i − e�+i,2�+1),

Gεi+εj
= C(ei,�+j − ej,�+i), G−εi−εj

= C(e�+i,j − e�+j,i),
Gεi−εj

= C(ei,j − e�+j,�+i); 1 ≤ i �= j ≤ �.

So Φ := {0} ∪ {±εi,±(εi ± εj) | 1 ≤ i �= j ≤ �} is the root system of G and
{0} ∪ Φsh = {0} ∪ {±εi}�

i=1 is the set of weights of V . Now set α� := ε� and
αi := εi − εi+1 for 1 ≤ i ≤ � − 1. One can easily check that {αi}�

i=1 is a base
of Φ. Now let 1 ≤ i, j ≤ �, then κ(Hi, Hj) = 4δi,j , so tεi

= Hi/4. For α ∈ Φ×,
set hα := 2tα/κ(tα, tα). Then we have

(1.5) hεi
= 2Hi, 1 ≤ i ≤ � and hεi±εj

= Hi ±Hj , 1 ≤ i �= j ≤ �.
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Now set

(1.6)

eεi
:= e2�+1,�+i − ei,2�+1, fεi

:= 2(e�+i,2�+1 − e2�+1,i), 1 ≤ i ≤ �,

eεi+εj
:= ei,�+j − ej,�+i, fεi+εj

:= e�+j,i − e�+i,j ,

eεi−εj
:= ei,j − e�+j,�+i, fεi−εj

:= ej,i − e�+i,�+j ,
1 ≤ i < j ≤ �,

hi := hεi−εi+1 , ei := eεi−εi+1 , fi := fεi−εi+1 , 1 ≤ i ≤ �− 1,
h� := hε�

, e� := eε�
, f� := fε�

.

By an easy computation we have the following lemma:

Lemma 1.1. For α ∈ {εi}�
i=1 ∪ {εi ± εj}1≤i<j≤�, (eα, hα, fα) is an

sl2-triple.

Now let 1 ≤ i ≤ �. It is easy to check that

(1.7)

(i) fi · vj =



δi,jvi+1 i �= �, 1 ≤ j ≤ �,

−2δ�,jv2�+1 i = �, 1 ≤ j ≤ �,

2δi,�v2� j = 2�+ 1,
−δi+1,j−�v�+i �+ 1 ≤ j ≤ 2�,

(ii)
fj · fi · · · f2 · f1 · v1 = 0, i �= �, 1 ≤ j �= i+ 1 ≤ �,

fj · fi · · · f�−1 · f� · v2�+1 = 0, 1 ≤ j �= i− 1 ≤ �.

This together with (1.3) implies that

(1.8)
Vεi

= Cfi−1 · fi−2 · · · f2 · f1 · v1, 2 ≤ i ≤ �,

V0 = Cf� · f�−1 · · · f2 · f1 · v1,
V−εi

= Cfi · fi+1 · · · f�−1 · f� · v2�+1, 1 ≤ i ≤ �.

Lemma 1.2. If 1 ≤ i ≤ �, then fi · · · f2 · f1 · v1 = [fi, . . . , f2, f1] · v1.

Proof. Using induction on i, we are done. �

Lemma 1.3. Set f := [f�, . . . , f1] and let 2 ≤ i ≤ �. Then we have
fi · fi+1 · · · f� · f · v1 = [fi, fi+1, . . . , f�, f ] · v1.

Proof. Using induction on �− i, we are done. �

Definition 1.1. Let B be a unital commutative associative algebra, W
be a B−module and g : W×W −→ B be a symmetric B−bilinear form on W .
Then Cliff(g) := B1 ⊕W with the multiplication

(b1 + w) · (b′1 + w′) = bb′1 + g(w,w′)1 + bw′ + b′w; w,w′ ∈W, b, b′ ∈ B

is a Jordan algebra called the Clifford Jordan algebra of g.
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Now consider the Clifford Jordan algebra Cliff(g) = B1 ⊕W for a unital
commutative associative algebra B, a B−module W and a symmetric B−
bilinear form g : W × W −→ B. For a, a′ ∈ Cliff(g), define da,a′ := LaLa′ −
La′La ∈ EndC(Cliff(g)) where La and La′ are the (left) multiplications by a

and a′ on Cliff(g) respectively. Set DW,W := spanC{dw,w′ | w,w′ ∈ W}.
Since for all w,w′, v, v′ ∈ W , dw,w′ stabilizes W and dv,v′dw,w′ − dw,w′dv,v′ =
ddv,v′w,w′ + dw,dv,v′w′ , we may consider DW,W as a Lie subalgebra of the Lie
algebra of the associative algebra EndC(W).

Now suppose u is defined as in (1.1) and consider Cliff(u) = C1 ⊕ V . It
is easy to check that DV,V = G. So one can express the elements of DV,V in
matrix forms. More precisely for 1 ≤ i, j ≤ �, we have

(1.9)

dvi,v�+j
= eεi−εj

, dvi,vj
= eεi+εj

, dv�+i,v�+j
= −fεi+εj

, j > i,

dvi,v�+j
= fεj−εi

, dvi,vj
= −eεj+εi

, dv�+i,v�+j
= fεj+εi

, i > j,

dvi,v�+j
= Hi, dvi,vj

= 0, dv�+i,v�+j
= 0, i = j,

dv2�+1,vi
= eεi

, dv�+i,v2�+1 = 1
2fεi

.

Next, let ∆ be an irreducible finite root system and G be an abelian group.
Denote by X∆, a reduced finite root system of type ∆ if ∆ is reduced and of
type B,C or D otherwise. Suppose g is a finite dimensional simple Lie algebra
over C with a Cartan subalgebra h so that g has a root space decomposition
g = ⊕µ∈X∆gµ with h = g0.

Definition 1.2. Let g and h be as above. A ∆−graded Lie algebra L
with grading pair (g, h) is a Lie algebra satisfying the following conditions:

(i) L contains g as a subalgebra,
(ii) L = ⊕µ∈∆Lµ, where Lµ = {x ∈ L | [h, x] = µ(h)x for all h ∈ h},
(iii) L0 =

∑
µ∈∆× [Lµ,L−µ].

A ∆−graded Lie algebra L with grading pair (g, h) is called (∆, G)−graded if
L = ⊕g∈GLg is a G−graded Lie algebra such that g ⊆ L0 and supp(L) := {g ∈
G | Lg �= {0}} generates G. Since g ⊆ L0, Lg is an h−module for g ∈ G and
so we have L = ⊕µ∈∆ ⊕g∈G Lg

µ where Lg
µ := Lg ∩ Lµ for g ∈ G and µ ∈ ∆

[MP, Proposition 2.1]. A (∆, G)−graded Lie algebra L is called a division
(∆, G)−graded Lie algebra if for each µ ∈ ∆×, g ∈ G and 0 �= x ∈ Lg

µ, there
exists y ∈ L−g

−µ such that [x, y] = tµ (mod Z(L)). A division (∆,Zν)−graded
Lie algebra L with dimC(Lσ

µ) ≤ 1 for all σ ∈ Zν and µ ∈ ∆× is called a Lie
ν−torus or simply a Lie torus.

Remark 1. It follows from [Yo1, Theorem 5.1] that if ∆ is a finite root
system of type B� and L = ⊕µ∈∆ ⊕σ∈Zν Lσ

µ is a (∆,Zν)−graded Lie algebra,
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then there exist semilattices (see [AABGP, Chapter II] for the terminology)
S,L ⊆ Zν such that S = Sµ for µ ∈ ∆sh and L = Sµ for µ ∈ ∆lg where for all
µ ∈ ∆, Sµ := {σ ∈ Zν | Lσ

µ �= {0}}. Let us call (S,L) the corresponding pair of
L.

We recall that a central extension of a Lie algebra L is a pair (L̃, π) con-
sisting of a Lie algebra L̃ and an epimorphism π : L̃ −→ L whose kernel lies in
the center of L̃. A covering of L is a central extension (L̃, π) of L with L̃ perfect
([L̃, L̃] = L̃). Any perfect Lie algebra L has a unique (up to isomorphism) uni-
versal central extension which is perfect called the universal covering algebra of
L (see [G]). Two perfect Lie algebras are said to be centrally isogenous if they
have the same universal covering algebra.

Now let G be a finite dimensional simple Lie algebra of type B�, � ≥ 3, V
be the short highest weight module of G and u be defined as in (1.1).

Theorem 1.1 (Recognition Theorem for type B�). ([BZ, Proposition
3.9 and Theorem 3.53]). Assume A is a unital commutative associative algebra
and B is an A−module having a symmetric A−bilinear form f : B×B −→ A.
Then

T (Cliff(u)/C,Cliff(f)/A) := (G ⊗C A) ⊕ (V ⊗C B) ⊕DB,B

is a centerless B�−graded Lie algebra whose Lie bracket is an extension of the
Lie bracket on DB,B satisfying

(1.10)
[x⊗ a, v ⊗ b] = xv ⊗ ab, [x⊗ a, x′ ⊗ a′] = [x, x′] ⊗ aa′,
[x⊗ a,D] = 0, [v ⊗ b, v′ ⊗ b′] = dv,v′ ⊗ f(b, b′) + u(v, v′)db,b′ ,

[D, v ⊗ b] = v ⊗Db,

for x, x′ ∈ G, a, a′ ∈ A, v, v′ ∈ V , b, b′ ∈ B and D,D′ ∈ DB,B. Con-
versely, Assume L is a Lie algebra which is B�−graded for � ≥ 3. Then
there exist a unital commutative associative algebra A and an A−module B

having a symmetric A−bilinear form f such that L is centrally isogenous to
T (Cliff(u)/C,Cliff(f)/A).

The following theorem states how to construct the universal covering al-
gebra of a B�−graded Lie algebra:

Theorem 1.2 ([ABG, Theorem 4.13]). By the same notation as in
Theorem 1.1 consider the centerless B�−graded Lie algebra Ω = (G ⊗ A) ⊕
(V ⊗ B) ⊕ DB,B . Set a := A ⊕ B, direct sum two vector spaces A and B, and
let s be the subspace of a ⊗ a spanned by the elements

(1.11) α⊗ β + β ⊗ α, (αβ ⊗ γ) + (βγ ⊗ α) + (γα⊗ β), a⊗ b
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where α, β, γ ∈ a, a ∈ A and b ∈ B. Consider the quotient space

(1.12) {a, a} := (a ⊗ a)/s

and for α, β ∈ a, set {α, β} := (α ⊗ β) + s ∈ {a, a}. Let Ω̂ = (G ⊗ A) ⊕ (V ⊗
B) ⊕ {a, a} and define a multiplication on Ω̂ by

(1.13)

[x⊗ a, x′ ⊗ a′] = [x, x′] ⊗ aa′ + κ(x, x′){a, a′},
[x⊗ a, v ⊗ b] = xv ⊗ ab = −[v ⊗ b, x⊗ a],
[x⊗ a, {α, α}] = 0 = −[{α, α}, x⊗ a],
[v ⊗ b, v′ ⊗ b′] = dv,v′ ⊗ f(b, b′) + u(v, v′){b, b′},
[{α, α′}, v ⊗ b] = v ⊗ dα,α′b = −[v ⊗ b, {α, α′}],
[{α, α′}, {β, β′}] = {dα,α′β, β′} + {β, dα,α′β′},

for x, x′ ∈ G, a, a′ ∈ A, v, v′ ∈ V , b, b′ ∈ B and α, α′, β, β′ ∈ a. Then (Ω̂, π̂)
where π̂ : Ω̂ −→ Ω is given by x ⊗ a �→ x ⊗ a; u ⊗ b �→ u ⊗ b; {α, α′} �→ dα,α′

is the universal covering algebra of Ω.

Lemma 1.4. By the same notation as in Theorem 1.2, for a, a′ ∈ A

and x, x′ ∈ G, we have the following :
(i) If a′ = 1 or κ(x, x′) = 0, then [x⊗ a, x′ ⊗ a′] = [x, x′] ⊗ aa′.
(ii) If [x, x′] = 0, then [x⊗ a, x′ ⊗ a′, ω] = [x′ ⊗ a′, x⊗ a, ω] for all ω ∈ Ω̂.

Proof. (i) Let α ∈ a, by (1.11), {α, 1} = {1, α} = 0. Using this together
with (1.13), we are done.

(ii) Since da,a′(α) = 0 for all α ∈ a, (1.13) implies that {A,A} ⊆ Z(Ω̂).
Now using the Jacobi identity, we are done. �

Next let ν be a positive integer and take A[ν] to be the algebra of Laurent
polynomials in the commuting variables t1, . . . , tν . For σ = (n1, . . . , nν) ∈ Zν ,
by tσ we mean tn1

1 . . . tnν
ν . Let L be a centerless ν−torus over C of type B�,

� ≥ 3. Then by [Yo2, Theorem 7.3] and [AG, Theorem 5.29] we may assume
that the corresponding pair of L is (S, 2Z

ν) where S =
⊎m−1

j=0 (2Z
ν + τj) for

some m ≥ 1 and τ0, . . . , τm−1 ∈ Z
ν satisfying τ0 = 0 and τr �≡τs (mod 2Z

ν) for
0 ≤ s �= r ≤ m− 1. Furthermore

(1.14) L ∼= T (Cliff(u)/C,Cliff(g)/A[ν])

where u is defined as in (1.1) and g is the symmetric A[ν]−bilinear form on
Am−1

[ν] , m− 1 copies of A[ν], defined as follows:
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(1.15)
g : Am−1

[ν] ×Am−1
[ν] −→ Am−1

[ν] ; (
∑m−1

r=1 arwr,
∑m−1

r=1 brwr) �−→
∑m−1

r=1 arbrt
τr

in which {w1, . . . , wm−1} is the standard basis for Am−1
[ν] over A[ν]. One can

use Theorem 1.2 to conclude that the universal covering algebra of L is A =
(G⊗CA[ν])⊕ (V ⊗CA

m−1
[ν] )⊕{a, a} where a = A[ν]⊕Am−1

[ν] and {a, a} is defined
as in (1.12). So Theorem 1.1 implies that

(1.16) A/Z(A) = (G ⊗C A[ν]) ⊕ (V ⊗C A
m−1
[ν] ) ⊕DAm−1

[ν] ,Am−1
[ν]

.

It follows from (1.13) together with Lemma 1.4 that A is generated by

(1.17)
ei ⊗ 1, fi ⊗ 1, hi ⊗ 1, hi ⊗ tj , hi ⊗ t−1

j , v1 ⊗ ws,

1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ s ≤ m− 1.

Moreover using (1.13), Lemma 1.4 and (1.9), for 1 ≤ i, r ≤ �, 1 ≤ j ≤ ν and
1 ≤ s, t ≤ m− 1, the following relations are satisfied in A :

[α(hr)(hi ⊗ t±1
j ) − α(hi)(hr ⊗ t±1

j ), xα ⊗ 1] = 0; α ∈ Φ, xα ∈ Gα,

[β(hr)(hi ⊗ t±1
j ) − β(hi)(hr ⊗ t±1

j ), vβ ⊗ ws] = 0; β ∈ Φsh, vβ ∈ Vβ,

to which we refer as quasi-diagonal relations, also

[hr ⊗ tj , hi ⊗ t−1
j , x⊗ 1] = α(hi)α(hr)x⊗ 1; x ∈ Gα, α ∈ Φ,

[hr ⊗ tj , hi ⊗ t−1
j , y ⊗ ws] = α(hi)α(hr)y ⊗ ws; y ∈ Vα, α ∈ Φsh,

that we call cancelling relations and

[v1 ⊗ ws, v1 ⊗ wt] = 0, [v1 ⊗ ws, vi ⊗ wt] = δs,teε1+εi
⊗ tτs ; i ≥ 2,

[v1 ⊗ ws, v�+i ⊗ wt] = δs,teε1−εi
⊗ tτs ; i ≥ 3,

which we call basic short part relations.

§2. Presentation

Throughout this section ν, � and m are positive integers so that � ≥ 3. G
and V are as in §1 and u is the form on V defined by (1.1). We find a finite
presentation of the universal covering algebra of a Lie torus of type B�. More
precisely, we consider a set {τr | 0 ≤ r ≤ m−1} of some representatives of cosets
of 2Zν in Zν with τ0 = 0 and find a finite presentation of the universal covering
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algebra of the Lie torus of type B� whose corresponding pair is (S, 2Z
ν) with

S = �m−1
r=0 (τr+2Zν). We postpone the case that S = 2Zν(corresponding tom =

1) to Remark 3. So we suppose that m ≥ 2 and fix τr = (nr
1, n

r
2, . . . , n

r
ν) ∈ Zν ,

1 ≤ r ≤ m−1, such that τ1+2Zν , . . . , τm−1+2Zν are disjoint nonzero cosets of
2Zν in Zν . We represent a finite presentation of the universal covering algebra
A of T (Cliff(u)/C,Cliff(g)/A[ν]) where g is the symmetric A[ν]−bilinear form
on Am−1

[ν] defined by (1.15). We first construct a finitely presented Lie algebra L
consisting of several generators and a bunch of relations. We decompose L into
irreducible G−modules isomorphic to G, irreducible G−modules isomorphic to
V and trivial G−modules. Next we prove that L is a B�−graded Lie algebra
that is a central extension of A. Then we have enough tools to prove that L ∼= A.

We collect the relations which have similar natures in the same collection. To
begin, we consider the Cartan matrix C = (ci,j)i,j of type B� and take Ls to
be the Lie algebra generated by 3�+ 2�ν +m− 1 elements

(2.1) {ei, fi, hi, h
±
i,j , v

r | 1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ r ≤ m− 1},

subject to the following type of relations:

(R1)
Serre’s relations:

[hi, hj ] = 0, [ei, fj ] = δi,jhi, [hi, ej ] = cj,iej , [hi, fj ] = −cj,ifj ,

(adei)−cj,i+1(ej) = 0, (adfi)−cj,i+1(fj) = 0, 1 ≤ i, j ≤ �.

(R2)
Short highest weight module relations:

[ei, v
r] = 0, [hi, v

r] = δ1,iv
r, [fj , v

r] = [f1, f1, vr] = 0,
1 ≤ i ≤ �, 2 ≤ j ≤ �, 1 ≤ r ≤ m− 1.

Now let G be the subalgebra of Ls generated by {ei, fi, hi}�
i=1. Since

{ei, fi, hi}�
i=1 satisfies Serre’s relations, G is a finite dimensional simple Lie

algebra of type B� [H, Theorem 18.3]. So G = ⊕α∈ΦGα where Φ = {0} ∪
{±εi,±(εi±εj) | 1 ≤ i �= j ≤ �} and where εi(hj) = δi,j −δi,j+1, 1 ≤ j ≤ �−1,
and εi(h�) = 2δi,�. Moreover for each α ∈ Φ+, there exist eα ∈ Gα and fα ∈ G−α

such that (eα, [eα, fα], fα) is an sl2−triple. Without loose of generality we may
assume eα and fα (α ∈ Φ+) are defined as in (1.6). Now for 1 ≤ j ≤ ν, define

(2.2) k±j := h±1,j +
�−1∑
t=2

2h±t,j + h±�,j
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and set

Sg := spanC{ei, fi, hi, h
±
i,j , v

r | 1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ r ≤ m− 1}.
S2 := spanC{ei, fi | 1 ≤ i ≤ �, i �= 2}.
H := spanC{hi | 1 ≤ i ≤ �}.
h := spanC{h±i,j | 1 ≤ i ≤ �, 1 ≤ j ≤ ν}.

h2 := spanC{h±i,j | 1 ≤ i ≤ �, i �= 2, 1 ≤ j ≤ ν}.
hθ := spanC{k±j | 1 ≤ j ≤ ν}.
Zh := spanC{[h±i,j , h±r,s] | 1 ≤ i, r ≤ �, 1 ≤ j, s ≤ ν}.
hi,t

α := spanC{α(ht)h−i,j − α(hi)h−t,j , α(ht)h+
i,j − α(hi)h+

t,j | 1 ≤ j ≤ ν}
α ∈ Φ, 1 ≤ i, t ≤ �.

Since G is a subalgebra of Ls, Ls is a G−module. Now for 1 ≤ r ≤ m − 1,
define Vr to be the G−submodule of Ls generated by vr. Using (R2), one can
see that Vr is a finite dimensional irreducible G−module of highest weight ε1
[H, Theorem 21.4]. Contemplating (1.2), (1.3) and using (1.7)(i) together with
Lemmas 1.2 and 1.3, we may assume Vr admits a weight space decomposition
relative to H as follows:

(2.3) Vr =
∑

α∈{±εi}�
i=1∪{0}(Vr)α with

(Vr)0 = Cvr
2�+1, (Vr)εi

= Cvr
i , (Vr)−εi

= Cvr
�+i where

vr
1 = vr, vr

i = [fi−1, . . . , f1, v
r] = [[fi−1, . . . , f1], vr]; 2 ≤ i ≤ �,

vr
2�+1 = −1

2 [f�, . . . , f1, v
r] = −1

2 [f, vr] where f = [f�, . . . , f1],

vr
�+i = (−1)�−i

2 [fi, . . . , f�, v
r
2�+1] = −(−1)�−i

4

{
[f1, [f2, . . . , f�, f ], vr] i = 1,
[[fi, . . . , f�, f ], vr] 2 ≤ i ≤ �.

Now let Lg be the Lie algebra Ls modulo the ideal generating the following
relations:

(R3) (i) [Zh, Sg] = 0 (Zh is central), (ii) [H, h] = 0.

(R4)
Quasi-diagonal relations:

(i) [h2, eε1+ε2 ] = 0, (ii) [hθ, S2] = 0, (iii) [h2,3
ε2−ε3

,Cf2 + Ce2] = 0.
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(R5)

Quasi-diagonal relations:
(i) [h, vr

2�+1] = 0,
(ii) [hi,t

α , (Vr)α] = 0,
α ∈ Φsh, 1 ≤ i, t ≤ �, 1 ≤ r ≤ m− 1 (see (2.3)).

(R6)

Cancelling relations:
(i) [h−s,j , h

+
i,j , x] = α(hi)α(hs)x, x ∈ Gα, α ∈ Φ,

(ii) [h−s,j , h
+
i,j , y] = α(hi)α(hs)y, y ∈ (Vr)α, α ∈ Φsh,

1 ≤ j ≤ ν, 1 ≤ i, s ≤ �, 1 ≤ r ≤ m− 1.

Basic short part relations:

(R7)
(i) [vr, vt] = 0, 1 ≤ r, t ≤ m− 1,
(ii) [vr, vt

i ] = δr,t(adai,t
1 )|n

t
1| . . . (adai,t

ν )|n
t
ν |eε1+εi

, 2 ≤ i ≤ �,

(iii) [vr, vt
�+i] = δr,t(adai,t

1 )|n
t
1| . . . (adai,t

ν )|n
t
ν |eε1−εi

, 3 ≤ i ≤ �,

where a2,t
j =

{
1
2k

+
j nt

j ≥ 0
1
2k

−
j nt

j < 0
and ai,t

j =

{
k+

j nt
j ≥ 0

k−j nt
j < 0

i �= 2
1 ≤ j ≤ ν.

Now for 1 ≤ j ≤ ν set

(2.4)

e±1,j :=−1
8 [fε2 , fε2 , k

±
j , eε1+ε2 ], f±1,j := 1

8 [fε1 , fε1 , k
±
j , eε1+ε2 ],

e±�,j := 1
4 [fε2 , fε1−ε�

, k±j , eε1+ε2 ], f±�,j :=−1
8 [fε1 , f�, fε2 , k

±
j , eε1+ε2 ],

e±2,j := 1
8 [fε3 , fε1 , k

±
j , eε1+ε2 ],

e±i,j :=−1
8 [fεi+1 , fε2 , fε1−εi

, k±j , eε1+ε2 ], 3 ≤ i ≤ �− 1,

f±i,j :=−1
8 [fεi

, fε2 , fε1−εi+1 , k
±
j , eε1+ε2 ], 2 ≤ i ≤ �− 1,

and define
E := spanC{e±i,j | 1 ≤ i ≤ �, 1 ≤ j ≤ ν},
F := spanC{f±i,j | 1 ≤ i ≤ �, 1 ≤ j ≤ ν}.

Finally define L to be the Lie algebra Lg modulo the ideal generating the
following relations:

(R8) [e±i,j , fi] = h±ij ; 1 ≤ i ≤ �, 1 ≤ j ≤ ν.

(R9) [h, h, E ,F ] = 0, [
∑�

i=1 Cfi, h, E ,F ] = 0.

Theorem 2.1 (Main Theorem). L is the universal covering algebra of
T (Cliff(u)/C,Cliff(g)/A[ν]), in other words L ∼= A.
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To prove this theorem, we need to know the structure of L. To begin, we
recall that A is generated by the elements stated in (1.17). It follows using
(1.13) that this generating set satisfies the relations (R1)–(R9). So there exists
a Lie algebra epimorphism from L to A as follows:

(2.5) cψ : L −→ A

ei �→ ei ⊗ 1, fi �→ fi ⊗ 1, hi �→ hi ⊗ 1, h±i,j �→ hi ⊗ t±1
j , vr �→ v1 ⊗ wr,

1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ r ≤ m− 1.

Lemma 2.1. Let a, b ∈ h and x ∈ L, then [a, b, x] = [b, a, x].

Proof. By (R3)(i), we have [a, b] ⊆ Z(L). Using this together with the
Jacobi identity, we are done. �

We know that G is a subalgebra of L. Another point about the structure
of L is that, under the adjoint action of G on L, L decomposes into a direct
sum of

• modules isomorphic to the adjoint module G.

• modules isomorphic to V .

• one-dimensional G−modules.

We show this point in some steps. So we arrange the rest of this section as
follows. The first three subsections are respectively devoted to introducing some
irreducible G−submodules of L isomorphic to G, irreducible G−submodules of
L isomorphic to V and trivial G−submodules. We study the properties of
the introduced G−submodules in each subsection. Subsection 4 deals with
the relations between the introduced G−submodules. In Subsection 5, we get
familiar with some central elements of L. Finally in the last subsection we get
the mentioned decomposition and use it to prove our main theorem.

§2.1. G−submodules isomorphic to G

Definition 2.1. Let σ = (n1, . . . , nν) ∈ Zν . We call |σ| :=
∑ν

s=1 |ns|
the norm of σ. For σ �= 0, if 1 ≤ j ≤ ν and 1 +

∑j−1
s=1 |ns| ≤ i ≤ ∑j

s=1 |ns|,
define ai :=

{
k+

j if nj > 0
k−j if nj < 0

(see (2.2)) and set aσ := (a1, . . . , a|σ|). Also set

a0 := (k−1 , k
+
1 ). We call aσ the norm-tuple of σ.
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Now let σ ∈ Z
ν and define

(2.6)
eσ := [12a1, . . . ,

1
2at, eθ] where (a1, . . . , at) is the norm-tuple of σ

and eθ = eε1+ε2 is a maximal vector of highest weight θ = ε1 + ε2
in G−module G. Using (R6)(i), we have e0 = eθ.

Set

(2.7) Gσ := G−submodule of L generated by eσ; σ ∈ Z
ν .

Proposition 2.1. Gσ, σ ∈ Zν , is an irreducible finite dimensional G−
module of highest weight θ. In fact as G−modules, Gσ � G.

Proof. Contemplating (2.5), one can see that ψ(eσ) = eθ⊗tσ �= 0. There-
fore eσ �= 0. Thus by [H, Theorem 21.4], it is enough to show

(2.8) [hi, eσ] = θ(hi)eσ, [ei, eσ] = 0, [

mi+1︷ ︸︸ ︷
fi, fi, . . . , fi, eσ] = 0

where 1 ≤ i ≤ � and mi = θ(hi).

Fix 1 ≤ i ≤ �. We first mention that the equalities in (2.8) hold for σ = 0 as eθ is
a maximal vector in G−module G. Now let 0 �= σ ∈ Z

ν and eσ = [a1, . . . , as, eθ]
for some s ∈ N. Then (R3)(ii) implies that [hi, eσ] = [a1, . . . , as, hi, eθ] =
θ(hi)eσ. Also if i �= 2, then by (R4)(ii) we have

[fi, fi, . . . , fi︸ ︷︷ ︸
mi+1

, eσ] = [a1, . . . , as, fi, fi, . . . , fi︸ ︷︷ ︸
mi+1

, eθ] = [a1, . . . , as, 0] = 0.

Next we use induction on |σ| to prove [ei, eσ] = 0 and [f2, f2, eσ] = 0. Let
σ, τ ∈ Zν such that eσ = [a1, . . . , as, eθ], eτ = [a0, a1, . . . , as, eθ], [ei, eσ] = 0
and [f2, f2, eσ] = 0. If i �= 2, then by (R4)(ii) and the induction hypothesis, we
have [ei, eτ ] = [a0, ei, eσ] = 0. Now let i = 2 and a0 = 1

2k
±
j for some 1 ≤ j ≤ ν.

It follows using (R4)(ii) that

(2.9)
[
1
2
k±j , eθ

]
= [h±2,j + 2h±3,j , eθ].

This together with Lemma 2.1 implies that

eτ = [a0, a1, . . . , as, eθ] = [a1, . . . , as, h
±
2,j + 2h±3,j , eθ] = [h±2,j + 2h±3,j , eσ].

Using this together with (R4)(iii) and the induction hypothesis, we have

[e2, eτ ] = [e2, h±2,j + 2h±3,j , eσ] = [h±2,j + 2h±3,j , e2, eσ] = 0
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and

[f2, f2, eτ ] = [f2, f2, h±2,j + 2h±3,j , eσ] = [h±2,j + 2h±3,j , f2, f2, eσ] = 0.

This completes the proof. �

Now let σ ∈ Zν . Using Proposition 2.1, one concludes that there exists a
G−module isomorphism ϕσ : G −→ Gσ mapping eθ to eσ. So

(2.10)
if x, y, z, w ∈ G such that [x, y] = [z, w]
then ϕσ([x, y]) = [x, ϕσ(y)] = [z, ϕσ(w)].

Also Gσ admits a weight space decomposition Gσ =
∑

α∈Φ(Gσ)α where (Gσ)α =
ϕσ(Gα), α ∈ Φ. Consider the base {αi}�

i=1 of Φ defined in §1, then we have

(2.11) (Gσ)0 = ϕσ(G0) =
�∑

i=1

Cϕσ(hi) =
�∑

i=1

ϕσ([fi,Gαi
]) =

�∑
i=1

[fi, (Gσ)αi
].

Next let 1 ≤ i ≤ � and set

ei,σ := ϕσ(ei), fi,σ := ϕσ(fi), hi,σ := ϕσ(hi),
Hi,σ := ϕσ(Hi) where Hi =

∑�−1
r=ihr + (1/2)h�.

(2.12)

Then (2.10) implies that

(2.13)

(i) [ei, ei,σ] = [fi, fi,σ] = 0,
(ii) [ei, fj,σ] = −[fj , ei,σ] = δi,jhi,σ,

(iii) [hi, ei,σ] = −[ei, hi,σ] = 2ei,σ and [hi, fi,σ] = −[fi, hi,σ] = −2fi,σ,

(iv) [ej , hi,σ] = (αj(hi)/2)[ej , hj,σ] and [fj , hi,σ] = (αj(hi)/2)[fj , hj,σ]

where 1 ≤ i, j ≤ � and σ ∈ Zν . Now set

(2.14) σ±
j := (0, . . . , 0, ±1︸︷︷︸

jth

, 0, . . . , 0), ϕ±
j := ϕσ±

j
; 1 ≤ j ≤ ν.

One knows that eσ±
j

= [(1/2)k±j , eθ], so using (2.4) together with (2.13)(ii) and
(R8), for 1 ≤ i ≤ � and 1 ≤ j ≤ ν, we have

(2.15)
(i) e±i,j = ϕ±

j (ei) (ii) f±i,j = ϕ±
j (fi)

(iii) h±i,j = ϕ±
j (hi) (iv) k±j = ϕ±

j (hθ) (see (2.2)).
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Now (2.15)(iii) together with (R6) implies that

(2.16)
[ϕ−

j (h), ϕ+
j (h′), x] = α(h)α(h′)x, x ∈ Gα, α ∈ Φ,

[ϕ−
j (h), ϕ+

j (h′), y] = α(h)α(h′)y, y ∈ (Vr)α, α ∈ Φsh,

1 ≤ j ≤ ν, h, h′ ∈ H, 1 ≤ r ≤ m− 1.

To figure out some more relations holding in L, we need to introduce some new
notation as follows:

hh,h′
α,ν := spanC{α(h)ϕ±

j (h′) − α(h′)ϕ±
j (h) | 1 ≤ j ≤ ν},

hh,h′
α := spanC{α(h)ϕσ(h′) − α(h′)ϕσ(h) | σ ∈ Zν}, α ∈ Φ, h, h′ ∈ H.

Since for α ∈ Φ, x ∈ Gα and h, h′ ∈ H, we have [α(h)h′ −α(h′)h, x] = 0, (2.10)
implies that

(2.17) [Gα, h
h,h′
α ] = 0 = [Gα, h

h,h′
α,ν ]; α ∈ Φ, h, h′ ∈ H.

In particular for 1 ≤ i ≤ �, we have

(2.18)

(i) [Ce2 + Cf2, h
h1,hθ
ε2−ε3

] = 0, (ii) [Ceε1±ε�
+ Cfε1±ε�

, hh�,hθ
ε1±ε�

] = 0,

(iii) [Cei + Cfi, h
Hi,hi+1
αi ] = 0, i �= �, (iv) [Cei + Cfi, h

Hi,hi−1
αi ] = 0, i �= 1,

(v) [eε1+ε2 , h
H1,hθ
ε1+ε2

+hH2,hθ
ε1+ε2

]=0, (vi) [Cei+1+Cfi+1, h
hi,Hi+1
αi+1 ]= 0, i �= �,

(vii) [C[ei+1, ei] + C[fi+1, fi], h
Hi,hi+1
αi+αi+1

] = 0, i �= �,

(viii) [C[ei−1, ei] + C[fi−1, fi], h
Hi−1,hi−1
αi−1+αi

] = 0, i �= 1,

(ix) [Cei + Cfi, h
Hi,hi
αi

] = 0.

Also considering (2.14), it follows using (2.15)(iii) and (R5)(ii) that

(2.19) [hh,h′
α,ν , (Vr)α] = 0; α ∈ Φsh, 1 ≤ r ≤ m− 1, h, h′ ∈ H,

in particular, contemplating (2.3), we have

(2.20)

(i) [hh1,hθ
ε1,ν , vr] = 0, (ii) [hh�,H1+H�

ε�,ν , [e�, f ], vr] = 0,
(iii) [hhθ,H1

ε1,ν , vr] = 0, (iv) [hh�,H1−H�
−ε�,ν , [f�, f ], vr] = 0,

(v) [hhθ,h1
−ε2,ν , [f2, f3, . . . , f�, f ], vr] = 0, 1 ≤ r ≤ m− 1.

Next let h ∈ H and α ∈ Φ such that α(h) = 0. We know that there
exists h′ ∈ H such that α(h′) �= 0. One can see that hh,h′

α,ν =
∑ν

j=1 Cϕ±
j (h) and
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hh,h′
α = spanC{ϕσ(h) | σ ∈ Z

ν}. Using these together with (2.19) and (2.17),
we have the following:

(2.21)
If h ∈ H, α ∈ Φsh and β ∈ Φ such that α(h) = 0 = β(h),
then for 1 ≤ j ≤ ν and 1 ≤ r ≤ m − 1, we have
[ϕ±

j (h), (Vr)α] = 0 and for σ ∈ Zν , we have [ϕσ(h),Gβ] = 0.

In particular for 2 ≤ i ≤ �, 1 ≤ j ≤ ν, Hi =
∑�−1

t=i ht+ 1
2h� and f = [f�, . . . , f1] ∈

G−ε1 , we have

(2.22)

(i) [ϕ±
j (Hi), vr] = 0, (ii) [h±i,j , v

r] = 0,
(iii) [ϕ±

j (H1), vr
i ] = 0, (iv) [k±j , [f�, f ], vr] = 0,

(v) [ϕ±
j (H1), vr

2�+1] = 0, (vi) [k±j , [e�, f ], vr] = 0,
(vii) [h±1,j , [fi−1, . . . , f1], vr] = 0, i �= 2, (viii) [h±i,j , f1, v

r] = 0, i �= 2.

One knows from (2.20)(iii) and (2.22)(i) that

(2.23)
[k±j , v

r] = [ϕ±
j (H1) − ϕ±

j (Hi), vr] and
[k±j , v

r] = [ϕ±
j (H1) + ϕ±

j (Hi), vr]
where 1 ≤ j ≤ ν, 2 ≤ i ≤ �, 1 ≤ r ≤ m− 1.

Also if 1 ≤ i, t, s ≤ � and σ ∈ Zν , (2.21) implies that

(2.24)

(i) [ϕσ(Hi),Cfεt
+ Ceεt

] = 0, i �= t,

(ii) [ϕσ(Hi ±Ht),Cfεi∓εt
+ Ceεi∓εt

] = 0, i < t,

(iii) [ϕσ(Hi),Cfεs±εt
+ Ceεs±εt

] = 0, s < t, s �= i, i �= t.

To reduce the amount of computation, we introduce some new notations.
Consider (2.14) and define

(2.25)
H±

i,j := ϕ±
j (Hi) where Hi =

∑�−1
t=i ht + 1

2h�;
1 ≤ i ≤ �, 1 ≤ j ≤ ν.

One can correspond to σ ∈ Zν with norm-tuple (a1, . . . , an) and 1 ≤ i ≤ �,

two n−tuples (mi
1, . . . ,m

i
n) and (mi,1, . . . ,mi,n) where for 1 ≤ s ≤ n, mi

s and
mi,s are defined as follows:

(2.26) mi
s := H±

i,j and mi,s := h±i,j if as = k±j for some 1 ≤ j ≤ ν.

Proposition 2.2. Let α ∈ Φ and σ ∈ Z
ν with norm-tuple (a1, . . . , an).

If {x1, . . . , xn} ⊂ H is such that for all 1 ≤ i ≤ n, α(xi) �= 0. Then ϕσ(Gα) =
(Gσ)α = [c1, . . . , cn,Gα] where ci (1 ≤ i ≤ n) is defined to be ϕ±

j (xi) if ai = k±j
for some 1 ≤ j ≤ ν.
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Proof. It follows using Lemma 2.1 together with (2.18)(v) and (2.24)(iii)
that

(2.27)
(i) eσ = [m1

1, . . . ,m
1
n, eθ], (ii) eσ = [m2

1, . . . ,m
2
n, eθ]

(iii) eσ = [m1
1 +mi

1, . . . ,m
1
n +mi

n, eθ]; 3 ≤ i ≤ �.

Using (2.10) together with (2.27)(ii) and (2.24)(i),(ii), we have and

ϕσ(eε2) = −1
2
[fε1 , eσ] = −1

2
[fε1 ,m

2
1, . . . ,m

2
n, eθ] =−1

2
[m2

1, . . . ,m
2
n, fε1 , eθ]

= [m2
1, . . . ,m

2
n, eε2 ]

and

ϕσ(fε1) =
1
4
[fε2 , fε1 , fε1 , eσ] =

1
4
[fε2 , fε1 , fε1 ,m

2
1, . . . ,m

2
n, eθ]

=
1
4
[fε2 ,m

2
1, . . . ,m

2
n, fε1 , fε1 , eθ]

=
1
4
[fε2 ,−m1

1, . . . ,−m1
n, fε1 , fε1 , eθ]

=
1
4
[−m1

1, . . . ,−m1
n, fε2 , fε1 , fε1 , eθ]

= [−m1
1, . . . ,−m1

n, fε1 ].

Also for 2 ≤ i ≤ �, (2.10) together with (2.27)(i) and (2.24)(i),(ii) gives that

ϕσ(fεi
) = −1

4
[fε1 , fεi

, fε2 , eσ] =−1
4
[fε1 , fεi

, fε2 ,m
1
1, . . . ,m

1
n, eθ]

=−1
4
[fε1 ,m

1
1, . . . ,m

1
n, fεi

, fε2 , eθ]

=−1
4
[fε1 ,−mi

1, . . . ,−mi
n, fεi

, fε2 , eθ]

=−1
4
[−mi

1, . . . ,−mi
n, fε1 , fεi

, fε2 , eθ]

= [−mi
1, . . . ,−mi

n, fεi
]

and

ϕσ(eε1) =
1
2
[fε2 , eσ] =

1
2
[fε2 ,m

1
1, . . . ,m

1
n, eθ] =

1
2
[m1

1, . . . ,m
1
n, fε2 , eθ]

= [m1
1, . . . ,m

1
n, eε1 ].

Similarly for 3 ≤ i ≤ �, (2.10) together with (2.27)(iii) and (2.24)(ii),(i) implies
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that

ϕσ(eεi
) =

1
2
[fε2 , fε1−εi

, eσ] =
1
2
[fε2 , fε1−εi

,m1
1 +mi

1, . . . ,m
1
n +mi

n, eθ]

=
1
2
[m1

1 +mi
1, . . . ,m

1
n +mi

n, fε2 , fε1−εi
, eθ]

= [m1
1 +mi

1, . . . ,m
1
n +mi

n, eεi
]

= [mi
1, . . . ,m

i
n, eεi

].

Up to now, we have proved that

(2.28)

ϕσ(eεi
) = [mi

1, . . . ,m
i
n, eεi

] and ϕσ(fεi
) = [−mi

1, . . . ,−mi
n, fεi

]; 1 ≤ i ≤ �.

Now let 1 ≤ i �= j ≤ �. Using (2.10), (2.28) and (2.24)(i), we have

(2.29)

ϕσ([fεj
, eεi

]) = [fεj
, ϕσ(eεi

)] = [mi
1, . . . ,m

i
n, fεj

, eεi
],

ϕσ([fεj
, fεi

]) = [fεj
, ϕσ(fεi

)] = [−mi
1, . . . ,−mi

n, fεj
, fεi

],

ϕσ([eεj
, eεi

]) = [eεj
, ϕσ(eεi

)] = [mi
1, . . . ,m

i
n, eεj

, eεi
],

ϕσ([eεj
, fεi

]) = [eεj
, ϕσ(fεi

)] = [−mi
1, . . . ,−mi

n, eεj
, fεi

].

Using this and (2.28), we get

(Gσ)±εj±εi
= [mi

1, . . . ,m
i
n,G±εj±εi

] and (Gσ)±εi
= [mi

1, . . . ,m
i
n,G±εi

];
1 ≤ i �= j ≤ �,

which together with (2.17) and Lemma 2.1 completes the proof. �

Corollary 2.1. [h,
∑

α∈Φ×
∑

σ∈Zν (Gσ)α] ⊆∑α∈Φ×
∑

σ∈Zν (Gσ)α.

Proof. Fix 1 ≤ i ≤ � and 1 ≤ j ≤ ν. Let α ∈ Φ× and σ ∈ Z
ν with

norm-tuple (a1, . . . , an). Then by Proposition 2.2 there is {cαr | 1 ≤ r ≤ n} ⊆ h

such that (Gσ)α = [cα1 , . . . , cαn,Gα]. Consider (2.14) and define η±j = σ + σ±
j . If

α(hi) �= 0, then by Lemma 2.1, (2.16) and Proposition 2.2, we have (Gη±
j

)α =

[h±i,j , c
α
1 , . . . , c

α
n,Gα], but if α(hi) = 0, Lemma 2.1 together with (2.21) implies

that [h±i,j , (Gσ)α] = [cα1 , . . . , cαn, h
±
i,j ,Gα] = 0. This completes the proof. �

Remark 2. Let 1 ≤ i ≤ � and σ ∈ Zν with norm-tuple (a1, . . . , an).
Using (2.29) and (2.28), we have
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(i) ei,σ = [mi
1, . . . ,m

i
n, ei] = (if i �= �) [−mi+1

1 , . . . ,−mi+1
n , ei],

(ii) fi,σ = [−mi
1, . . . ,−mi

n, fi] = (if i �= �) [mi+1
1 , . . . ,mi+1

n , fi].

It follows using the first equality stated in (i) together with (2.13)(ii), the
Jacobi identity, (2.17) and Lemma 2.1 that

(iii) αi(h)[ϕ±
j (h′), hi,σ] = αi(h′)[ϕ±

j (h), hi,σ] where 1 ≤ j ≤ ν, h, h′ ∈ H

and {αt | 1 ≤ t ≤ �} is the base of Φ.

§2.2. G−submodules isomorphic to V
For 1 ≤ r ≤ m− 1 and σ ∈ Zν , define

(2.30)
vr

σ := [a1, . . . , at, v
r] where (a1, . . . , at) is the norm-tuple of

σ and set Vr
σ to be the G−submodule of L generated by vr

σ.
Note that by (R6)(ii), vr

0 = vr and so Vr
0 = Vr (see (2.3)).

Proposition 2.3. Let 1 ≤ r ≤ m − 1. Then for σ ∈ Zν , Vr
σ is an

irreducible finite dimensional G−module of highest weight ε1.

Proof. Considering σ ∈ Z
ν and contemplating (2.5), we have ψ(vr

σ) =
v1 ⊗ tσwr �= 0 and so vr

σ �= 0. Therefore by [H, Theorem 21.4], it is enough to
show

(2.31)
[ei, v

r
σ] = 0, [hi, v

r
σ] = ε1(hi)vr

σ, [ft, v
r
σ] = [f1, f1, vr

σ] = 0,
1 ≤ i ≤ �, 2 ≤ t ≤ �.

Let (a1, . . . , an) be the norm-tuple of σ. Then by (R3)(ii) and (R2), we have

[hi, v
r
σ] = [a1, . . . , an, hi, v

r] = [a1, . . . , an, ε1(hi)vr] = ε1(hi)vr
σ; 1 ≤ i ≤ �.

Also by (R4)(ii) and (R2), we have

[fi, v
r
σ] = [fi, a1, . . . , an, v

r] = [a1, . . . , an, fi, v
r] = 0, 3 ≤ i ≤ �, and

[f1, f1, vr
σ] = [f1, f1, a1, . . . , an, v

r] = [a1, . . . , an, f1, f1, v
r] = 0.

Thus it remains to prove [f2, vr
σ] = 0 = [ei, v

r
σ] for 1 ≤ i ≤ �. We show this,

using induction on |σ|. Fix 1 ≤ i ≤ �. Since Vr
0 = Vr, (R2) implies that the

equalities hold for σ = 0. Next let σ, τ ∈ Zν , vr
σ = [a1, . . . , an, v

r] for some
n ∈ N and vr

τ = [k±j , v
r
σ] for some 1 ≤ j ≤ ν such that [f2, vr

σ] = 0 = [ei, v
r
σ].

We prove [f2, vr
τ ] = 0 = [ei, v

r
τ ]. By Lemma 2.1, (2.20)(i) and (2.15)(iv), we

have

vr
τ = [k±j , a1, . . . , an, v

r] =
1
2
[a1, . . . , an, 2k±j , v

r]

=
1
2
[a1, . . . , an, k

±
j + h±1,j , v

r] =
1
2
[k±j + h±1,j , v

r
σ].
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This together with (2.18)(i), (2.15)(iv) and the induction hypothesis implies
that

[f2, vr
τ ] = 1

2 [f2, k±j + h±1,j , v
r
σ] = 1

2 [k±j + h±1,j , f2, v
r
σ] = 0,

[e2, vr
τ ] = 1

2 [e2, k±j + h±1,j , v
r
σ] = 1

2 [k±j + h±1,j , e2, v
r
σ] = 0.

Now let i �= 2. Using (R4)(ii) together with the induction hypothesis, we have
[ei, v

r
τ ] = [ei, k

±
j , v

r
σ] = [k±j , ei, v

r
σ] = 0. This completes the proof. �

Now let 1 ≤ r ≤ m−1 and σ ∈ Zν . Proposition 2.3 guarantees the existence
of an isomorphism

(2.32) ψr
σ : V −→ Vr

σ such that v1 �→ vr
σ.

Set ψr := ψr
0 . Since ψr(v1) = vr, (2.3) and (1.7)(i) imply that

(2.33) vr
i = ψr(vi); 1 ≤ i ≤ 2�+ 1.

Also since Vr
σ is isomorphic to V , (1.8) and (1.7)(i) together with Lemmas 1.2

and 1.3 imply that Vr
σ admits a weight space decomposition relative to H as

follows:
(2.34)

Vr
σ = (Vr

σ)0 ⊕
∑�

i=1(Vr
σ)±εi

with

(Vr
σ)0 = C(vr

σ)2�+1, (Vr
σ)εi

= C(vr
σ)i, (Vr

σ)−εi
= C(vr

σ)�+i where

for 1 ≤ i ≤ 2�+ 1, (vr
σ)i := ψr

σ(vi) satisfies the following

(vr
σ)1 = vr

σ, (vr
σ)i = [fi−1, . . . , f1, v

r
σ] = [[fi−1, . . . , f1], vr

σ]; 2 ≤ i ≤ �,

(vr
σ)2�+1 = −1

2 [f�, . . . , f1, v
r
σ] = −1

2 [f, vr
σ] where f = [f�, . . . , f1],

(vr
σ)�+i = (−1)�−i

2 [fi, . . . , f�, (vr
σ)2�+1]

= −(−1)�−i

4

{
[f1, [f2, . . . , f�, f ], vr

σ] i = 1,
[[fi, . . . , f�, f ], vr

σ] 2 ≤ i ≤ �.

Next let x, x1, . . . , xn ∈ G. Since ψr
σ is a G−module isomorphism map-

ping v1 to vr
σ (see (2.32)), we have ψr

σ(x1 · · ·xn · v1) = [x1, . . . , xn, ψ
r
σ(v1)] =

[x1, . . . , xn, v
r
σ]. Therefore [x1, . . . , xn, v

r
σ] = 0 if and only if x1 · · ·xn · v1 = 0.

Also if 1 ≤ i, j ≤ 2�+1 such that x·vi = vj , then [x, (vr
σ)i] = (vr

σ)j . In particular
for f = [f�, . . . , f1] ∈ G−ε1 and 1 ≤ i ≤ �, considering (1.7), we have
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(2.35)

(i) [fi, (vr
σ)j ] =



δi,j(vr

σ)i+1 i �= �, 1 ≤ j ≤ �,

−2δ�,j(vr
σ)2�+1 i = �, 1 ≤ j ≤ �,

2δ�,i(vr
σ)2� j = 2�+ 1,

−δi+1,j−�(vr
σ)�+i �+ 1 ≤ j ≤ 2�,

(ii)
[fj , fi, fi−1, . . . , f2, f1, v

r
σ] = 0, i �= �, 1 ≤ j �= i+ 1 ≤ �,

[fj , fi, fi+1, . . . , f�−1, f�, (vr
σ)2�+1] = 0, 1 ≤ j �= i− 1 ≤ �,

(iii) [f, [Cf� + Ce�, f ], vr
σ] = 0, (iv) [Ceεi

+ Cfεi
, vr

σ] = 0, i �= 1,

(v) [e1, (vr
σ)2�+1] = 0.

Now we are interested in finding expressions for the weight spaces of Vr
σ

relative to the weight spaces of Vr. Fix 2 ≤ i ≤ � and let (a1, . . . , an) be the
norm-tuple of σ. Using (2.34) together with (2.23), Lemma 2.1, (2.24)(ii), (2.3)
and (2.22)(iii), we have

(Vr
σ)εi

= C[[fi−1, . . . , f1], a1, . . . , an, v
r]

= C[[fi−1, . . . , f1],m1
1 +mi

1, . . . ,m
1
n +mi

n, v
r]

= C[m1
1 +mi

1, . . . ,m
1
n +mi

n, [fi−1, . . . , f1], vr]

= [m1
1 +mi

1, . . . ,m
1
n +mi

n, (Vr)εi
]

= [mi
1, . . . ,m

i
n, (Vr)εi

]

and

(Vr
σ)−εi

= C[[fi, . . . , f�, f ], a1, . . . , an, v
r]

= C[[fi, . . . , f�, f ],m1
1 −mi

1, . . . ,m
1
n −mi

n, v
r]

= C[m1
1 −mi

1, . . . ,m
1
n −mi

n, [fi, . . . , f�, f ], vr]

= [m1
1 −mi

1, . . . ,m
1
n −mi

n, (Vr)−εi
]

= [mi
1, . . . ,m

i
n, (Vr)−εi

].

Also using (2.34) and the second equality of the above expression together
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with Lemma 2.1, (2.20)(v), (R4)(ii) and (2.3), we have

(Vr
σ)−ε1 = [f1, (Vr

σ)−ε2 ] = C[f1,m1
1 −m2

1, . . . ,m
1
n −m2

n, [f2, . . . , f�, f ], vr]

= C[f1,m1,1, . . . ,m1,n, [f2, . . . , f�, f ], vr]

= C(−1)n[f1, a1, . . . , an, [f2, . . . , f�, f ], vr]

= C[a1, . . . , an, f1, [f2, . . . , f�, f ], vr]

= [a1, . . . , an, (Vr)−ε1 ].

Summarizing our information, we have

(2.36)

(Vr
σ)±ε1 = [a1, . . . , an, (Vr)±ε1 ], (Vr

σ)±εi
= [mi

1, . . . ,m
i
n, (Vr)±εi

]; 2 ≤ i ≤ �.

More generally, we have the following proposition:

Proposition 2.4. Let 1 ≤ r ≤ m− 1, α ∈ Φsh and σ ∈ Zν with norm-
tuple (a1, . . . , an). If {x1, . . . , xn} ⊂ H is such that α(xi) �= 0, 1 ≤ i ≤ n.

Then (Vr
σ)α = [c1, . . . , cn, (Vr)α] where ci (1 ≤ i ≤ n) is defined to be ϕ±

j (xi) if
ai = k±j for some 1 ≤ j ≤ ν.

Proof. Using (2.36) together with Lemma 2.1 and (2.19), we are done. �

§2.3. One-dimensional G−submodules

Up to now, we have introduced some irreducible G−submodules of L whose
highest weight is either a short root or a long root. Now we would like to
introduce a trivial G−submodule of L. We recall that f = [f�, . . . , f1] ∈ G−ε1

and define

(2.37) D := spanC{Dr,s
σ,τ := [[f, vr

σ], [f, vs
τ ]] | 1 ≤ r, s ≤ m− 1, σ, τ ∈ Z

ν}.

We claim that this subspace is a trivial G−submodule. To prove, we need some
lemmas.

Lemma 2.2. Let 1 ≤ r ≤ m−1 and σ ∈ Zν with norm-tuple (a1, . . . , an).
Then we have

(i) [[f�, f ], vr
σ] = [[f�, f ], a1, . . . , an, v

r] = (−1
2 )n[m�,1, . . . ,m�,n, [f�, f ], vr].

(ii) [[e�, f ], vr
σ] = [[e�, f ], a1, . . . , an, v

r] = ( 1
2 )n[m�,1, . . . ,m�,n, [e�, f ], vr].
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Proof. (i) Using the first part of (2.23) together with (2.24)(ii), (2.20)(iv)
and Lemma 2.1, we have

[[f�, f ], vr
σ] = [[f�, f ], a1, . . . , an, v

r] = [[f�, f ],m1
1 −m�

1, . . . ,m
1
n −m�

n, v
r]

= [m1
1 −m�

1, . . . ,m
1
n −m�

n, [f�, f ], vr]

=
(−1

2

)n

[m�,1, . . . ,m�,n, [f�, f ], vr].

(ii) Using the second part of (2.23) together with (2.24)(ii), (2.20)(ii) and
Lemma 2.1, we have

[[e�, f ], vr
σ] = [[e�, f ], a1, . . . , an, v

r] = [[e�, f ],m1
1 +m�

1, . . . ,m
1
n +m�

n, v
r]

= [m1
1 +m�

1, . . . ,m
1
n +m�

n, [e�, f ], vr]

=
(

1
2

)n

[m�,1, . . . ,m�,n, [e�, f ], vr].

This completes the proof. �

Lemma 2.3. For σ, τ ∈ Zν and 1 ≤ r, s ≤ m− 1, we have

(i) [vs
τ , [f�, f ], vr

σ] = [vr
σ, [f�, f ], vs

τ ],

(ii) [vs
τ , [e�, f ], vr

σ] = [vr
σ, [e�, f ], vs

τ ].

Proof. Let vr
σ = [ai1 , . . . , ait

, vr] for some t ∈ N.One knows that [[f�, f ], vr]
∈ (Vr)−ε�

and [[e�, f ], vr] ∈ (Vr)ε�
. So considering (2.3) and using (R7), Lemma

2.1 and (2.18)(ii), we have

(2.38)
(a) [k±j , v

s, [f�, f ], vr] = −1
2 [h±�,j , v

s, [f�, f ], vr],

(b) [k±j , v
s, [e�, f ], vr] = 1

2 [h±�,j , v
s, [e�, f ], vr],

1 ≤ j ≤ ν.

(i) Let (aj1 , . . . , ajn
) be the norm-tuple of τ. We first use induction on |τ |

to prove

(2.39)

[vs
τ , [f�, f ], vr

σ] = (−1/2)t+n[m�,j1 , . . . ,m�,jn
,m�,i1 , . . . ,m�,it

, vs, [f�, f ], vr].

Let |τ | = 0, then the norm-tuple of τ is (aj1 , aj2) = (k−1 , k
+
1 ) and vs

τ =
[aj1 , aj2 , v

s] = vs. We drew the attention of the reader to the point that by
(R7) and (R6), we have(−1

2

)2

[m�,j1 ,m�,j2 , v
s, [f�, f ], vr] = [vs, [f�, f ], vr].
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This together with Lemma 2.2(i), (2.22)(ii) and Lemma 2.1 implies that

[vs
τ , [f�, f ], vr

σ] = [vs, [f�, f ], vr
σ]

= (−1/2)t[m�,i1 , . . . ,m�,it
, vs, [f�, f ], vr]

= (−1/2)t+2[m�,j1 ,m�,j2 ,m�,i1 , . . . ,m�,it
, vs, [f�, f ], vr].

So we have the first step of the induction. Next suppose vs
τ = [aj1 , . . . , ajn

, vs]
and vs

τ ′ = [k±j , v
s
τ ] for some 1 ≤ j ≤ ν such that (2.39) holds. Then by the

Jacobi identity, Lemmas 2.2(i) and 2.1, (2.22)(iv), the induction hypothesis
and (2.38)(a), we have

[vs
τ ′ , [f�, f ], vr

σ] = [[k±j , [f�, f ], vr
σ], vs

τ ] + [k±j , v
s
τ , [f�, f ], vr

σ]

=
(−1

2

)t

[[m�,i1 , . . . ,m�,it
, k±j , [f�, f ], vr], vs

τ ]+[k±j , v
s
τ , [f�, f ], vr

σ]

= 0 + [k±j , v
s
τ , [f�, f ], vr

σ]

=
(−1

2

)t+n

[m�,j1 , . . . ,m�,jn
,m�,i1 , . . . ,m�,it

, k±j , v
s, [f�, f ], vr]

=
(−1

2

)t+n+1

[h±�,j ,m�,j1, . . . ,m�,jn
,m�,i1, . . . ,m�,it

, vs, [f�, f ],vr].

This completes the induction. Now considering Lemma 2.1, we are done as by
(R7) we have [vs, [f�, f ], vr] = 0 for r �= s.

(ii) Using Lemma 2.2(ii), (2.22)(vi) and (2.38)(b) in place of Lemma 2.2(i),
(2.22)(iv) and (2.38)(a) respectively in the proof of part (i), one concludes that

[vs
τ , [e�, f ], vr

σ] = (1/2)t+n[m�,j1 , . . . ,m�,jn
,m�,i1 , . . . ,m�,it

, vs, [e�, f ], vr].

Now we are done, using (R7). �

Proposition 2.5. D is a trivial G−submodule of L.

Proof. Fix σ, τ ∈ Zν and 1 ≤ r, s ≤ m−1. Since G is generated by {ei, fi |
1 ≤ i ≤ �}, it is enough to show [x,Dr,s

σ,τ ] = 0 for all x ∈ {ei, fi | 1 ≤ i ≤ �}.
One knows that

[f, f�−1] = [fi, f�] = 0, 1 ≤ i ≤ �− 2 and [f, ei] = 0, 2 ≤ i ≤ �− 1.

Therefore for γ ∈ Zν and 1 ≤ t ≤ m − 1, the Jacobi identity together with
(2.35)(i), (2.34), (2.35)(v),(ii) and (2.31) implies that

[f�−1, f, v
t
γ ] = [f, f�−1, v

t
γ ] = 0, [e1, f,Vt

γ ] ⊂ [e1, (Vt
γ)0] = 0,

[fi, [f, vt
γ ]] = [fi, f�, . . . , f1, v

t
γ ] = [f�, fi, f�−1, . . . , f1, v

t
γ ] = 0, 1 ≤ i ≤ �− 2,

[ei, f, v
t
γ ] = [f, ei, v

t
γ ] = 0, 2 ≤ i ≤ �− 1.



A Presentation of Lie Tori of Type B� 25

This together with the Jacobi identity implies that

[x,Dr,s
σ,τ ] = [x, [f, vr

σ], [f, vs
τ ]] = [[f, vr

σ], [x, [f, vs
τ ]]] − [[f, vs

τ ], [x, [f, vr
σ]]] = 0,

x ∈ {ei, fi | 1 ≤ i ≤ �− 1}.

Now it remains to show [x,Dr,s
σ,τ ] = 0 for x ∈ {e�, f�}. Let x ∈ {e�, f�}. Using

the Jacobi identity together with (2.31) and (2.35)(i),(iii), we have

[x,Dr,s
σ,τ ] = [x, [f, vr

σ], [f, vs
τ ]] = [[f, vr

σ], [x, [f, vs
τ ]]] − [[f, vs

τ ], [x, [f, vr
σ]]]

= [[f, vr
σ], [[x, f ], vs

τ ]] − [[f, vs
τ ], [[x, f ], vr

σ]]

= [f, vr
σ, [x, f ], vs

τ ] − [f, vs
τ , [x, f ], vr

σ].

Now we are done, using Lemma 2.3. �

§2.4. The relations between introduced G−submodules of L

As we promised we want to decompose L into a direct sum of irreducible
G−modules isomorphic to G, irreducible G−modules isomorphic to V and one
dimensional G−modules. For this, we need to know the relations between D
and the irreducible G−modules introduced in (2.7) and (2.30). We start with
the following proposition:

Proposition 2.6. Let 1 ≤ r ≤ m − 1, σ ∈ Zν and α ∈ Φ. Then
[vr, (Gσ)α] ⊆ (Vr

σ)α+ε1 where if α + ε1 �∈ Φsh ∪ {0}, (Vr
σ)α+ε1 is defined to be

zero.

Proof. Let (a1, . . . , an) be the norm-tuple of σ. We first assume that α ∈
Φ \ {±ε1, 0}, then there exists h ∈ H such that ε1(h) = 0 and α(h) �= 0. Then
Proposition 2.2 implies that (Gσ)α = [c1, . . . , cn,Gα] where ci (1 ≤ i ≤ n) is
defined to be ϕ±

j (h) if ai = k±j for some 1 ≤ j ≤ ν. So by (2.21) and Propositions
2.3 and 2.4, we have

(2.40)

[vr, (Gσ)α]=[c1, . . . , cn, vr,Gα]⊆ [c1, . . . , cn, (Vr)α+ε1 ]=(Vr
σ)α+ε1 ; α �= 0,±ε1.

Now let α = ε1. Using (2.40), we have [vr, (Gσ)ε1+ε2 ] = 0. This together
with (2.10) and (2.35)(iv) implies that

[vr, (Gσ)ε1 ] = C[vr, fε2 , eσ] = C[fε2 , v
r, eσ] = [fε2 , v

r, (Gσ)ε1+ε2 ] = 0.
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Next let α = −ε1. One knows from (2.40) that [vr, (Gσ)ε2−ε1 ] ⊆ (Vr
σ)ε2 which

together with (2.10), (2.35)(iv) and Proposition 2.3 implies that

[vr, (Gσ)−ε1 ]= [vr, fε2 , (Gσ)ε2−ε1 ]= [fε2 , v
r, (Gσ)ε2−ε1 ]⊆ [fε2 , (Vr

σ)ε2 ] ⊆ (Vr
σ)0.

Finally let α = 0. For 2 ≤ i ≤ �, (R2) implies that [fi, v
r] = 0 and (2.40)

implies that [vr, (Gσ)ε1−ε2 ] = [vr, (Gσ)αi
] = 0 where {αi | 1 ≤ i ≤ �} is the base

of Φ introduced in §1. Therefore we have

[vr, (Gσ)ε1−ε2 ] = 0 and [vr, fi, (Gσ)αi
] = [fi, v

r, (Gσ)αi
] = 0, 2 ≤ i ≤ �.

Using (2.11) together with the above equalities, the Jacobi identity, Remark
2(i), (2.35)(i), (2.22)(iii) and Propositions 2.3 and 2.4, we have

[vr, (Gσ)0] = [vr, f1, (Gσ)ε1−ε2 ] +
�∑

i=2

[vr, fi, (Gσ)αi
]

= [vr, f1, (Gσ)ε1−ε2 ] + 0

= C[[vr, f1], [m1
1, . . . ,m

1
n, e1]] + [f1, vr, (Gσ)ε1−ε2 ]

= C[m1
1, . . . ,m

1
n, [f1, v

r], e1] + 0 ⊆ C[m1
1, . . . ,m

1
n, v

r] = (Vr
σ)ε1 .

This completes the proof. �

Now consider the set {τr = (nr
1, . . . , n

r
ν) | 1 ≤ r ≤ m − 1} of some repre-

sentatives of nonzero cosets of 2Zν in Zν stated at the beginning of the section.
We have the following proposition:

Proposition 2.7. Let σ ∈ Zν and 1 ≤ r, s ≤ m−1. Then [vs, (Vr
σ)ε1 ] =

C[vs, vr
σ] = 0 and [vs, (Vr

σ)α] ⊆ (Gσ+τr
)ε1+α for α ∈ {0} ∪ Φsh \ {±ε1}.

Proof. We first prove that for α ∈ {0, εt | 2 ≤ t ≤ �}, we have [vs, (Vr
σ)α] ⊆

(Gσ+τr
)ε1+α. Let 2 ≤ t ≤ � and (a1, . . . , an) be the norm-tuple of σ. Set

a2,r
j =

{
1
2k

+
j if nr

j ≥ 0
1
2k

−
j if nr

j < 0
and at,r

j =

{
k+

j if nr
j ≥ 0

k−j if nr
j < 0

1 ≤ j ≤ ν

t �= 2.

Using (2.36) and (2.3), we have (Vr
σ)εt

= [mt
1, . . . ,m

t
n, v

r
t ]. Therefore (2.22)(i)

together with (R7), (2.16) (if necessary) and Proposition 2.2 implies that

(2.41)
[vs, (Vr

σ)εt
] = Cδs,r[mt

1, . . . ,m
t
n, (adat,r

1 )|n
r
1| . . . (adat,r

ν )|n
r
ν |eε1+εt

]
⊆ (Gσ+τr

)ε1+εt
.
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Next using (2.34) and (R2) together with (2.41) and Proposition 2.1, we have

(2.42)

[vs, (Vr
σ)0] = C[vs, f�, . . . , f2, f1, v

r
σ] = C[f�, . . . , f2, v

s, f1, v
r
σ]

= [f�, . . . , f2, v
s, (Vr

σ)ε2 ]
⊆ [f�, . . . , f2, (Gσ+τr

)ε1+ε2 ]
⊆ (Gσ+τr

)ε1 .

Finally for 2 ≤ t ≤ �, by (2.34), (R2), (2.42) and Proposition 2.1, we have

[vs, (Vr
σ)−εt

] = C[vs, ft, . . . , f�, f, v
r
σ] = C[ft, . . . , f�, v

s, f, vr
σ]

= [ft, . . . , f�, v
s, (Vr

σ)0]

⊆ [ft, . . . , f�, (Gσ+τr
)ε1 ]

= (Gσ+τr
)ε1−εt

.

Now considering (2.34) and using Proposition 2.3, we have [eε1 , (v
r
σ)2�+1] =

−vr
σ. This together with (2.31) implies that [vs, vr

σ] = −[vs, eε1 , (v
r
σ)2�+1] =

−[eε1 , v
s, (vr

σ)2�+1]. Therefore thanks to (2.42) and Proposition 2.1, we have

[vs, vr
σ] = −[eε1 , v

s, (vr
σ)2�+1] ∈ −[eε1 , (Gσ+τr

)ε1 ] = 0.

This completes the proof. �

Lemma 2.4. Let σ ∈ Zν and 1 ≤ r, s ≤ m− 1. Then for 1 ≤ i ≤ �− 1,
we have

[[fi, fi−1, . . . , f1, v
s], [fi+1, . . . , f�, f, v

r
σ]]

=
∑�−(i+1)

j=1 (−1)j+1[fi+j , . . . , f1, v
s, fi+j+1, . . . , f�, f, v

r
σ]

+ (−1)�−i+1[f�, . . . , f1, v
s, f, vr

σ] + (−1)�−i[[f, vs], [f, vr
σ]]

where for i = � − 1,
∑�−(i+1)

j=1 (−1)j+1[fi+j , . . . , f1, v
s, fi+j+1, . . . , f�, f, v

r
σ] is

defined to be zero.

Proof. The proof will be carried out in steps:
(1) If 1 ≤ j ≤ � − 1, then [[fj , . . . , f1, v

s], [f, vr
σ]] = [fj , . . . , f1, v

s, f, vr
σ] :

We show this, using induction on j. Let j = 1, then by the Jacobi identity,
(2.34) and (2.35)(i), we have

[[f1, vs], [f, vr
σ]] = [f1, vs, [f, vr

σ]] − [vs, f1, [f, vr
σ]]

= [f1, vs, [f, vr
σ]] + 2[vs, f1, (vr

σ)2�+1]] = [f1, vs, f, vr
σ].
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Now let the equality hold for 1 ≤ j ≤ � − 2. Using (2.34) and (2.35)(ii), we
have [fj+1, [f, vr

σ]] = 0. This together with the Jacobi identity and the induction
hypothesis implies that

[[fj+1, . . . , f1, v
s], [f, vr

σ]] = [fj+1, [fj , . . . , f1, v
s], [f, vr

σ]]

= [fj+1, fj , . . . , f1, v
s, f, vr

σ].

This completes the induction.

(2) If 1 ≤ j ≤ i ≤ � − 2, then [[fj , . . . , f1, v
s], [fi+2, . . . , f�, f, v

r
σ]] =

[fj , . . . , f1, v
s, fi+2, . . . , f�, f, v

r
σ] : We use induction on j. Let j = 1 and 1 ≤

i ≤ �− 2. We first mention that by (2.34) and (2.35)(ii), [f1, fi+2, . . . , f�, f, v
r
σ]

∈ C[f1, fi+2, . . . , f�, (vr
σ)2�+1] = 0 which together with the Jacobi identity im-

plies that

[[f1, vs], [fi+2, . . . , f�, f, v
r
σ]] = [f1, vs, fi+2, . . . , f�, f, v

r
σ] − 0

= [f1, vs, fi+2, . . . , f�, f, v
r
σ].

Next suppose that � ≥ 4 and 1 < j ≤ �−3 is such that the equality holds for j ≤
i ≤ �−2. We show that the equality holds for j+1 ≤ i ≤ �−2. Let j+1 ≤ i ≤
�−2. Since j+1 ≤ i, (2.34) and (2.35)(ii) imply that [fj+1, fi+2, . . . , f�, f, v

r
σ] ∈

C[fj+1, fi+2, . . . , f�, (vr
σ)2�+1] = 0. This together with the Jacobi identity and

the induction hypothesis implies that

[[fj+1, fj , . . . , f1, v
s], [fi+2, . . . , f�, f, v

r
σ]]

= [fj+1, [fj , . . . , f1, v
s], [fi+2, . . . , f�, f, v

r
σ]] − 0

= [fj+1, fj , . . . , f1, v
s, fi+2, . . . , f�, f, v

r
σ].

This completes the induction.

(3) It follows, using induction on n = � − i by considering steps (1) and
(2), that the equality stated in the lemma holds. �

Proposition 2.8. Let σ ∈ Zν and 1 ≤ r, s ≤ m−1. Then [vs, (Vr
σ)−ε1 ] ⊆

Gσ+τr
+ D (see (2.37)).

Proof. By (2.34), we get (Vr
σ)−ε1 = C[f1, f2, . . . , f�, f, v

r
σ]. Now using the

Jacobi identity and Lemma 2.4, we have

[vs, f1, f2, . . . , f�, f, v
r
σ] = [f1, vs, f2, . . . , f�, f, v

r
σ] − [[f1, vs], f2, . . . , f�, f, v

r
σ]

=
�−1∑
i=1

(−1)i+1[fi, fi−1, . . . , f1, v
s, fi+1, . . . , f�, f, v

r
σ]

+ (−1)�(−[f�, . . . , f1, v
s, f, vr

σ] + [[f, vs], [f, vr
σ]])
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which together with Propositions 2.7 and 2.1 completes the proof as by (2.34),
we have [f, vr

σ] ∈ (Vr
σ)0 and [fi+1, . . . , f�, f, v

r
σ] ∈ (Vr

σ)−εi+1 for 1 ≤ i ≤ �− 1. �

Proposition 2.9. (i) Let σ ∈ Zν and 1≤s≤m−1. Then [h, (Vs
σ)0]=0.

(ii) [h,
∑m−1

s=1

∑
σ∈Zν Vs

σ] ⊆∑m−1
s=1

∑
σ∈Zν Vs

σ.

Proof. (i) By (2.34), it is enough to show [h±i,j , f, v
s
σ] = 0 for all 1 ≤ i ≤ �

and 1 ≤ j ≤ ν. Fix 1 ≤ i ≤ �, 1 ≤ j ≤ ν and let (a1, . . . , an) be the norm-tuple
of σ. If i �= 1, then by the Jacobi identity, (2.15)(iii), (2.21), Lemma 2.1 and
(2.22)(ii), we have

[h±i,j , f, v
s
σ] = [f, h±i,j , v

s
σ] + [[h±i,j , f ], vs

σ] = [f, a1, . . . , an, h
±
i,j , v

s] + 0 = 0.

Now let i = 1. Then (2.34) together with (2.21), (2.36), (2.3), (2.22)(iii),
Lemma 2.1 and (2.22)(vii) implies that

[h±1,j , f, v
s
σ] = [h±1,j , f�, (vs

σ)�]

= [f�, h
±
1,j , (v

s
σ)�]

∈ C[f�, h
±
1,j ,m

1
1 +m�

1, . . . ,m
1
t +m�

t, v
s
� ]

= C[f�,m
1
1 +m�

1, . . . ,m
1
t +m�

t, h
±
1,j , [f�−1, . . . , f1], vs] = 0.

(ii) By part (i), it is enough to show [h,
∑m−1

s=1

∑
σ∈Zν

∑
β∈Φsh

(Vs
σ)β] ⊆∑m−1

s=1

∑
σ∈Zν Vs

σ. Fix 1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ r ≤ m−1, τ ∈ Zν and β ∈ Φsh.

Let (a1, . . . , an) be the norm-tuple of τ, then by Proposition 2.4, there exists a
subset {cr}n

r=1 ⊆ h so that (Vr
τ )β = [c1, . . . , cn, (Vr)β]. So Proposition 2.4 to-

gether with (possibly)(2.16) implies that [h±i,j , (Vr
τ )β] = [h±i,j , c1, . . . , ct, (Vr)β] ⊆∑m−1

s=1

∑
σ∈Zν Vs

σ. This completes the proof. �

Lemma 2.5. Consider (2.37), we have the following :

(i) [vt,D] ⊆∑m−1
k=1

∑
σ∈Zν Vk

σ for 1 ≤ t ≤ m− 1.

(ii) [h,D] = 0.

Proof. (i) Let 1 ≤ r, s ≤ m − 1 and σ, τ ∈ Zν . We show [vt, Dr,s
σ,τ ] ⊆∑m−1

k=1

∑
σ∈Zν Vk

σ . Note that by (2.11) and Proposition 2.2, Gσ+τr
is generated

by {ei, fi | 1 ≤ i ≤ �} ∪ h. Now using the Jacobi identity, (2.34), Propositions
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2.7, 2.1, 2.9(ii) and 2.3, we have

[vt, Dr,s
σ,τ ] =−[[f, vs

τ ], vt, [f, vr
σ]] + [[f, vr

σ], vt, [f, vs
τ ]]

=−[f, vs
τ , v

t, [f, vr
σ]] + [vs

τ , f, v
t, [f, vr

σ]]

+[f, vr
σ, v

t, [f, vs
τ ]] − [vr

σ, f, v
t, [f, vs

τ ]]

∈ [f, vs
τ , (Gσ+τr

)ε1 ] + [vs
τ , (Gσ+τr

)0]

+[f, vr
σ, (Gτ+τs

)ε1 ] + [vr
σ, (Gτ+τs

)0]

⊆
[
f,

m−1∑
k=1

∑
σ∈Zν

Vk
σ

]
+

m−1∑
k=1

∑
σ∈Zν

Vk
σ ⊆

m−1∑
k=1

∑
σ∈Zν

Vk
σ .

(ii) Let 1 ≤ r, s ≤ m − 1 and σ, τ ∈ Zν . We need to prove [h, Dr,s
σ,τ ] = 0.

Using the Jacobi identity together with (2.34) and Proposition 2.9(i), we get

[h, Dr,s
σ,τ ] = [[f, vr

σ], h, [f, vs
τ ]] − [[f, vs

τ ], h, [f, vr
σ]]

⊆ [[f, vr
σ], h, (Vs

τ )0] − [[f, vs
τ ], h, (Vr

σ)0] = 0.

This completes the proof. �

§2.5. Some central elements

In this subsection, we are interested to know about the center of L. Set

(2.43) Z := spanC{[hi,σ, hi,τ ] | σ, τ ∈ Z
ν , 1 ≤ i ≤ �}.

We claim that Z is contained in the center of L. To prove, we need some
lemmas:

Lemma 2.6. Consider (2.12) and (2.15). For 1 ≤ i ≤ �, 1 ≤ j ≤ ν

and σ ∈ Zν , we have
(i) [e±i+1,j , hi,σ] = [ei+1,σ, h

±
i,j ] and [f±i+1,j , hi,σ] = [fi+1,σ, h

±
i,j ], i �= �,

(ii) [e±i−1,j , hi,σ] = [ei−1,σ, h
±
i,j ] and [f±i−1,j , hi,σ] = [fi−1,σ , h

±
i,j ], i �= 1.

Proof. Let (a1, . . . , an) be the norm-tuple of σ.
(i) Using Remark 2(i), (2.24)(iii),(i), Lemma 2.1, (2.18)(vii) and (2.21),

we have

[h±i+1,j , ei+1, ei,σ] = [mi
1, . . . ,m

i
n, h

±
i+1,j , ei+1, ei]

=

{
[mi

1, . . . ,m
i
n, H

±
i,j , ei+1, ei] 1 ≤ i ≤ �− 2

0 i = �− 1.
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Also Remark 2(i) together with Lemma 2.1, (2.18)(iii) and (2.24)(iii),(i) im-
plies that

[ei+1, h
±
i+1,j , ei,σ] = [ei+1,m

i
1, . . . ,m

i
n, h

±
i+1,j , ei]

=

{
−[ei+1,m

i
1, . . . ,m

i
n, H

±
i,j , ei] 1 ≤ i ≤ �− 2

−[e�,m
�−1
1 , . . . ,m�−1

n , 2H±
�−1,j , e�−1] i = �− 1

=

{
−[mi

1, . . . ,m
i
n, H

±
i,j , ei+1, ei] 1 ≤ i ≤ �− 2

−[m�−1
1 , . . . ,m�−1

n , 2H±
�−1,j , e�, e�−1] i = �− 1.

Now the second equality in (2.13)(ii), the Jacobi identity and (2.13)(iii) to-
gether with the above equalities, Lemma 2.1, (2.24)(iii),(i),(ii), (2.18)(vi) and
Remark 2(i) imply

[e±i+1,j , hi,σ] =−[fi, e
±
i+1,j , ei,σ] − [[e±i+1,j , fi], ei,σ]

= (1/2)[fi, [ei+1, h
±
i+1,j ], ei,σ] − 0

= (1/2)[fi, ei+1, h
±
i+1,j , ei,σ] − (1/2)[fi, h

±
i+1,j , ei+1, ei,σ]

=−[fi,m
i
1, . . . ,m

i
n, H

±
i,j , ei+1, ei]

=−[fi,m
i
1 +mi+1

1 , . . . ,mi
n +mi+1

n , H±
i,j +H±

i+1,j , ei+1, ei]

=−[mi
1 +mi+1

1 , . . . ,mi
n +mi+1

n , H±
i,j +H±

i+1,j , fi, ei+1, ei]

= [mi
1 +mi+1

1 , . . . ,mi
n +mi+1

n , H±
i,j +H±

i+1,j , ei+1]

= [mi+1
1 , . . . ,mi+1

n , H±
i+1,j , ei+1]

=−[mi+1
1 , . . . ,mi+1

n , h±i,j , ei+1]

=−[h±i,j ,m
i+1
1 , . . . ,mi+1

n , ei+1] = [ei+1,σ, h
±
i,j ].

For the second statement use the same argument as above by replacing the first
equality stated in (2.13)(ii) by the second one and Remark 2(ii) by Remark
2(i).

(ii) Using Remark 2(i), (2.24)(iii),(i),(ii), Lemma 2.1 and (2.18)(viii), we
have

[h±i−1,j , ei−1, ei,σ] = [h±i−1,j , ei−1,m
i
1, . . . ,m

i
n, ei]

= [h±i−1,j , ei−1,m
i
1 +mi−1

1 , . . . ,mi
n +mi−1

n , ei]

= [mi
1 +mi−1

1 , . . . ,mi
n +mi−1

n , h±i−1,j , ei−1, ei]

= [mi−1
1 , . . . ,mi−1

n , H±
i−1,j , ei−1, ei].

Also Remark 2(i) together with Lemma 2.1, (2.18)(iv) and (2.24)(iii),(i),(ii)
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implies that

[ei−1, h
±
i−1,j , ei,σ] = [ei−1,m

i
1, . . . ,m

i
n, h

±
i−1,j , ei]

=−[ei−1,m
i
1, . . . ,m

i
n, H

±
i,j , ei]

=−[ei−1,m
i
1 +mi−1

1 , . . . ,mi
n +mi−1

n , H±
i,j +H±

i−1,j , ei]

=−[mi
1 +mi−1

1 , . . . ,mi
n +mi−1

n , H±
i,j +H±

i−1,j , ei−1, ei]

=−[mi−1
1 , . . . ,mi−1

n , H±
i−1,j , ei−1, ei].

Now the second equality in (2.13)(ii), the Jacobi identity and (2.13)(iii) to-
gether with the above equalities, (2.24)(iii),(i), (2.18)(iii) and Remark 2(i)
imply

[e±i−1,j , hi,σ] =−[fi, e
±
i−1,j , ei,σ] − [[e±i−1,j , fi], ei,σ]

= (1/2)[fi, [ei−1, h
±
i−1,j ], ei,σ] − 0

= (1/2)[fi, ei−1, h
±
i−1,j , ei,σ] − (1/2)[fi, h

±
i−1,j , ei−1, ei,σ]

=−[fi,m
i−1
1 , . . . ,mi−1

n , H±
i−1,j , ei−1, ei]

=−[mi−1
1 , . . . ,mi−1

n , H±
i−1,j , fi, ei−1, ei]

=

{
[mi−1

1 , . . . ,mi−1
n , H±

i−1,j , ei−1] i �= �

2[m�−1
1 , . . . ,m�−1

n , H±
�−1,j , e�−1] i = �

=−[mi−1
1 , . . . ,mi−1

n , h±i,j , ei−1]

=−[h±i,j ,m
i−1
1 , . . . ,mi−1

n , ei−1] = [ei−1,σ, h
±
i,j ].

For the last statement, use Remark 2(ii) and the first equality in (2.13)(ii) in
place of Remark 2(ii) and the second equality in (2.13)(ii) respectively and
repeat the same argument as above. �

Lemma 2.7. For τ, σ ∈ Zν and 1 ≤ i ≤ �, we have

[ei,σ, ei,τ ] = 0 = [fi,σ , fi,τ ].

Proof. We use induction on |σ|. If |σ| = 0, then by (2.13)(i), we have
[ei,σ, ei,τ ] = 0 for all τ ∈ Zν . Next assume [ei,σ, ei,τ ] = 0 for all σ, τ ∈ Zν

with |σ| = t. We show [ei,σ′ , ei,τ ] = 0 for all σ′, τ ∈ Zν with |σ′| = t + 1. Fix
σ′ ∈ Z

ν with |σ′| = t + 1. Then there exists 1 ≤ j ≤ ν such that σ′ = σ + σ±
j

(see (2.14)) for some σ ∈ Zν with |σ| = t. So by Lemma 2.1, eσ′ = [12k
±
j , eσ].

Now let τ ∈ Zν with norm-tuple (a1, . . . , an), then by Lemma 2.1 and (2.16),
we have [H±

i,j , H
∓
i,j , ei] = ei. So using Remark 2(i) and Lemma 2.1, we have
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ei,σ′ = [H±
i,j , ei,σ] and [H±

i,j , ei,τ ] = ei,τ ′ where τ ′ = τ + σ±
j . Now the Jacobi

identity together with the induction hypothesis implies that

[ei,σ′ , ei,τ ] = [[H±
i,j , ei,σ], ei,τ ] = [H±

i,j , ei,σ, ei,τ ] − [ei,σ , ei,τ ′ ] = 0.

The second equality is similarly proved. �

Lemma 2.8. For τ, σ ∈ Z
ν and 1 ≤ i ≤ �, we have

(i) [ei,σ, hi,τ ] = −[hi,σ, ei,τ ], (ii) [fi,σ, hi,τ ] = −[hi,σ, fi,τ ].

Proof. (i) Using (2.13)(ii), the Jacobi identity and Lemma 2.7, we get

[ei,σ, hi,τ ] = −[ei,σ, [fi, ei,τ ]] = [fi, ei,τ , ei,σ] − [ei,τ , fi, ei,σ] = −[hi,σ, ei,τ ].

The second statement is similarly proved. �

Lemma 2.9. For τ ∈ Z
ν , 1 ≤ j ≤ ν and 1 ≤ i ≤ �, we have [fi,τ , e

±
i,j ] =

−[H±
i,j , hi,τ ] − hi,τ± where τ± = τ + σ±

j (see (2.12)).

Proof. Using Remark 2(i), the Jacobi identity, (2.13)(ii), Remark 2(ii)
and possibly Lemma 2.1 and (2.16), we have

[fi,τ , e
±
i,j ] = [H±

i,j , fi,τ , ei] − [[H±
i,j , fi,τ ], ei] =−[H±

i,j , hi,τ ] + [fi,τ± , ei]

=−[H±
i,j , hi,τ ] − hi,τ± .

This completes the proof. �

Proposition 2.10. Z = spanC{[hi,σ, hi,τ ] | σ, τ ∈ Zν , 1 ≤ i ≤ �} ⊆
Z(L). In particular Z is a trivial G−submodule of L.

Proof. We first prove that [h±i,j , hi,σ] ∈ Z(L) for 1 ≤ i ≤ �, 1 ≤ j ≤ ν and
σ ∈ Z

ν . Since L is generated by (2.1), it is enough to show that this generating
set is contained in the centralizer of [h±i,j , hi,σ] in L. We start by proving that
[hr, [h±i,j , hi,σ]] = [fr, [h±i,j , hi,σ]] = [er, [h±i,j , hi,σ]] = 0 for 1 ≤ r ≤ �. Since
hr = [er, fr], it is enough to prove [fr, [h±i,j , hi,σ]] = [er, [h±i,j , hi,σ]] = 0. Also
since the proofs of these equalities are similar, we just prove the first equality.
By the Jacobi identity, (2.13)(iv),(iii) and (2.15)(i), we have

[er, h
±
i,j , hi,σ] = [h±i,j , er, hi,σ] + [[er, h

±
i,j ], hi,σ]

=
[
h±i,j ,

αr(hi)
2

er, hr,σ

]
+
[
αr(hi)

2
[er, h

±
r,j ], hi,σ

]
=−αr(hi)([h±i,j , er,σ] + [e±r,j , hi,σ]).
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Now we are done, using Lemmas 2.8 and 2.6 together with the fact that
αr(hi) = 0 for r �= i, i− 1, i+ 1.

Next we want to prove that [h±r,a, h
±
i,j , hi,σ] = 0 for all 1 ≤ a ≤ ν and

1 ≤ r ≤ �. By Lemma 2.1, Remark 2(iii), (2.13)(ii) and the first part of the
proof, we have

[h±r,a, h
±
i,j , hi,σ] = [h±i,j , h

±
r,a, hi,σ] ∈ C[h±i,j , h

±
i,a, hi,σ]

= C[h±i,a, h
±
i,j , hi,σ]

= C[ei, [f±i,a, h
±
i,j , hi,σ]] − C[f±i,a, [ei, h

±
i,j , hi,σ]]

= C[ei, [f±i,a, h
±
i,j , hi,σ]] − 0

= C[ei, [f±i,a, H
±
i,j , hi,σ]],

so it is enough to show [f±i,a, H
±
i,j , hi,σ] = 0. Set τ± := σ + σ±

j . Using Lemma
2.9, the Jacobi identity, Lemmas 2.8(ii) and 2.7, Remark 2(ii), Lemma 2.1,
(2.18)(ix) and (2.16) (if necessary), we have

(2.44)

[f±i,a, H
±
i,j , hi,σ] = −[f±i,a, [fi,σ, e

±
i,j ]] − [f±i,a, hi,τ± ]

= [[f±i,a, e
±
i,j ], fi,σ] − [e±i,j , fi,σ, f

±
i,a] + [h±i,a, fi,τ± ]

= [[f±i,a, e
±
i,j ], fi,σ] + 0 + 2[H±

i,a, fi,τ± ]

= [[f±i,a, e
±
i,j ], fi,σ] − 2[H±

i,a, H
±
i,j , fi,σ].

Now let (a1, . . . , an) be the norm-tuple of σ. It follows using induction on n

together with (R9) that

[[f±i,a, e
±
i,j ],−mi

1, . . . ,−mi
n, fi] = [−mi

1, . . . ,−mi
n, [f

±
i,a, e

±
i,j ], fi].

This together with Remark 2(ii), the Jacobi identity, (2.13)(i),(ii), Lemma 2.1,
(2.15)(iii) and (2.18)(ix) implies that
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[[f±i,a, e
±
i,j ], fi,σ] = [−mi

1, . . . ,−mi
n, [f

±
i,a, e

±
i,j ], fi]

= [−mi
1, . . . ,−mi

n, f
±
i,a, e

±
i,j , fi] − [−mi

1, . . . ,−mi
n, e

±
i,j , f

±
i,a, fi]

= [−mi
1, . . . ,−mi

n, f
±
i,a, h

±
i,j ]

= [−mi
1, . . . ,−mi

n, [−H±
i,a, fi], h±i,j ]

= [−mi
1, . . . ,−mi

n, h
±
i,j , H

±
i,a, fi]

= [−mi
1, . . . ,−mi

n, H
±
i,a, h

±
i,j , fi]

= 2[−mi
1, . . . ,−mi

n, H
±
i,a, H

±
i,j , fi]

= 2[H±
i,a, H

±
i,j , fi,σ]

which together with (2.44) gives [f±i,a, H
±
i,j , hi,σ] = 0.

Finally, we prove that [vr, h±i,j , hi,σ] = 0 for 1 ≤ r ≤ m−1. We first suppose
i = 1. Using (2.13)(ii), Remark 2(i), (2.35)(i), (2.22)(v) and (2.35)(v), we have

(2.45)
[vr

2�+1, h1,σ] = −[vr
2�+1, f1,m

1
1, . . . ,m

1
n, e1] = 0,

[vr
2�+1, h

±
1,j ] = −[vr

2�+1, f1, H
±
1,j , e1] = 0.

One knows that ψr (see (2.32)) is a G−module isomorphism mapping v1 to vr

and v2�+1 to vr
2�+1. Since eε1 .v2�+1 = −v1, we have vr = −[eε1 , v

r
2�+1]. Now the

Jacobi identity together with (2.45) and the first part of the proof implies that

[vr, h±1,j , h1,σ] = −[eε1 , v
r
2�+1, h

±
1,j , h1,σ] + [vr

2�+1, eε1 , h
±
1,j , h1,σ] = 0.

Next let i �= 1. Using the Jacobi identity together with (2.13)(ii), Remark
2(i), (2.31) and (2.22)(i), we have

[vr, h±i,j , hi,σ] = [[vr, h±i,j ], hi,σ] + [h±i,j , v
r, hi,σ]

=−[[vr, [fi, e
±
i,j ]], hi,σ] − [h±i,j , v

r, fi, , ei,σ]

=−[[vr, [fi, H
±
i,j , ei]], hi,σ] − [h±i,j , v

r, fi,m
i
1, . . . ,m

i
n, ei]

=−[0, hi,σ] − 0 = 0.

So up to now, we have proved [h±i,j , hi,σ] ∈ Z(L). This together with Remark
2(iii) implies that

(2.46) [h±t,j , hi,σ] ∈ C[h±i,j , hi,σ] ⊆ Z(L); 1 ≤ i, t ≤ �, 1 ≤ j ≤ ν, σ ∈ Z
ν .

Next let 1 ≤ i ≤ � and σ, τ ∈ Zν . Using the same argument as in Lemma
2.6 by replacing Lemma 2.1 by (2.46), one gets
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(2.47)

[ei+1,τ , hi,σ] = [ei+1,σ , hi,τ ] and [fi+1,τ , hi,σ] = [fi+1,σ, hi,τ ], i �= �,

[ei−1,τ , hi,σ] = [ei−1,σ , hi,τ ] and [fi−1,τ , hi,σ] = [fi−1,σ, hi,τ ], i �= 1.

Now we are ready to prove [hi,σ, hi,τ ] ∈ Z(L) for σ, τ ∈ Zν and 1 ≤ i ≤ �.

As before it is enough to show that the generating set (2.1) is contained in the
centralizer of [hi,σ, hi,τ ] in L. Use the same argument as above by replacing
(2.47) and (2.46) by Lemmas 2.6 and 2.1 respectively to conclude

[hr, [hi,σ, hi,τ ]] = [er, [hi,σ, hi,τ ]] = [fr, [hi,σ, hi,τ ]] = [vs, [hi,σ, hi,τ ]] = 0
1 ≤ r ≤ �, 1 ≤ s ≤ m− 1.

So it remains to show [h±t,j , [hi,σ, hi,τ ]] = 0 for 1 ≤ t ≤ � and 1 ≤ j ≤ ν. Using
the Jacobi identity together with (2.46), we have

[h±t,j , [hi,σ, hi,τ ]] = [hi,σ, [h±t,j , hi,τ ]] + [[h±t,j , hi,σ], hi,τ ] = 0.

This completes the proof. �

§2.6. The proof of the main theorem

Using the information in the previous subsections, we can decompose L
into irreducible G−modules. In fact we have the following theorem:

Theorem 2.2. Considering (2.37) and (2.43), we have

L =
∑

σ∈Zν

Gσ +
m−1∑
r=1

∑
σ∈Zν

Vr
σ + D + Z.

Proof. Since L is generated by (2.1), it is enough to show that the right
hand side of the equality in the statement is an ideal of L consisting of the
generators. Using (2.15)(iii), we have h±i,j ∈ Gσ±

j
⊆ ∑

σ∈Zν Gσ for 1 ≤ i ≤ �

and 1 ≤ j ≤ ν. Also we know {ei, fi, hi | 1 ≤ i ≤ �} ⊆ G and for 1 ≤ s ≤ m− 1,
vs ∈ Vs

0 ⊆ ∑m−1
r=1

∑
σ∈Zν Vr

σ. Therefore we need to show that the right hand
side of the equality is preserved under (left) multiplication by the generators.
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Let σ ∈ Z
ν , 1 ≤ i ≤ � and 1 ≤ j ≤ ν. Using (2.11) together with (2.46) and

Corollary 2.1, we have

[h±i,j ,Gσ] = [h±i,j , (Gσ)0] +

[
h±i,j ,

∑
α∈Φ×

(Gσ)α

]

= C

[
h±i,j ,

�∑
t=1

ht,σ

]
+

[
h±i,j ,

∑
α∈Φ×

(Gσ)α

]

⊆Z +
∑
τ∈Zν

Gτ .

Using this together with Lemma 2.5 and Propositions 2.1, 2.3, 2.5, 2.10, 2.6,
2.7, 2.8 and 2.9, we are done. �

Proposition 2.11. L is a B�−graded Lie algebra.

Proof. We know that the finite dimensional simple Lie algebra G is a
subalgebra of L. Also Theorem 2.2 shows that L admits a weight space decom-
position L =

⊕
α∈Φ Lα relative to H as follows:

(2.48)

L0 =
∑

σ∈Zν (Gσ)0 +
∑m−1

r=1

∑
σ∈Zν (Vr

σ)0 + D + Z (see (2.37) and (2.43)),

L±εi
=
∑

σ∈Zν (Gσ)±εi
+
∑m−1

r=1

∑
σ∈Zν (Vr

σ)±εi
, 1 ≤ i ≤ �

L±(εi±εj) =
∑

σ∈Zν (Gσ)±(εi±εj), 1 ≤ i < j ≤ �.

So it remains to prove L0 =
∑

α∈Φ×
[Lα,L−α]. Fix 1 ≤ i, t ≤ �, 1 ≤ r, s ≤ m− 1

and σ, τ ∈ Zν . Using (2.48) together with (2.11) and (2.34), we have

(Gσ)0 ⊆∑�
t=1[G−αt

, (Gσ)αt
] ⊆∑�

t=1[L−αt
,Lαt

] ⊆∑α∈Φ× [Lα,L−α],

(Vr
σ)0 = C[f, vr

σ] = [G−ε1 , (Vr
σ)ε1 ] ⊆ [L−ε1 ,Lε1 ] ⊆

∑
α∈Φ× [Lα,L−α].

Also since f ∈ L−ε1 and vr
σ, v

s
τ ∈ Lε1 , we have [f, vs

τ ] ∈ L0, [f, f, vs
τ ] ∈ L−ε1

and [vr
σ, [f, vs

τ ]] ∈ Lε1 . Therefore the Jacobi identity implies that

Dr,s
σ,τ = [f, vr

σ, [f, v
s
τ ]] − [vr

σ, f, [f, v
s
τ ]] ∈ [Lε1 ,L−ε1 ] ⊆

∑
α∈Φ×

[Lα,L−α].

Finally by (2.48), we have ei ∈ Gαi
⊆ Lαi

, hi,τ ∈ (Gτ )0 ⊆ L0 and fi,σ ∈
(Gσ)−αi

⊆ L−αi
, so [fi,σ , hi,τ ] ∈ L−αi

and [ei, hi,τ ] ∈ Lαi
. Therefore the Jacobi
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identity together with (2.13)(ii) implies that

[hi,σ, hi,τ ] = [[ei, fi,σ], hi,τ ] = [ei, fi,σ, hi,τ ] − [fi,σ , ei, hi,τ ]

∈ [Lαi
,L−αi

] ⊆
∑

α∈Φ×
[Lα,L−α].

This completes the proof. �

Lemma 2.10. The center of L is contained in Z + D.

Proof. Let x ∈ ∑σ∈Zν Gσ, y ∈ ∑m−1
r=1

∑
σ∈Zν Vr

σ, d ∈ D and z ∈ Z such
that x+ y + d+ z ∈ Z(L). Then for a ∈ G, Propositions 2.5 and 2.10 together
with Propositions 2.1 and 2.3 imply that

0 = [a, x+ y + d+ z] = [a, x] + [a, y] ∈
∑

σ∈Zν

Gσ +
m−1∑
r=1

∑
σ∈Zν

Vr
σ.

Therefore [a, x] = [a, y] = 0 for all a ∈ G and so x = y = 0. This completes the
proof. �

Theorem 2.2 together with Lemma 2.10 allows us to identify

L/Z(L) =
∑

σ∈Zν

Gσ +
m−1∑
r=1

∑
σ∈Zν

Vr
σ + D′ where D′ = (Z + D)/Z(L).

It follows from Proposition 2.11 that L/Z(L) with induced Lie bracket [·, ·]− is
a centerless B�−graded Lie algebra. So L/Z(L) admits an induced weight space
decomposition relative to H as L/Z(L) =

⊕
α∈Φ(L/Z(L))α. We shall keep the

same notation for the images of ei, fi, hi, h
±
i,j and vr in L/Z(L). Using (1.16)

together with (2.5), we have an epimorphism

ψ′ : L/Z(L) −→ A/Z(A) = (G ⊗Am−1
[ν] ) ⊕ (V ⊗Am−1

[ν] ) ⊕DAm−1
[ν] ,Am−1

[ν]
,

such that for 1 ≤ i ≤ �, 1 ≤ j ≤ ν and 1 ≤ r ≤ m− 1 we have

ei �→ ei ⊗ 1, fi �→ fi ⊗ 1, hi �→ hi ⊗ 1, h±i,j �→ hi ⊗ t±1
j , v1 �→ v1 ⊗ wr.

Now let α, β, α+ β ∈ Φ×, γ, α+ γ ∈ Φsh, σ, τ ∈ Zν and 1 ≤ r ≤ m− 1. It
follows using Propositions 2.2, 2.4, (2.3) and (1.10) that ψ′((Gσ)α) = Gα ⊗ tσ

and ψ′((Vr
σ)γ) = Vγ ⊗ tσwr. Therefore by (1.10), we have

ψ′([(Gσ)α, (Gτ )β]−) = [ψ′((Gσ)α), ψ′((Gτ )β)] = Gα+β ⊗ tσ+τ and

ψ′([(Gσ)α, (Vr
τ )γ ]−) = [ψ′((Gσ)α), ψ′((Vr

τ )γ)] = Vα+γ ⊗ tσ+τwr.
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This implies that

(2.49)
[(Gσ)α, (Gτ )β]− �= 0 and [(Gσ)α, (Vr

τ )γ ]− �= 0

if α, β, α+ β ∈ Φ×, γ, α+ γ ∈ Φsh, σ, τ ∈ Z
ν , 1 ≤ r ≤ m− 1.

Next we want to define a Z
ν−grading on L. We recall that {τr = (nr

1, . . . , n
r
ν) |

1 ≤ r ≤ m − 1} is a set of some representatives of nonzero cosets of 2Zν in
Zν . We now define a Zν−grading on the free Lie algebra generated by (2.1) as
follows:

(2.50)
deg(ei) = deg(fi) = deg(hi) = 0, deg vr = τr, deg(h±i,j) = 2σ±

j ,

1 ≤ i ≤ �, 1 ≤ j ≤ ν, 1 ≤ r ≤ m− 1.

Since relations (R1)–(R9) are generated by homogenous elements, (2.50) de-
fines a Z

ν−grading on L and so L/Z(L) has a natural Z
ν−grading L/Z(L) =⊕

σ∈Zν (L/Z(L))σ. Now set

(L/Z(L))σ
α := (L/Z(L))α ∩ (L/Z(L))σ; α ∈ Φ, σ ∈ Z

ν .

One can use Propositions 2.2 and 2.4 to conclude that Vr
σ ⊆ (L/Z(L))2σ+τr

and Gσ ⊆ (L/Z(L))2σ for σ ∈ Z
ν and 1 ≤ r ≤ m−1. Therefore (2.48) together

with Lemma 2.10 implies that

(2.51)
(L/Z(L))2σ

α = (Gσ)α and (L/Z(L))2σ+τr

β = (Vr
σ)β

α ∈ Φ×, β ∈ Φsh, σ ∈ Zν , 1 ≤ r ≤ m− 1,

and so

(2.52) (L/Z(L))α =
∑

σ∈Zν

(L/Z(L))σ
α; α ∈ Φ×.

Since L/Z(L) is a centerless B�−graded Lie algebra, Theorem 1.1 guaran-
tees the existence of a unital commutative associative algebra A, an A−module
B and a symmetric A−bilinear form g′ : B ×B −→ A such that

(2.53) L/Z(L) = T (Cliff(u)/C,Cliff(g′)/A) = (G ⊗A) ⊕ (V ⊗B) ⊕DB,B

in which G = G⊗1 and the Lie bracket on L/Z(L) is given by (1.10). It is easy
to check that

(2.54) (L/Z(L))α =

{
Gα ⊗A α ∈ Φlg

(Gα ⊗A) + (Vα ⊗B) α ∈ Φsh.

Now let α ∈ Φlg and σ ∈ Zν . We know that dim(Gσ)α = dim(Gα) = 1. So by
(2.51) and (2.54), we can find a one-dimensional subspace A2σ

α of A such that
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(L/Z(L))2σ
α = (Gσ)α = Gα ⊗A2σ

α . Next let α, β ∈ Φlg be such that α−β ∈ Φ×,
then since ϕσ : G −→ Gσ is a G−module isomorphism, (1.10) and Lemma 2.10
imply that

Gα ⊗A2σ
α = ϕσ([Gα−β,Gβ]) = [Gα−β , ϕσ(Gβ)] = [Gα−β, (Gσ)β]

= [Gα−β, (Gσ)β]−

= [Gα−β,Gβ ⊗ A2σ
β ]−

= Gα ⊗A2σ
β ,

so A2σ
α = A2σ

β . Using [AG, (5.11)], we get A2σ
α = A2σ

β for all α, β ∈ Φlg and
σ ∈ Zν . Set

A2σ := A2σ
α for σ ∈ Z

ν and any choice of α ∈ Φlg.

Then we have

(2.55) (L/Z(L))2σ
α = (Gσ)α = Gα ⊗A2σ; σ ∈ Z

ν , α ∈ Φlg.

Now let α ∈ Φsh and consider β ∈ Φlg such that α − β ∈ Φ×, then for all
σ ∈ Zν , by (2.51), Lemma 2.10, (2.55) and (1.10), we have

(L/Z(L))2σ
α = ϕσ([Gα−β,Gβ ]) = [Gα−β, ϕσ(Gβ)] = [Gα−β , (Gσ)β]

= [Gα−β , (Gσ)β]−

= [Gα−β ,Gβ ⊗A2σ]−

= Gα ⊗A2σ.

This together with (2.51) and (2.55) implies that

(2.56) (L/Z(L))2σ
α = (Gσ)α = Gα ⊗A2σ; σ ∈ Z

ν , α ∈ Φ×.

Next let 1 ≤ r ≤ m− 1, α ∈ Φsh and σ ∈ Zν . Since dimVα = dim(Vr
σ)α =

1, (2.51) and (2.54) imply that there exists a one-dimensional subspace B2σ+τr
α

of B such that (L/Z(L))2σ+τr
α = (Vr

σ)α = Vα⊗B2σ+τr
α . If σ ∈ Zν and α, β ∈ Φsh

such that α− β ∈ Φ×, then considering (2.32), (2.34), Lemma 2.10 and (1.10),
we have

Vα ⊗B2σ+τr
α = ψr

σ(Gα−β · Vβ) = [Gα−β , ψ
r
σ(Vβ)] = [Gα−β , ψ

r
σ(Vβ)]−

= [Gα−β ,Vβ ⊗B2σ+τr

β ]−

= Gα−β · Vβ ⊗B2σ+τr

β

= Vα ⊗B2σ+τr

β ,
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which implies that B2σ+τr
α = B2σ+τr

β . Use [AG, (5.11)] to conclude B2σ+τr
α =

B2σ+τr

β for all α, β ∈ Φsh and define

B2σ+τr := B2σ+τr
α for 1 ≤ r ≤ m− 1, σ ∈ Z

ν and any choice of α ∈ Φsh.

Therefore by (2.51), we have

(2.57)
(L/Z(L))2σ+τr

α = (Vr
σ)α = Vα ⊗B2σ+τr ; σ ∈ Z

ν , 1 ≤ r ≤ m− 1, α ∈ Φsh.

Since G ⊗A =
⊕

σ∈Zν Gσ and V ⊗B =
⊕m−1

r=1

⊕
σ∈Zν Vr

σ, (2.54) together with
(2.52), (2.56) and (2.57) implies that

(2.58)
A =

⊕
σ∈Zν A2σ and B =

⊕
σ∈Zν

⊕m−1
r=1 B2σ+τr

with one-dimensional summands.

Now let σ, τ ∈ Z
ν and 1 ≤ r ≤ m−1, then for α, β ∈ Φ× such that α+β ∈ Φ×,

(2.49), (2.56) and (1.10) imply that

0 �= [( L
Z(L) )

2σ
α , ( L

Z(L) )
2τ
β ]− ⊂ ( L

Z(L) )
2σ+2τ
α+β = Gα+β ⊗A2σ+2τ ,

[( L
Z(L) )

2σ
α , ( L

Z(L) )
2τ
β ]− = [Gα ⊗A2σ,Gβ ⊗A2τ ]− = Gα+β ⊗A2σ ·A2τ

and for α ∈ Φlg and β ∈ Φsh such that α+ β ∈ Φsh, (2.49), (2.57) and (1.10)
imply that

0 �= [( L
Z(L) )

2σ
α , ( L

Z(L) )
2τ+τr

β ]− ⊂ ( L
Z(L) )

2σ+2τ+τr

α+β = Vα+β ⊗B2σ+2τ+τr ,

[( L
Z(L) )

2σ
α , ( L

Z(L) )
2τ+τr

β ]−=[Gα ⊗A2σ,Vβ ⊗B2τ+τr ]−=Vα+β ⊗A2σ ·B2τ+τr .

Therefore the one-dimensionality of the summands in (2.58) gives that

(2.59)
(i) A2σ ·A2τ = A2σ+2τ ; σ, τ ∈ Zν ,

(ii)A2σ ·B2τ+τr = B2(σ+τ)+τr ; σ, τ ∈ Z
ν , 1 ≤ r ≤ m− 1.

Using [BGKN, Lemma 1.8] together with (2.58) and (2.59)(i), we conclude
that A is graded isomorphic to A[ν]. So A is a unital commutative associative
algebra generated by a generating set {x±1

j | 1 ≤ j ≤ ν} satisfying xjx
−1
j = 1.

Let 1 ≤ j ≤ ν and consider (2.14), then by (2.56) and Proposition 2.1, we have
ϕ+

j (eθ) ∈ ϕ+
j (Gθ) = (Gσ+

j
)θ = Gθ ⊗ A2σ+

j and ϕ−
j (fθ) ∈ G−θ ⊗ A2σ−

j . Therefore

there exist nj ,mj ∈ C such that ϕ+
j (eθ) = njeθ ⊗xj and ϕ−

j (fθ) = mjfθ ⊗x−1
j .
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Using (1.10) together with (2.10), the Jacobi identity, (2.16), (2.15)(iv), (2.2)
and (R3)(i), we have

njmjhθ = [njeθ ⊗ xj ,mjfθ ⊗ x−1
j ]− = [ϕ+

j (eθ), ϕ−
j (fθ)]−

=
1
2
[ϕ+

j (hθ), eθ, ϕ
−
j (fθ)]− − 1

2
[eθ, ϕ

+
j (hθ), ϕ−

j (fθ)]−

=
1
2
[ϕ+

j (hθ), ϕ−
j (hθ)]− +

1
4
[eθ, ϕ

+
j (hθ), ϕ−

j (hθ), fθ]−

= 0 + [eθ, fθ]− = hθ.

Therefore njmj = 1 and so we may identify A with A[ν] via t±1
j = n±1

j x±1
j .

Thus it follows using (2.15)(iv) and (1.10) that k±j = hθ⊗t±1
j . Now let 1 ≤ i ≤ �

and 1 ≤ j ≤ ν. Using (2.56), we have ϕ±
j (ei) ∈ (Gσ±

j
)αi

= Gαi
⊗ Ct±1

j , so there

exists si ∈ C such that ϕ±
j (ei) = siei ⊗ t±1

j . Therefore by (2.15)(iii) and (2.10),
we have

h±i,j = ϕ±
j (hi) = [ϕ±

j (ei), fi] = sihi ⊗ t±1
j .

Thus by (2.2), we have(
h1 +

�−1∑
t=1

2ht + h�

)
⊗ t±1

j = hθ ⊗ t±1
j = k±j = h±1,j +

�−1∑
t=1

h±t,j + h±�,j

=

(
s1h1 +

�−1∑
t=1

2stht + s�h�

)
⊗ t±1

j ,

which implies that st = 1 for 1 ≤ t ≤ �. Therefore we have

(2.60) h±i,j = hi ⊗ t±1
j ; 1 ≤ i ≤ �, 1 ≤ j ≤ ν.

This together with (R7), (1.10) and Lemma 2.10 implies that

(2.61) [vr, vs
2]

− = δr,seε1+ε2 ⊗ tτr ; 1 ≤ r, s ≤ m− 1.

Now let 1 ≤ r ≤ m− 1. Use (2.57) and fix a choice of 0 �= βr ∈ Bτr such that
vr = v1⊗βr ∈ (Vr

0 )ε1 . Then (2.58) and (2.59) imply that B is a free A−module
with basis {β1, . . . , βm−1}. Therefore we may assume B = Am−1

[ν] and identify
βi with wi for 1 ≤ i ≤ m− 1 where {wi | 1 ≤ i ≤ m− 1} is the standard basis
for Am−1

[ν] over A[ν]. Thus (2.3) together with Lemma 2.10 and (1.10) implies
that

vr
j = vj ⊗ wr; 1 ≤ r ≤ m− 1, 1 ≤ j ≤ 2�+ 1.

Also by (2.53), we have

L/Z(L) = T (Cliff(u)/C,Cliff(g′)/A[ν]).
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Therefore (2.61) together with (1.10) and (1.9) gives that

δr,seε1+ε2 ⊗ tτr = [vr, vs
2]

− = [v1 ⊗ wr, v2 ⊗ ws]− = dv1,v2 ⊗ g′(wr, ws)

= eε1+ε2 ⊗ g′(wr, ws),

for 1 ≤ r, s ≤ m− 1, so g′(wr, ws) = δr,st
τr , i.e. g′ = g (see (1.15)), therefore

(2.62) L/Z(L) = T (Cliff(u)/C,Cliff(g)/A[ν]).

Now we are ready to prove our main theorem which states that L is the
universal covering algebra of T (Cliff(u)/C,Cliff(g)/A[ν]).

Proof of Theorem 2.1. Let π1 : L −→ L/Z(L) and π2 : A −→ A/Z(A)
be the natural canonical maps. Considering (2.5), (2.60) and using Lemma
2.10, we have π2ψ = π1. Therefore ψ : L −→ A is an epimorphism whose kernel
is a subset of Z(L). So L is a central extension of A. But A is the universal
covering algebra of T (Cliff(u)/C,Cliff(g)/A[ν]) and L is perfect (Proposition
2.11), therefore by [MP, Proposition 1.9.3], L ∼= A. �

Remark 3. In what we did, we constructed a finite presentation of the
universal covering algebra of a Lie torus of type B� whose corresponding pair
is (S, 2Zν) with S �= 2Zν . The same proofs as in the text shows that the
finitely presented Lie algebra generated by {ei, fi, hi, h

±
i,j | 1 ≤ i ≤ �, 1 ≤ j ≤

ν} subject to the relations (R1), (R3), (R4), (R6)(i), (R8) and (R9) is the
universal covering algebra of a Lie torus of type B� whose corresponding pair
is (2Zν , 2Zν).
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