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On the Presentations of
Extended Affine Weyl Groups

By

Saeid Azam∗ and Valiollah Shahsanaei∗∗

Abstract

We give a finite presentation for reduced non-simply laced extended affine Weyl
groups of arbitrary nullity. When nullity is less than or equal to 3, this presentation
reduces to a very simple presentation in which the generators and relations can be
easily read from a set of data attached to the root system.

§0. Introduction

Groups generated by reflections play an important role in many fields of
mathematics. In Lie theory the Weyl groups of Lie algebras with root space
decompositions are groups generated by reflections. Different Weyl groups
possess different features which depend on the nature of the corresponding Lie
algebra or root system. In recent years the fantastic nature of extended affine
Weyl groups has captured interests of many people. It is now revealed that this
is mostly because of an intrinsic normal subgroup, called the Heisenberg-like
group, which has a very reach internal structure. The study of such Weyl groups
is therefore interesting both in terms of the application and also from the group
theory point of view. In this work we study the existence of finite presentations
for extended affine Weyl groups and their Heisenberg-like counterparts.
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Let R be a reduced non-simply laced extended affine root system of rank �,
nullity ν and twist number t, with extended affine Weyl group W (see Definition
2.1). As a byproduct of our main theorem (Theorem 3.1), we prove that if ν ≤ 3,
then W has a finite presentation defined by generators{

ŵi, t̂i,r, 1 ≤ i ≤ �, 1 ≤ r ≤ ν,

ẑr,s , 1 ≤ r < s ≤ ν

and relations

(I)

(II)

(III)


ŵ2

i = 1, (ŵiŵj)mi,j = 1, (i �= j),

[t̂i,r, ẑr,s] = [ẑr,s, ẑr′,s′ ] = [t̂i,r, t̂j,r] = 1, [t̂i,r, t̂j,s] = ẑ∆(r,s)
−1

ai,j(r,s)
r,s

,

[ŵi, ẑr,s] = 1 ŵit̂j,rŵi = t̂j,r t̂
−ai,j(r)
i,r ,

where mi,j , ai,j(r), ai,j(r, s) and ∆(r, s) are integers introduced by (3.2), (2.16),
(2.17) and (2.12), respectively (see Corollaries 3.1, 3.2 and 3.3). Considering
the semidirect product W = Ẇ � H (Proposition 2.1), we may interpret the
above presentation as follows. The generators ŵi together with relations of
the form (I) afford the Coxeter presentation for the finite Weyl group Ẇ. The
generators t̂i,r and ẑr,s together with relations of the form (II) present the
Heisenberg-like group H, and finally the relations of the form (III) are imposed
by the semidirect product interaction between Ẇ and H. The integers mi,j can
be read from the finite Cartan matrix, and the integers ai,j(r), ai,j(r, s) and
∆(r, s) are easily computed using certain root data. The presentation given
above for nullity ≤ 3 is in fact a consequence of our general finite presentation
given for arbitrary nullity (Theorem 3.1).

We emphasize that the only known finite presentation for extended affine
Weyl groups of nullity > 1 is the so called generalized Coxeter presentation
([ST]) which is given only for nullity 2. Therefore for ν > 2 our result gives, for
the first time, a finite presentation for reduced non-simply laced extended affine
Weyl groups. For simply laced extended affine Weyl groups, a presentation with
similar nature is given in [AzS2] and it is used to determine the existence of
the so called a presentation by conjugation for the corresponding Weyl groups
([AzS1]). In an under going project, using the results of the present work, we
investigate the existence of presentation by conjugation for the Weyl groups
under consideration (see also [H] and [Az2]).

The paper is arranged as follows. Section 1 contains the basic concepts
about semilattices and extended affine root systems. Section 2 forms the core
of the paper and contains several important results about the structure of an
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extended affine Weyl group and its Heisenberg-like subgroup (see for example
Proposition 2.1). Our main results about the presentations of extended affine
Weyl groups appear in Section 3 (see Theorem 3.1 and its corollaries). The
paper is concluded with a section of examples, Section 4. The reader would
find it helpful in understanding the notations and terms appearing throughout
the paper if he or she refers to Section 4 time to time while reading the paper.

For the study of extended affine root systems and their Weyl groups we
refer the reader to [Sa], [MS], [AABGP], [AzS2], [AzS1], [Az1], [Az2], [SaT],
[Az4], [T2] and [T1].

§1. Preliminaries

In this section, we briefly recall the definition of supporting class of a
semilattice from [AzS2]. Also we record some basic properties of the structure
of reduced non-simply laced extended affine root systems. For the theory of
extended affine root systems the reader is referred to [AABGP]. In particu-
lar, we will use the notation and concepts introduced there without further
explanations.

Let S be a semilattice of rank ν in a real vector space V0. This means that
V0 is a ν-dimensional real vector space and S is a subset of V0 satisfying

0 ∈ S, S ± 2S ⊂ S, S is discrete in V0, and S spans V0.

A subset B of S is said to be a basis for S, if it is a Z-basis for the Z-span
〈S〉 of S. Then from [AABGP, II.1.11] and [AzS2, §2], it follows that S has a
basis B = {σ1, . . . , σν} and there is a unique set, denoted suppB(S), consisting
of subsets of {1, . . . , ν} such that

∅ ∈ suppB(S) and S =
⋃

J∈suppB(S)

(∑
r∈J

σr + 2〈S〉
)
,(1.1)

(If J = ∅ we set by convention
∑

j∈J σj = 0). Since B ⊆ S, we have
{r} ∈ suppB(S) for all 1 ≤ r ≤ ν. The collection suppB(S) is called the sup-
porting class of S (with respect to the basis B). We call the integer ind(S) :=
|suppB(S)| − 1, index of S. Finally, the supporting function of S relative to B,
is defined by

δ : {1, . . . , ν} × {1, . . . , ν} −→ {±1,±2}
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δ(r, s) :=



{
1, if {r, s} ∈ suppB(S),

2, if {r, s} �∈ suppB(S),
if r < s,

1, if r = s,{−1, if {r, s} ∈ suppB(S),

−2, if {r, s} �∈ suppB(S),
if s < r.

(1.2)

Clearly, if S is a lattice, then δ(s, r) = −1 and δ(r, s) = 1 for all 1 ≤ r < s ≤ ν.
The subset

JB(S) :=
{
J ∈ suppB(S) | {r, s} �∈ suppB(S) for some r, s ∈ J

}
(1.3)

of suppB(S) will appear frequently in our work. Clearly we have

|J | ≥ 3 for all J ∈ JB(S) and |JB(S)| ≤ 2ν − ν −
(
ν

2

)
− 1.

Lemma 1.1. (i) If {r, s} ∈ suppB(S) for all 1 ≤ r < s ≤ ν (in particu-
lar, if S is a lattice) or rank(S) ≤ 2, then JB(S) = ∅.

(ii) If rank(S) ≤ 3, then |JB(S)| ≤ 1.
(iii) Up to similarity, the semilattices S of rank ν ≤ 3 in Λ with the basis

B are listed in the following table according to their supporting classes :

Table 1.4. The supporting classes of S, up to similarity, for rank ν ≤ 3.

rank(S) ind(S) suppB(S)
0 0 {∅}
1 1 {∅, {1}}
2 2 {∅, {1}, {2}}

3 {∅, {1}, {2}, {1, 2}}
3 3 {∅, {1}, {2}, {3}}

4 {∅, {1}, {2}, {3}, {2, 3}}
5 {∅, {1}, {2}, {3}, {1, 3}, {2, 3}}
6 {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}}
7 {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}

Proof. Parts (i) and (ii) immediately follow from the way JB(S) is defined.
Also from [AABGP, Table II.4.5], it follows that (iii) holds. �
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Here we recall the definition of an extended affine root system from
[AABGP, II.2.1]. (In general for a subset A of a vector space equipped with a
symmetric bilinear form we set A× = {α ∈ A | (α, α) �= 0} and A0 = {α ∈ A |
(α, α) = 0}.)

Definition 1.1. A subset R of a non-trivial finite dimensional real vec-
tor space V, equipped with a positive semi-definite symmetric bilinear form
(·, ·), is called an extended affine root system if R satisfies the following 8 ax-
ioms:

• R1) 0 ∈ R,

• R2) −R = R,

• R3) R spans V,

• R4) α ∈ R× =⇒ 2α /∈ R,

• R5) R is discrete in V,

• R6) For α ∈ R× and β ∈ R, there exist non-negative integers d, u such that
β + nα ∈ R, n ∈ Z, if and only if −d ≤ n ≤ u, moreover (β, α∨) = d− u,

• R7) If R× = R1 ∪R2, where (R1, R2) = 0, then either R1 = ∅ or R2 = ∅,

• R8) For any σ ∈ R0, there exists α ∈ R× such that α+ σ ∈ R.

The dimension ν of the radical V0 of the form is called the nullity of R,
and the dimension � of V̄ := V/V0 is called the rank of R.

According to [AABGP, II.2.9], the set R̄, the image of R under the canon-
ical map ¯ : V → V̄ is an irreducible finite root system in V̄. The type of R is
defined to be the type of R̄. The extended affine root system R is called simply
laced if the finite root system R̄ is simply laced, that is it has one of the types
A� (� ≥ 1), D� (� ≥ 4) or E� (� = 6, 7, 8). The extended affine root system R

is called reduced if the finite root system R̄ is reduced, that is it has one of the
types A� (� ≥ 1), B� (� ≥ 2), C� (� ≥ 3), D� (� ≥ 4), E� (� = 6, 7, 8), F4 or
G2, and not the one of type BC� (� ≥ 1). In this work we assume that R is a
reduced nonsimply laced extended affine root system in V of rank � and nullity
ν relative to the form (·, ·).

Remark 1. The notion of a “reduced” extended affine root system which
we have used above is defined in [AABGP] and it is different from the notion
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of a “reduced marked” extended affine root system appearing in [Sa]. In [Az3],
the author clarifies the relation between extended affine root systems of Saito
and those from [AABGP]. In particular in nullity 2 the classification of marked
elliptic root systems of Saito [Sa] and extended affine root systems of [AABGP]
is compared. Also the notion of marking is analyzed in nullity 3. In general
the notion of marking decreases the number of possible root systems appearing
in the classification. (See [Az3, Remarks 11–13]).

By [AABGP, II.2.37], We may fix a complement V̇ of V0 in V such that

Ṙ := {α̇ ∈ V̇ | α̇+ σ ∈ R for some σ ∈ V0}(1.5)

is a finite root system of type X� in V̇. Then we can write Ṙ\{0} = Ṙsh ∪ Ṙlg

where Ṙsh and Ṙlg are the sets of short and long roots of Ṙ, respectively. Let

S := {σ ∈ V0 | α+ σ ∈ R, for some α ∈ Ṙsh},(1.6)

and
L := {σ ∈ V0 | α+ σ ∈ R, for some α ∈ Ṙlg}.

Then S and L are semilattices in V0. Set

k =

{
2, if X� = B�, C� or F4,

3 if X� = G2.
(1.7)

From [AABGP, II.4.11] we have |〈S〉/〈L〉| = kt for some integer 1 ≤ t ≤ ν. The
integer t is called twist number of R. By [AABGP, Lemma 4.15 and Proposition
4.17] there are subspaces V0

1 and V0
2 of V0 of dimensions t and ν−t respectively,

and semilattices S1 in V0
1 and S2 in V0

2 so that

V0 = V0
1 ⊕ V0

2, S = S1 ⊕ Λ2 and L = kΛ1 ⊕ S2,(1.8)

where Λ1 := 〈S1〉 and Λ2 := 〈S2〉. It is known that if X� = F4 or G2, then S1

and S2 are lattices in V0
1 and V0

2, respectively. Also if X� = B� (resp. X� = C�)
with � ≥ 3, then S2 (resp. S1) is a lattice in V0

2 (resp. V0
1). Therefore by

[AABGP, Theorem 2.37 and Propositions 4.16 and 4.17],

R = R(X�, S1, S2) := (S + S) ∪ (Ṙsh + S1 ⊕ Λ2) ∪ (Ṙlg + kΛ1 ⊕ S2),(1.9)

with S = S1 + Λ2.
Without loss of generality, we may write B := B1 ∪ B2 where

B1 := {σ1, . . . , σt} and B2 := {σt+1, . . . , σν}(1.10)
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are bases of S1 and S2, respectively. For any subset J of {1, . . . , ν}, we set

τ
J

:=
∑
r∈J

σr.(1.11)

By (1.1) we have

Sj =
⋃

J∈suppBj
(Sj)

(τJ + 2Λj), j = 1, 2.(1.12)

Note that by the facts that Bj ⊆ Sj , 1 ≤ j ≤ 2, and ∅ ∈ suppBj
(Sj) we have{∅, {r} | 1 ≤ r ≤ t

} ⊆ suppB1
(S1) and

{∅, {r} | t+1 ≤ r ≤ ν
} ⊆ suppB2

(S2).

We will see later how the terms suppBj
(Sj), 1 ≤ j ≤ 2, appear in our presen-

tation of the extended affine Weyl group of R (see Theorem 3.1).

§2. A Finite Set of Generators for Extended Affine Weyl Group W

We keep all the notations as in Section 1. In particular, R is an extended
affine root system of reduced nonsimply laced type X� in V of nullity ν and of
twist number t satisfying (1.9). As in Section 1, we fix a complement V̇ of V0

in V, a finite root system Ṙ in V̇, and two semilattices S1 and S2 in V0 such
that (1.8), (1.9) and (1.12) hold. For a subset J = {i1, . . . , in} of {1, . . . , ν}
with i1 < i2 < · · · < in and a group G we make the convention∏

i∈J

ai = ai1ai2 · · · ain (ai ∈ G).

(Here we interpret the product on an empty index set to be 1.) Also for a group
G, we denote the commutator x−1y−1xy of two elements x, y ∈ G by [x, y], and
denote the center of G by Z(G).

To introduce the extended affine Weyl group of R, we need to consider the
so called a hyperbolic extension Ṽ of V as follows. Throughout our work we fix
a basis {λ1, . . . , λν} of the dual space (V0)∗ of V0 and we set Ṽ := V ⊕ (V0)∗.
Now we extend the form (·, ·) on V to a non-degenerate form on Ṽ, denoted
again by (·, ·), as follows:

• (., .)|V×V
:= (., .),

• (V̇, (V0)∗) = ((V0)∗, (V0)∗) := {0},
• (σr, λs) := δr,s, 1 ≤ r, s ≤ ν.

(2.1)
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Let O(Ṽ) be the orthogonal group of Ṽ, with respect to I = (·, ·). For each
α ∈ V× := {v ∈ V | (v, v) �= 0}, set α∨ = 2α/(α, α) and define wα ∈ O(Ṽ) by

wα(u) = u− (u, α∨)α, (u ∈ Ṽ).

One can see easily for α ∈ V× and w ∈ O(Ṽ) that

w2
α = 1 and wwαw

−1 = ww(α).(2.2)

Definition 2.1. The extended affine Weyl group W of R is the subgroup
of the orthogonal group O(Ṽ) generated by the reflections wα, α ∈ R×. Using
the fact that Ṙ ⊆ R, we identify the finite Weyl group Ẇ of Ṙ with a subgroup
of W. The subgroup

H := 〈wα+σwα | α ∈ R×, σ ∈ V0, α+ σ ∈ R〉

of W is called the Heisenberg-like group of R.

We know from [Az1, Proposition 3.27] that W is the semidirect product of
a finite Weyl group and H (we see this fact later as a byproduct of our results).
Since finite Weyl groups are completely known, for a better understanding of
W, one should study H. This is what we start with. Let us first introduce a
few notation.

Throughout this work we fix a fundamental basis

Π̇ = {α1, . . . , α�}(2.3)

of Ṙ. Moreover, we normalize the form (·, ·) such that

(α, α) = 2 if α ∈ Ṙsh and (α, α) = 2k if α ∈ Ṙlg.(2.4)

For any α ∈ R×, 1 ≤ i ≤ � and 1 ≤ r ≤ ν, set

k(α) :=
2k

(α, α)
=

{
k, if α ∈ Ṙsh + S,

1, if α ∈ Ṙlg + L,
kr :=

{
k, if 1 ≤ r ≤ t,

1, if t < r ≤ ν,
(2.5)

and
ki,r = k(αi, σr) := min{n ∈ N | αi + nσr ∈ R}.

Then from (1.9), it follows that

αi + Zki,rσr ⊆ R, and ki,r =

{
1, if αi ∈ Ṙsh,

kr, if αi ∈ Ṙlg.
(2.6)
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For α ∈ V and σ ∈ V0 we define a linear map Tσ
α ∈ End(Ṽ) by

Tσ
α (u) := u+ (α, u)σ − (σ, u)α− (α, α)

2
(σ, u)σ (u ∈ Ṽ).(2.7)

The following lemma will be frequently referred to in the sequel.

Lemma 2.1 ([AzS2, Lemma 1.1]). Let w ∈ O(V), α, β, γ ∈ V and σ, δ,
τ ∈ V0. Then

(i) T rσ
α = Tσ

rα, r ∈ R,
(ii) Tσ+δ

α = Tσ
αT

δ
αT

(α,α) σ2
δ ,

(iii) Tσ
α+β = Tσ

αT
σ
β ,

(iv) [Tσ
α , T

δ
β ] = T

(α,β)δ
σ ,

(v) [Tσ
αT

δ
β , T

τ
γ ] = [Tσ

α , T
τ
γ ][T δ

β , T
µ
γ ],

(vi) wTσ
αw

−1 = Tσ
w(α),

(vii) Tσ
α∨ = wα+σwα, α ∈ V×,

(viii) (T δ
σ)−1 = Tσ

δ .

For any 1 ≤ i ≤ � and 1 ≤ r, s ≤ ν we set

cr,s := T k−1σs
σr

and ti,r := T
ki,rσr
α∨
i

.(2.8)

It is clear that cr,s = c−1
s,r and cr,r = 1 for all 1 ≤ r, s ≤ ν. Also from (2.8),

(2.6) and parts (iv) and (vi) of Lemma 2.1, it follows that

cr,sw = wcr,s, (w ∈ W), ti,r = wαi+ki,rσrwαi ∈ H(2.9)

and
[ti,r, tj,s] = c

(αi,α
∨
j )k(αi)ki,rkj,s

r,s (1 ≤ j ≤ �).(2.10)

Finally, using (2.7) and (2.8) we have∏
r∈J

tnri,r(αj) = αj +
∑
r∈J

(αj , α
∨
i )nrki,rσr (1 ≤ i, j ≤ �, nr ∈ Z).(2.11)

Let δj , j = 1, 2 be the supporting function of the semilattice Sj , relative
to the basis Bj (see (1.2) and (1.10)). For any 1 ≤ r, s ≤ ν we set

∆(r, s) =



δ1(r, s) if 1 ≤ r, s ≤ t,

1 if 1 ≤ r ≤ t < s ≤ ν,

−1 if 1 ≤ s ≤ t < r ≤ ν,

δ2(r, s) if t < r, s ≤ ν.

(2.12)
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It is clear that ∆(r, s) = −∆(s, r) for all 1 ≤ r < s ≤ ν. If S1 (resp. S2) is a
lattice, in particular, if X� = C� (� ≥ 3), F4 or G2 (resp. X� = B� (� ≥ 3), F4

or G2), then ∆(r, s) = 1 for all 1 ≤ r < s ≤ t (resp. t < r < s ≤ ν).
In order to describe the center Z(H), for any J ⊆ {1, . . . , ν}, we set

z
J

=


c∆(r,s)kr
r,s

, if J = {r, s}, r < s,∏
{r,s∈J|r<s} c

kr
r,s
, if J ∈ suppB1

(S1) ∪ suppB2
(S2),

1, otherwise.

(2.13)

Then from (2.9) we have

wz
J

= z
J
w for any w ∈ W.(2.14)

Lemma 2.2. (i) C := 〈cr,s | 1 ≤ r < s ≤ ν〉 and 〈z{r,s} | 1 ≤ r < s ≤ ν〉
are free abelian subgroups of O(Ṽ) of rank ν(ν − 1)/2 on generators cr,s and
z{r,s} , respectively, 1 ≤ r < s ≤ ν.

(ii) 〈z
J

| J ⊆ {1, . . . , ν}〉 is a free abelian subgroup of O(Ṽ) of rank
ν(ν − 1)/2.

Proof. (i) holds by (2.8), (2.13) and [AzS2, Lemma 1.7(ii)]. Next, suppose
that C ′ := 〈c2k

r,s : 1 ≤ r < s ≤ ν〉. Then from (2.13), we see that the group in
the statement of (ii) is squeezed between two groups C ′ and C and so by (i),
the result follows. �

Lemma 2.3. (i) If (α, J) ∈ (Ṙsh × suppB1
(S1)

) ∪ (Ṙlg × suppB2
(S2)

)
,

then
zJ = wαwα+τ

J

∏
r∈J

wα+σrwα ∈ Z(W) ∩ H.

(ii) If (α, β) ∈ Ṙsh × Ṙlg so that (α, β) �= 0 and {r, s} �∈ suppB1
(S1) ∪

suppB2
(S2) with 1 ≤ r < s ≤ ν, then z{r,s} ∈ Z(W) ∩ H and

z{r,s} =


[wα+σrwα, wα+σswα], if 1 ≤ r < s ≤ t,

[wβ+σrwβ, wβ+σswβ ], if t < r < s ≤ ν

[wβ+σswβ, wα+σrwα], if 1 ≤ r ≤ t < s ≤ ν.

Proof. (i) From (1.9) and (1.12), it follows that α+ τ
J
∈ R× and α+σr ∈

R×, for all r ∈ J and so wαwα+τ
J

∏
r∈J wα+σrwα ∈ H. Then from the facts
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that kr = k(α) for any r ∈ J and k−1k(α) = (α∨, α∨)/2, we have

z
J

=
(∏

r∈J

wα+σrwα

)−1

z
J

∏
r∈J

wα+σrwα (by (2.14))

=
(∏

r∈J

wα+σrwα

)−1 ∏
{r,s∈J|r<s}

ckr
r,s

∏
r∈J

wα+σrwα (by (2.13))

=
(∏

r∈J

wα+σrwα

)−1 ∏
{r,s∈J|r<s}

ck(α)
r,s

∏
r∈J

wα+σrwα

=
(∏

r∈J

wα+σrwα

)−1 ∏
{r,s∈J|r<s}

T k−1k(α)σs
σr

∏
r∈J

wα+σrwα (by (2.8))

=
(∏

r∈J

wα+σrwα

)−1( ∏
{r,s∈J|r<s}

T k−1k(α)σr
σs

)−1 ∏
r∈J

wα+σrwα

(by Lemma 2.1(viii))

=
(∏

r∈J

Tσr
α∨

)−1( ∏
{r,s∈J|r<s}

T k−1k(α)σr
σs

)−1 ∏
r∈J

wα+σrwα (by Lemma 2.1(vii))

=
(∏

r∈J

Tσr
α∨

∏
{r,s∈J|r<s}

T k−1k(α)σr
σs

)−1 ∏
r∈J

wα+σrwα (by Lemma 2.1(iv))

= (T
τ
J

α∨)−1
∏
r∈J

wα+σrwα (by [AzS2, Lemma 1.2])

= (wα+τ
J
wα)−1

∏
r∈J

wα+σrwα (by Lemma 2.1(vii))

=wαwα+τ
J

∏
r∈J

wα+σrwα.

Thus by (2.14) we have z
J
∈ Z(W) ∩ H.

(ii) By the way ∆(r, s) and kr are defined and the facts that (α, α) = 2,
(β, β) = 2k and (α, β) = −k we have

z{r,s} = c∆(r,s)kr
r,s (using (2.13))

=


c2k
r,s, if 1 ≤ r < s ≤ t,

c2r,s, if t+ 1 ≤ r < s ≤ ν,

ckr,s, if 1 ≤ r ≤ t < s ≤ ν,

=


T 2σs

σr , if 1 ≤ r < s ≤ t,

T 2k−1σs
σr , if t+ 1 ≤ r < s ≤ ν,

Tσs
σr
, if 1 ≤ r ≤ t < s ≤ ν,

(using (2.8))
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=


[Tσr

α∨ , T
σs
α∨ ], if 1 ≤ r < s ≤ t,

[Tσr
β∨ , T

σs
β∨ ], if t+ 1 ≤ r < s ≤ ν,

[Tσs
β∨ , T

σr
α∨ ], if 1 ≤ r ≤ t < s ≤ ν,

(using Lemma 2.1(iv))

=


[wα+σrwα, wα+σswα], if 1 ≤ r < s ≤ t,

[wβ+σrwβ, wβ+σswβ ], if t+ 1 ≤ r < s ≤ ν,

[wβ+σswβ, wα+σrwα], if 1 ≤ r ≤ t < s ≤ ν,

(using Lemma 2.1(vii)).

Therefore z{r,s} ∈ Z(W) ∩ H (see (2.14)). �

Let aij = (αi, α
∨
j ), the (i, j)-entry of the Cartan matrix of Ṙ with respect

to Π̇ (see (2.3)). Then for 1 ≤ i, j ≤ � and 1 ≤ r ≤ s ≤ ν, we put

ai,j(r) := kj,rk
−1
i,r ai,j and ai,j(r, s) := k−1

r k(αi)ki,rkj,sai,j .(2.15)

Note that ai,j ∈ {−1, 0, 2,−k}. Moreover, if |ai,j | = |aj,i| �= 0, then |αi| = |αj |
and if |ai,j | < |aj,i| then ai,j = −1, aj,i = −k, |αi| < |αj | and k(αi) = k. So
from (2.6) and (2.15) we have (for 1 ≤ r ≤ s ≤ ν)

ai,j(r) =


−kr, if |ai,j | < |aj,i|,
ai,j , if |ai,j | = |aj,i|,
−kk−1

r , if |ai,j | > |aj,i|,
(2.16)

and

ai,j(r, s) =



−kk−1
r ks, if |ai,j | < |aj,i|,

kk−1
r ai,j , if |ai,j | = |aj,i|, αi ∈ Ṙsh,

ksai,j , if |ai,j | = |aj,i|, αi ∈ Ṙlg,

−k, if |ai,j | > |aj,i|,

(2.17)

where k and kr, 1 ≤ r ≤ ν are defined by (1.7) and (2.5), respectively. Then
from (2.16), (2.17) and the fact that kk−1

r ∈ {1, k} for any 1 ≤ r ≤ ν we have

ai,j(r) ∈ Z and ai,j(r, s) ∈ Z.(2.18)

Lemma 2.4. If 1 ≤ i, j ≤ � and 1 ≤ r ≤ s ≤ ν, then

∆(r, s)
−1
ai,j(r, s) ∈ Z.(2.19)
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Proof. First, let X� = F4 or G2. Then from (2.18) and the fact that
S1 and S2 are lattices we have ∆(r, s)−1ai,j(r, s) = ai,j(r, s) ∈ Z. Next, let
X� = B� or C�. From (1.2) we know that ∆(r, s) = 1 if 1 ≤ r ≤ t < s ≤ ν.
Also if X = B� (� ≥ 3) and t < r ≤ s ≤ ν then S2 is a lattice and if X = C�

(� ≥ 3) and 1 ≤ r ≤ s ≤ t, then S1 is a lattice, so ∆(r, s) = 1. Therefore the
only cases which we must consider are

(1) X = B�, 1 ≤ r < s ≤ t,
(2) X = C�, t < r < s ≤ ν, (B2 ≡ C2).

Since ∆(r, s)−1 ∈ {1, 1/2}, it is enough to show that if ∆−1(r, s) = 1/2 then
ai,j(r, s) ∈ 2Z. In case (1) we have kr = ks = k = 2 and so by (2.17), ai,j(r, s)
is even except possibly when |ai,j | = |aj,i| �= 0 and αi, αj ∈ Ṙsh. But in type
B� this only can happen if αi = αj . Then ai,j = 2 and ai,j(r, s) ∈ 2Z. In case
(2), we have kr = ks = 1. Then by (2.17), ai,j(r, s) ∈ 2Z except possibly when
|ai,j | = |aj,i| �= 0 and αi = αj ∈ Ṙlg. Again this only can happen if αi = αj .
Then ai,j = 2 and we are done. �

Lemma 2.5. (i) If 1 ≤ i, j ≤ � and 1 ≤ r ≤ s ≤ ν, then

[ti,r, tj,s] = z∆(r,s)
−1

ai,j(r,s)
{r,s} and wαitj,rwαi = tj,rt

−ai,j(r)
i,r .

(ii) If J ∈ suppB1
(S1) ∪ suppB2

(S2), then

z2
J

=
∏

{r,s∈J : r<s}
z3−∆(r,s)
{r,s} .

(iii) If J ∈ suppBj
(Sj)\JBj

(Sj), j = 1, 2, then

zJ =
∏

{r,s∈J : r<s}
z{r,s} .

Proof. (i) We have

[ti,r, tj,s] = c
(αi,α

∨
j k(αi)ki,rkj,s

r,s (by (2.10))

= c∆(r,s)kr∆(r,s)
−1

ai,j(r,s)
r,s (by (2.15))

= (c∆(r,s)kr
r,s )∆(r,s)

−1
ai,j(r,s) (by (2.19))

= z∆(r,s)
−1

ai,j(r,s)
{r,s} (by (2.13))

and

wαitj,rwαi =wαiT
kj,rσr
α∨
j

wαi (by (2.8))
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= T
kj,rσr
wαi (α

∨
j ) = T

kj,rσr
α∨
j −(α∨

j ,α∨
i )αi

(by Lemma 2.1(vi))

= T
kj,rσr
α∨
j

T
kj,rσr
−(α∨

j ,αi)α∨
i

(by Lemma 2.1(iii))

= tj,rT
kj,rσr
−(α∨

j ,αi)α∨
i

(by (2.8))

= tj,rT
−kj,r(α

∨
j ,αi)σr

α∨
i

(by Lemma 2.1(i))

= tj,rT
−kj,rk

−1
i,r (α

∨
j ,αi)ki,rσr

α∨
i

= tj,rT
−ai,j(r)ki,rσr
α∨
i

(by (2.15))

= tj,r(T
ki,rσr
α∨
i

)−ai,j(r) (by (2.18))

= tj,rt
−ai,j(r)
i,r .

(ii) From (2.13) and the fact that (3 − ∆(r, s))∆(r, s) = 2 for r < s, we
obtain∏
{r,s∈J : r<s}

z3−∆(r,s)
{r,s} =

∏
{r,s∈J : r<s}

c(3−∆(r,s))∆(r,s)kr
r,s =

∏
{r,s∈J : r<s}

c2kr
r,s = z2

J
.

(iii) Since {r, s} ∈ suppB1
(S1)∪suppB2

(S2), for all r, s ∈ J , then ∆(r, s) =
1 for all r, s ∈ J , and so from (2.13) we get∏

{r,s∈J : r<s}
z{r,s} =

∏
{r,s∈J : r<s}

c∆(r,s)kr
r,s =

∏
{r,s∈J : r<s}

ckrr,s = zJ .

�

To obtain further information about elements of Z(H), we consider pairs
of collections of the form

(m, ε ) =
({mr,s}1≤r<s≤t, {εJ}J∈JB1 (S1)

)
(2.20)

and

(n̄, ε̄) =
({nr,s}t<r<s≤ν , {εJ}J∈JB2 (S2)

)
,(2.21)

where mr,s, nr,s ∈ Z and ε
J
∈ {0, 1}. To each such pair we assign central

elements of H by

u(m, ε) =
∏

1≤r<s≤t

zmr,s

{r,s}

∏
J∈JB1 (S1)

z
ε
J
J(2.22)

and
ū(n̄, ε̄) =

∏
t<r<s≤ν

znr,s
{r,s}

∏
J∈JB2 (S2)

z
ε
J
J .(2.23)
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Lemma 2.6. (i) Each element u ∈ 〈zJ | J ⊆ {1, . . . , t}〉 has an ex-
pression of the form u = u(m, ε), where pair (m, ε) is of the form (2.20).
Moreover, u(m, ε) = 1 if and only if (m, ε) satisfies

mr,s = −∆(r, s)−1
∑

J∈JB1 (S1)

χ
J
(r, s)ε

J
, 1 ≤ r < s ≤ t, where(2.24)

χJ (r, s) =

{
1, if {r, s} � J,

0, otherwise.

(ii) Each element u ∈ 〈zJ | J ⊆ {t+1, . . . , ν}〉 has an expression of the form
u = ū(n̄, ε̄), where pair (n̄, ε̄) is of the form (2.21). Moreover, ū(n̄, ε̄) = 1 if
and only if (n̄, ε̄) satisfies

nr,s = −∆(r, s)−1
∑

J∈JB2 (S2)

χ
J
(r, s)ε

J
, t < r < s ≤ ν.(2.25)

Proof. (i) Let u ∈ 〈zJ | J ⊆ {1, . . . , t}〉. Using Lemma 2.5(ii) it is imme-
diate that u can be written in the form u(m, ε). Moreover from the way z

J
is

defined we obtain

u(m, ε) =
∏

1≤r<s≤t

zmr,s

{r,s}

∏
J∈JB1 (S1)

z
ε
J
J

=
∏

1≤r<s≤t

ck∆(r,s)mr,s
r,s

∏
J∈JB1 (S1)

∏
{r,s∈J|r<s}

c
kε
J

r,s

=
∏

1≤r<s≤t

ck∆(r,s)mr,s
r,s

∏
1≤r<s≤t

∏
J∈JB1 (S1)

c
kχ

J
(r,s)ε

J
r,s

=
∏

1≤r<s≤t

ck∆(r,s)mr,s
r,s

∏
1≤r<s≤t

c
k

P
J∈JB1

(S1) χ
J
(r,s)ε

J

r,s

=
∏

1≤r<s≤t

c
k∆(r,s)mr,s+k

P
J∈JB1

(S1) χ
J
(r,s)ε

J

r,s .

Then from Lemma 2.2(i) and the fact that mr,s ∈ Z for all 1 ≤ r ≤ s ≤ t, it
follows that u(m, ε) = 1 if and only if (m, ε) satisfies (2.24).

(ii) An argument analogous to (i) shows that (ii) holds. �

The results of this section are summarized in the following propositions.
For completeness we have recorded parts (iii)–(iv) and (vii)–(viii) which can be
found in [Az1] and [K]. The proofs of these parts are now easy consequences
of our results in this section.
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Proposition 2.1. (i)

H = 〈ti,r, zJ | 1 ≤ i ≤ �, 1 ≤ r ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉.
(ii) W = 〈wαi , ti,r, zJ | 1 ≤ i ≤ �, 1 ≤ r ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉.
(iii) H is a torsion free, two-step nilpotent group.
(iv) W = Ẇ � H.
(v) Each w ∈ W has a unique expression of the form

w = w(ẇ, {ni,r}, u1, {mr,s}, u2) := ẇ
ν∏

r=1

�∏
i=1

t
ni,r
i,r u1

∏
1≤r≤t<s≤ν

zmr,s

{r,s} u2,(2.26)

where u1 ∈ 〈z
J
| J ⊆ {1, . . . , t}〉, u2 ∈ 〈z

J
| J ⊆ {t + 1, . . . , ν}〉, mr,s, ni,r ∈ Z

and ẇ ∈ Ẇ. Moreover, u1 and u2 are of the forms u1 = u(m, ε) and u2 =
ū(n̄, ε̄), where (m, ε) and (n̄, ε̄) are pairs of the forms (2.20) and (2.21),
respectively.

(vi) Z(W) = 〈z{r,s} , zJ | 1 ≤ r < s ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉.
(vii) If ν = 1, then Z(W) = {1} and H is a free abelian group of rank �.
(viii) If ν≥2, then Z(W)=Z(H) is a free abelian group of rank ν(ν − 1)/2.

Proof. (i)–(ii) Let T and T ′ be the groups on the right hand sides of the
statements (i) and (ii), respectively. From (2.9) and Lemma 2.3 we have T ⊆ H

and T ′ ⊆ W. So to complete the proofs of (i) and (ii), it is enough to show
that wα+σwα ∈ T and wα ∈ T ′ for all α ∈ R× and σ ∈ V0 with α + σ ∈ R.
Recall that Π̇ = {α1, . . . , α�} is a basis for Ṙ. Without loss of generality, we
may assume that (α1, α2) ∈ Ṙsh × Ṙlg and (α1, α2) �= 0. Let α ∈ R× and
σ ∈ V0 so that α+σ ∈ R. Then by (1.9) we have α = α̇+ δ and α+σ = α̇+ δ′,
where α̇ ∈ Ṙsh � Ṙlg and δ, δ′ ∈ V0 and so from (1.9), (1.12) and the facts that
Ṙsh = Ẇα1, Ṙlg = Ẇα2, 2Λ1 = 2Σt

r=1Zσr and 2Λ2 = 2Σν
r=t+1Zσr, we get

α =

{
ẇ(α1) + τ

J
+
∑ν

r=1 nrb1(r)σr, if α ∈ Ṙsh + S,

ẇ(α2) + τJ +
∑ν

r=1 nrb2(r)krσr, if α ∈ Ṙlg + L,
(2.27)

α+ σ =

{
ẇ(α1) + τ

J′ +
∑ν

r=1 n
′
rb1(r)σr, if α ∈ Ṙsh + S,

ẇ(α2) + τ
J′ +

∑ν
r=1 n

′
rb2(r)krσr, if α ∈ Ṙlg + L,

(2.28)

where α̇ = ẇ(αj) for some ẇ ∈ Ẇ and j ∈ {1, 2}, J, J ′ ∈ suppBj
(Sj), nr, n

′
r ∈

Z, and

b1(r) :=

{
2, if 1 ≤ r ≤ t,

1, if t < r ≤ ν,
and b2(r) :=

{
1, if 1 ≤ r ≤ t,

2, if t < r ≤ ν.
(2.29)
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We now set

w1 :=
t∏

r=1

tnr1,r

ν∏
r=t+1

t−nr
2,r , w′

1 :=
t∏

r=1

t
n′
r

1,r

ν∏
r=t+1

t
−n′

r
2,r

w2 :=
t∏

r=1

t−nr
1,r

ν∏
r=t+1

tnr2,r and w′
2 :=

t∏
r=1

t
−n′

r
1,r

ν∏
r=t+1

t
n′
r

2,r.

Then from the facts that (α2, α
∨
1 ) = −k and (α1, α

∨
2 ) = −1 and using (2.11),

(2.27), (2.28) and (2.29) we get α = ẇwj(αj + τ
J
) and α+ σ = ẇw′

j(αj + τ
J′ ),

j = 1, 2 and so we have

wα =wẇwj(αj+τ
J
) = (ẇwj)wαj+τ

J
(ẇwj)−1 = ẇwjwαj+τ

J
w−1

j ẇ−1 (by (2.2))

= ẇwjwαj

(
wαjwαj+τ

J

∏
r∈J

tj,r

)(∏
r∈J

tj,r

)−1

w−1
j ẇ−1

= ẇwjwαjzJ

(∏
r∈J

tj,r

)−1

w−1
j ẇ−1 (by Lemma 2.3(i))

and

wα+σ =wẇw′
j(αj+τ

J′ ) = (ẇw′
j)wαj+τ

J′ (ẇw
′
j)

−1 (by (2.2))

= ẇw′
jwαj+τ

J′w
′−1
j ẇ−1

= ẇw′
jwαj

(
wαjwαj+τ

J′

∏
r∈J′

tj,r

)(∏
r∈J′

tj,r

)−1

w′−1
j ẇ−1

= ẇw′
jwαjzJ′

(∏
r∈J′

tj,r

)−1

w′−1
j ẇ−1 (by Lemma 2.3(i)).

Thus

wα+σwα =
(
ẇw′

jwαjzJ′

(∏
r∈J′

tj,r

)−1

w′−1
j ẇ−1

)
×
(
ẇwjwαjzJ

(∏
r∈J

tj,r

)−1

w−1
j ẇ−1

)
.

Then from the facts that wj , w
′
j ∈ T and ẇ ∈ T ′, j = 1, 2, it follows that

wα+σwα ∈ T and wα ∈ T ′.
(iii) By Lemma 1.3(i) and Corollary 1.1 of [AzS2], (iii) holds (see also [Az1,

Proposition 3.27]).
(iv) This is an immediate consequence of (i)–(iii), Lemma 2.5(i) and the

fact that Ẇ is a finite group.
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(v) Let w ∈ W. By (i), (2.14) and Lemma 2.5, w has an expression of the
given form. Now let w(ẇ′, {n′

i,r}, u′1, {m′
r,s}, u′2) be another expression of w

in the form (2.26). Then from (i) and (ii) we have ẇ = ẇ′ and

ν∏
r=1

�∏
i=1

t
ni,r
i,r u1

∏
1≤r≤t<s≤ν

zmr,s

{r,s}u2 =
ν∏

r=1

�∏
i=1

t
n′
i,r

i,r u′1
∏

1≤r≤t<s≤ν

z
m′
r,s

{r,s}u
′
2.(2.30)

By the way z
J
’s are defined (see (2.13)) and the fact that J ⊆ {1, . . . , t} and

J ′ ⊆ {t + 1, . . . , ν} for all (J, J ′) ∈ suppB1
(S1) × suppB2

(S2), the elements
u1, u

′
1, u2 and u′2 can be written in the forms

u1 =
∏

1≤r<s≤t

cmr,s
r,s , u′1 =

∏
1≤r<s≤t

c
m′
r,s

r,s , u2 =
∏

t<r<s≤ν

cmr,s
r,s , and u′2 =

∏
t<r<s≤ν

c
m′
r,s

r,s ,

where mr,s,m
′
r,s ∈ Z. Then from (2.8), (2.30) and (2.13), it follows that

ν∏
r=1

�∏
i=1

T
ni,rki,rσr
α∨
i

∏
1≤r<s≤ν

Tmr,sk
−1σs

σr =
ν∏

r=1

�∏
i=1

T
n′
i,rki,rσr

α∨
i

∏
1≤r<s≤ν

T
m′
r,sk

−1σs
σr .

Now using [AzS2, Lemma 1.6] we have ni,r = n′
i,r, for all 1 ≤ i ≤ �, 1 ≤ r ≤ ν

and mr,s = m′
r,s for all 1 ≤ r < s ≤ ν and so u1 = u′1 and u2 = u′2.

(vi) Let F be the group on right hand side of the statement. By Lemma
2.3, it is clear that F ⊆ Z(W). To see the reverse inclusion, let w ∈ Z(W). By
(v), w has an expression of the form

w = ẇ
ν∏

r=1

�∏
i=1

t
ni,r
i,r u, (ẇ ∈ Ẇ, ni,r ∈ Z, u ∈ F ).(2.31)

We must show that ẇ = 1 and ni,r = 0 for any 1 ≤ i ≤ � and 1 ≤ r ≤ ν. For
any 1 ≤ i ≤ �, set βi := w(α∨

i ) − α∨
i . Then from the fact that ti,rw−1t−1

i,r = 1
for any 1 ≤ i ≤ �, 1 ≤ r ≤ ν, we get

λr =wti,rw
−1t−1

i,r (λr)

=wT
ki,rσr
α∨
i

w−1T
ki,rσr
−α∨

i
(λr) (by (2.8))

= T
ki,rσr
w(α∨

i )T
ki,rσr
−α∨

i
(λr) (by Lemma 2.1(vi))

= T
ki,rσr
w(α∨

i )−α∨
i
(λr) = T

ki,rσr
βi

(λr) (by Lemma 2.1(iii))

= λr − βi + (βi, λr)ki,rσr − (βi, βi)
2

(βi, λr)k2
i,rσr (by (2.1) and (2.7)).



A Finite Presentation 149

Hence βi = [(βi, λr)ki,r−k2
i,r(βi, βi)/2]σr∈V0 and so by the fact that ẇ−1w(α∨

i )
= α∨

i + δ for some δ ∈ V0, we have

ẇ−1(α∨
i ) − α∨

i =−ẇ−1w(α∨
i ) + ẇ−1(α∨

i ) − α∨
i + ẇ−1w(α∨

i )

= ẇ−1(−w(α∨
i ) + α∨

i ) + δ

= ẇ−1(−βi) + δ = −βi + δ ∈ V0.

This gives ẇ(α∨
i ) = α∨

i for all 1 ≤ i ≤ � and so ẇ = 1. So to complete the
proof of (vi) it remains to show that ni,r = 0 for 1 ≤ i ≤ � and 1 ≤ r ≤ ν.
First, let ν = 1. Set α̇ := Σ�

i=1ni,1α
∨
i and β̇ := α̇ − wαj (α̇) = (α̇, α∨

j )αj ∈ V̇.
Then using the facts that w =

∏�
i=1 t

ni,1
i,1 ∈ Z(W) (see (2.31)) and F = {1} we

have (for any 1 ≤ j ≤ �)

λ1 =wwαjw
−1wαj (λ1)

=
�∏

i=1

t
ni,1
i,1 wαj

( �∏
i=1

t
ni,1
i,1

)−1

wαj (λ1)

=
�∏

i=1

(T ki,1σ1

α∨
i

)ni,1wαj

( �∏
i=1

T
ki,1σ1

α∨
i

)−ni,1
wαj (λ1) (by (2.8))

= T
ki,1σ1

Σ�i=1ni,1α∨
i

wαj (T
ki,1σ1

Σ�i=1ni,1α∨
i

)−1wαj (λ1) (by Lemma 2.1(iii))

= T
ki,1σ1
α̇ wαj (T

ki,1σ1
α̇ )−1wαj (λ1) = T

ki,1σ1
α̇ T

ki,1σ1

−wαj (α̇)(λ1)

= T
ki,1σ1

β̇
(λ1) (by Lemma 2.1(iii))

= λ1 + (β̇, λ1)ki,1σ1 − (ki,1σ1, λ1)β̇ − (β̇, β̇)
2

(ki,1σ1, λ1)ki,1σ1 (by (2.7))

= λ1 − ki,1β̇ − (β̇, β̇)
2

k2
i,1σ1 (by (2.1)).

Then β̇ = (β̇,β̇)
2 ki,1σ1 ∈ V̇∩V0 = {0} and so β̇ = (α̇, α∨

j )αj = 0 for all 1 ≤ j ≤ �.
Since the restriction of the form (·, ·) to V̇ =

∑�
i=1 Rαi is positive definite we

get ni,r = 0 for all 1 ≤ i ≤ � and 1 ≤ r ≤ ν. Next, let ν ≥ 2. Then from the
fact that ẇ = 1 we have (for any 1 ≤ j ≤ �, 1 ≤ s ≤ ν)

1 = [w, tj,s]

=

[
ν∏

r=1

�∏
i=1

t
ni,r
i,r u, tj,s

]
(by (2.31))

=
ν∏

r=1

�∏
i=1

[tni,ri,r , tj,s] (by (iii) and Lemma 2.1(v))
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=
s−1∏
r=1

�∏
i=1

[tni,ri,r , tj,s]
�∏

i=1

[tni,si,s , tj,s]
ν∏

r=s+1

�∏
i=1

[tni,ri,r , tj,s]

=
s−1∏
r=1

�∏
i=1

[tni,ri,r , tj,s]
ν∏

r=s+1

�∏
i=1

[ti,s, t
ni,r
j,r ]−1

=
s−1∏
r=1

�∏
i=1

zni,r∆(r,s)
−1

ai,j(r,s)
{r,s}

ν∏
r=s+1

�∏
i=1

z−ni,r∆(s,r)
−1

ai,j(s,r)
{r,s} (by Lemma 2.5(i)).

Since 〈z{r,s} | 1 ≤ r < s ≤ ν〉 is a free abelian group of rank ν(ν − 1)/2 on
generators z{r,s} , 1 ≤ r < s ≤ ν (see Lemma 2.2(i)) from the way ai,j(r, s)’s are
defined (see (2.15)) we have ni,r(αi, αj) = 0 for all 1 ≤ j ≤ � and so from the
fact that (αi, αi) �= 0, it follows that ni,r = 0 for all 1 ≤ i ≤ � and 1 ≤ r ≤ ν.

(vii) From (i) and Lemma 1.1(i) we have H = 〈ti,1 | 1 ≤ i ≤ �〉. So by
Lemma 2.5(i) and the fact that z{1,1} = 1, (v), H is a free abelian group of
rank � on generators ti,1, 1 ≤ i ≤ �. Also by (vi) it is clear that Z(W) = {1}.

(viii) From (vi) and its proof, it follows that

Z(W) = Z(H) = 〈z{r,s} , zJ | 1 ≤ r < s ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉
= 〈z

J
| J ⊆ {1, . . . , ν}〉

and so by Lemma 2.2(ii), Z(H) is a free abelian group of rank ν(ν − 1)/2. �

§3. A Finite Presentation for Extended Affine Weyl Group W

We keep the notation as in the previous sections. In particular, R is
a reduced non-simply laced extended affine root system of type X� of twist
number t and nullity ν of the form (1.9) and W is its extended affine group.
Also Π̇ = {α1, . . . , α�} is a basis of Ṙ. Let B1 = {σ1, . . . , σt} and B2 =
{σt+1, . . . , σν} be two bases for semilattices S1 and S2, respectively. Using the
Coxeter presentation for the finite Weyl group Ẇ and results from Section 2
we obtain a finite presentation for W.

Let A = (ai,j)1≤i,j≤� be the Cartan matrix of type X�, that is ai,j =
(αi, α

∨
j ), 1 ≤ i, j ∈≤ �.

We recall from [K, Proposition 3.13] that Ẇ is a Coxeter group with
generators wα1 , . . . , wα� and relations

w2
αi = 1 and (wαiwαj )

mi,j = 1 (i �= j),(3.1)
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where mi,j ’s are given in terms of the Cartan matrix by the following table:

ai,jaj,i 0 1 2 3
mi,j 2 3 4 6

(3.2)

Theorem 3.1. Let R = R(X�, S1, S2) be a reduced non-simply laced
extended affine root system of rank �, nullity ν, twist number t and of the form
(1.9). Then the extended affine Weyl group W of R is isomorphic to the group
Ŵ defined by generators

ŵi, t̂i,r, 1 ≤ i ≤ �, 1 ≤ r ≤ ν,

ẑ
r,s
, 1 ≤ r < s ≤ ν,

ẑ
J
, J ∈ JB1(S1) ∪ JB2(S2),

(3.3)

(
JB1(S1) and JB2(S2) are defined by (1.3)

)
and relations

(I) ŵ2
i = 1 and (ŵiŵj)mi,j = 1, (i �= j),

(
mi,j’s are given by table (3.2)

)
(II) ŵit̂j,rŵi = t̂j,r t̂

−ai,j(r)
i,r ,

(
ai,j(r)’s are given by (2.16)

)
,

(III) [t̂i,r, t̂j,s] = ẑ∆(r,s)
−1

ai,j(r,s)
r,s

,
(
∆(r, s)’s and ai,j(r, s)’s are given by

(2.12) and (2.17)
)
,

(IV)

{
[ŵi, ẑr,s] = [ŵi, ẑJ ] = [t̂i,r, ẑJ ] = [t̂i,r, ẑr,s ] = 1,

[t̂i,r, t̂j,r] = [ẑ
r,s
, ẑ
r′,s′ ] = [ẑ

r,s
, ẑ
J
] = [ẑ

J
, ẑ
J′ ] = 1,

(V) ẑ2
J

=
∏

{r,s∈J : r<s} ẑ
3−∆(r,s)
r,s

, J ∈ JB1(S1) ∪ JB2(S2),

(VI.1)
∏

1≤r<s≤t ẑ
mr,s
r,s

∏
J∈JB1 (S1)

ẑ
ε
J
J = 1, for mr,s ∈ Z and εJ ∈ {0, 1}

satisfying

mr,s = −∆(r, s)
−1 ∑

J∈JB1 (S1)

χJ (r, s)εJ for all 1 ≤ r < s ≤ t, where

χ
J
(r, s) =

{
1, if {r, s} � J,

0, otherwise,
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(VI.2)
∏

t<r<s≤ν ẑ
nr,s
r,s

∏
J∈JB2 (S2)

ẑ
ε
J
J = 1, for nr,s ∈ Z and εJ ∈ {0, 1}

satisfying

nr,s = −∆(r, s)
−1 ∑

J∈JB2 (S2)

χJ (r, s)εJ for all t < r < s ≤ ν.

Moreover, Z(Ŵ) = 〈ẑ
r,s
, ẑ

J
| 1 ≤ r < s ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉.

Proof. From parts (ii) and (vi) of Proposition 2.1, Lemma 2.5(i)–(ii) and
(3.1), it follows that the assignment ŵi �−→ wαi , t̂i,r �−→ ti,r, ẑr,s �−→ z{r,s} and
ẑ
J
�−→ z

J
, induces a unique epimorphism ψ : Ŵ −→ W. Consider the subgroup

̂̇
W := 〈ŵi | 1 ≤ i ≤ �〉

of Ŵ. By (3.1), the restriction of ψ to ̂̇W induces the isomorphism

̂̇
W ∼=ψ Ẇ.(3.4)

We now show that ψ is injective. Let ψ(ŵ) = 1, for some ŵ ∈ Ŵ. From the
defining relations V, we know that any even power of generators ẑJ can be
written in terms of generators ẑr,s , 1 ≤ r < s ≤ ν. Therefore using defining
relations II–V, we see that ŵ can be written in the form:

ŵ = ˆ̇w
�∏

i=1

ν∏
r=1

t̂
n′
i,r

i,r û(m, ε)
∏

1≤r≤t<s≤ν

ẑm′
r,s

r,s
¯̂u(n̄, ε̄),(3.5)

where n′
i,r,m

′
r,s ∈ Z, (m, ε) and (n̄, ε̄) are pairs of the forms (2.20) and (2.21),

respectively and

û(m, ε) :=
∏

1≤r<s≤t

ẑmr,s

r,s

∏
J∈JB1 (S1)

ẑ
ε
J
J and ¯̂u(n̄, ε̄) :=

∏
t<r<s≤ν

ẑnr,s
r,s

∏
J∈JB2 (S2)

ẑ
ε
J′
J .

Then from (3.5) we have

1 = ψ(ŵ) = ψ( ˆ̇w)
�∏

i=1

ν∏
r=1

t
n′
i,r

i,r u(m, ε)
∏

1≤r≤t<s≤ν

z
m′
r,s

{r,s} ū(n̄, ε̄).

So from Proposition 2.1(v) and (3.4), it follows that ˆ̇w = 1 and n′
i,r = 0 for

all i, r; m′
r,s = 0 for all 1 ≤ r ≤ t < s ≤ ν, u(m, ε) = 1 and ū(n̄, ε̄) = 1. Also

by Lemma 2.6, the pairs (m, ε) and (n̄, ε̄) satisfy (2.24) and (2.25), respectively
and so using defining relations VI.1, VI.2 and (3.5) (together with ˆ̇w = 1,
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ni,r = 0 for all i, r and mr,s = 0 for all 1 ≤ r ≤ t < s ≤ ν) we get ŵ = 1. Thus
ψ is an isomorphism. Finally, from Proposition 2.1(vi), the way ψ is defined
and the fact that ψ(Z(Ŵ)) = Z(W) we get

Z(Ŵ) = 〈ẑ
r,s
, ẑ

J
| 1 ≤ r < s ≤ ν, J ∈ JB1(S1) ∪ JB2(S2)〉

and this completes the proof. �

Corollary 3.1. Let R = R(X�, S1, S2) be a reduced non-simply laced
extended affine root system of rank �, nullity ν, twist number t and of the form
(1.9). If S1 and S2 are lattices (in particular, for types F4 and G2), then the
extended affine Weyl group of R is isomorphic to the group defined by generators{

ŵi, t̂i,r, 1 ≤ i ≤ �, 1 ≤ r ≤ ν,

ẑr,s , 1 ≤ r < s ≤ ν,

and relations [ŵi, ẑr,s] = [t̂i,r′ , ẑr,s] = [t̂i,r′ , t̂j,r′ ] = 1, I, II and III, where
∆(r, s) = 1 for all 1 ≤ r < s ≤ ν. Moreover, Z(Ŵ) = 〈ẑr,s | 1 ≤ r < s ≤ ν〉.

Proof. By Lemma 1.1(i), JB1(S1) = JB2(S2) = ∅ and so any generator or
relation in Theorem 3.1, which is indexed by JB1(S1) or JB2(S2) will be surplus.
Now the result follows using the fact that ∆(r, s) = 1 for all 1 ≤ r < s ≤ ν. �

We note from Lemma 1.1 that if S is a semilattice with rank(S) ≤ 2, then
JB(S) = ∅. Now this fact together with Theorem 3.1 implies the following two
corollaries.

Corollary 3.2 (Affine case). If R is an extended affine root system
of type X� of nullity ν = 1 and twist number t, then its extended affine Weyl
group is isomorphic to the group Ŵ defined by generators ŵi, t̂i, 1 ≤ i ≤ �,
and relations I, ŵit̂jŵi = t̂j t̂

−ai,j(1)
i and [t̂i, t̂j ] = 1, 1 ≤ i, j ≤ �. Moreover,

Z(Ŵ) = 〈1〉.

Corollary 3.3 (Elliptic case). If R is an extended affine root system
of type X� of nullity ν = 2 and twist number t of the form (1.9), then its
extended affine Weyl group is isomorphic to the group Ŵ defined by generators
ŵi, t̂i,r, ẑ, 1 ≤ i ≤ �, 1 ≤ r ≤ 2, and relations I, II, [ŵi, ẑ] = [t̂i,r, ẑ] =
[t̂i,r, t̂j,r] = 1 and [t̂i,1, t̂j,2] = ẑai,j(1,2)∆(1,2)−1

, where if X� = F4 or G2, then
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∆(1, 2) = 1 and for types B�, C�, ∆(1, 2) is given by

B2 :

t (ind(S1), ind(S2)) ∆(1, 2)
0 (0,2) 2
0 (0,3) 1
1 (1,1) 1
2 (2,0) 2
2 (3,0) 1

B�(� ≥ 3) :

t (ind(S1), ind(S2)) ∆(1, 2)
0 (0,3) 1
1 (1,1) 1
2 (2,0) 2
2 (3,0) 1

C�(� ≥ 3) :

t (ind(S1), ind(S2)) ∆(1, 2)
0 (0,2) 2
0 (0,3) 1
1 (1,1) 1
2 (3,0) 1

Moreover, Z(Ŵ) = 〈ẑ〉.

Corollary 3.4 (Nullity 3 case). If R is an extended affine root sys-
tem of type X� of nullity 3 and twist number t of the form (1.9), then its
extended affine Weyl group is isomorphic to the group Ŵ defined by generators
ŵi, t̂i,r, ẑr,s, 1 ≤ i ≤ �, 1 ≤ r ≤ 3, 1 ≤ r < s ≤ 3 and relations I, II, III
and [ŵi, ẑr,s] = [t̂i,r, ẑr,s] = [t̂i,r, t̂j,r] = 1. Moreover, if X� = F4 or G2, then
∆(r, s) = 1 for all 1 ≤ r < s ≤ 3 and if X� = B� or C�, then the integers
∆(r, s)’s are given by
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B2 :

t (ind(S1), ind(S2)) ∆(1, 2) ∆(1, 3) ∆(2, 3)
0 (0,3) 2 2 2

(0,4) 2 2 1
(0,5) 2 1 1
(0,6) 1 1 1
(0,7) 1 1 1

1 (1,2) 1 1 2
(1,3) 1 1 1

2 (2,1) 2 1 1
(3,1) 1 1 1

3 (3,0) 2 2 2
(4,0) 1 2 2
(5,0) 1 1 2
(6,0) 1 1 1
(7,0) 1 1 1

B�(� ≥ 3) :

t (ind(S1), ind(S2)) ∆(1, 2) ∆(1, 3) ∆(2, 3)
0 (0,7) 1 1 1

(1,3) 1 1 1
2 (2,1) 2 1 1

(3,1) 1 1 1
3 (3,0) 2 2 2

(4,0) 1 2 2
(5,0) 1 1 2
(6,0) 1 1 1
(7,0) 1 1 1

C�(� ≥ 3) :

t (ind(S1), ind(S2)) ∆(1, 2) ∆(1, 3) ∆(2, 3)
0 (0,3) 2 2 2

(0,4) 2 2 1
(0,5) 2 1 1
(0,6) 1 1 1
(0,7) 1 1 1

1 (1,2) 1 1 2
(1,3) 1 1 1

2 (3,1) 1 1 1
3 (7,0) 1 1 1
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Moreover, Z(Ŵ) = 〈ẑ1,2, ẑ1,3, ẑ2,3〉.

Proof. If X� = F4 or G2. Then by Corollary 3.1, the result holds. Next,
let X� = B�≥3 (resp, C�≥3). Then according to [AABGP, Propositions 4.9
and 4.17] and Lemma 1.1, R is isomorphic to an extended affine root system
R′ = R(X�, S

′
1, S

′
2) of the form (1.9) where suppB1

(S′
1) (resp. suppB2

(S′
2))

is given by Table 1.4 (see Lemma 1.1(ii)) and S′
2 (resp. S′

1) is a lattice. So
without loss of generality, we can assume that S1 = S′

1 and S2 = S′
2. Then by

Theorem 3.1 and (2.12), the result holds. Finally, let X� = B2. Then again we
may assume that suppB1

(S1) and suppB2
(S2) are given by Table 1.4. Now the

same argument as in the previous case works also in this case. �

Remark 2. (i) If S2 (resp. S1) is a lattice (in particular for type B�≥3

(resp. C�≥3)), then any generator or relation in Theorem 3.1, which is indexed
by JB2(S2) (resp. JB1(S1)) (see Lemma 1.1(i)) will be surplus. Moreover,
∆(r, s) = 1 for all t+1 ≤ r < s ≤ ν (resp. 1 ≤ r < s ≤ t) and 1 ≤ r ≤ t < s ≤ ν.

(ii) If one of the following conditions holds:
(a) X� = B� (� ≥ 3) and t ≤ 3,
(b) X� = B2, t ≤ 3 and ν − t ≤ 3,
(c) X� = C� (� ≥ 3) and ν − t ≤ 3.

Then using Table 1.4, we may choose S1 and S2 (and B1 and B2) such that
JB1(S1) = JB1(S1) = ∅ (see Lemma 1.1) and so any generator or relation in
Theorem 3.1, which is indexed by JB2(S2) ∪ JB1(S1) will be surplus. Also
the integers ∆(r, s)’s are easily computable using Lemma 1.1(ii) and [AABGP,
Propositions 4.9 and 4.17] (see the proof of Corollary 3.4).

(iii) Using an argument analogous to the proof of Theorem 3.1 we can prove
that the generators t̂i,r, ẑr,s and ẑ

J
together with relations III, V, VI.j, j = 1, 2

and [t̂i,r, ẑJ ] = [t̂i,r, ẑr,s ] = [t̂i,r, t̂j,r] = [ẑ
r,s
, ẑ
r′,s′ ] = [ẑ

r,s
, ẑ
J
] = [ẑ

J
, ẑ
J′ ] = 1

present the Heisenberg-like group H.

§4. Examples

This section contains some examples in which we have computed the terms
appearing in our presentation of an extended affine Weyl group (Theorem 3.1).
In Example 1, we compute the supporting class of a semilattice S of rank 4,
the supporting function δ(r, s) and the set JB(S). In Examples 2 and 3, we
consider the extended affine Weyl groups of two extended affine root systems
of type B2, one with nullity 3 and the other with nullity 7. The supporting
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class, the sets JBi
(Si)’s, the integers kr’s, ki,r’s and ∆(r, s)’s are computed.

Moreover the presentation stated in Theorem 3.1 is explicitly given for these
particular examples. In Example 2 the sets JBi

(Si), i = 1, 2 will be empty
and so no relation of the forms (V) and (VI) appears in the presentation, while
in contrast in Example 3 we do get a relation of the form (V) (but again no
relation of the form (VI)).

Example 1. Let V0 be a 4-dimensional real vector space with a basis
B = {σ1, σ2, σ3, σ4}. Let Λ = Σ4

r=1Zσr and

S = 2Λ ∪ ( ∪4
r=1 (σr + 2Λ)

) ∪ (σ1 + σ2 + 2Λ) ∪ (σ1 + σ3 + σ4 + 2Λ).

Then S is a semilattice in V0 of index 6 and B is a basis for S. Moreover,

suppB(S) =
{∅, {1}, {2}, {3}, {4}, {1, 2}, {1, 3, 4}}.

According to (1.2) we have
δ(1, 2) = 1,

δ(1, 3) = δ(1, 4) = δ(2, 3) = δ(2, 4) = δ(3, 4) = 2,

δ(3, 1) = δ(4, 1) = δ(3, 2) = δ(4, 2) = δ(4, 3) = −2 and δ(2, 1) = −1.

Also we have JB(S) =
{{1, 3, 4}}.

Example 2. Let V = Σ2
i=1Rαi ⊕Σ3

r=1Rσr be a 5-dimensional real vec-
tor space equipped with the positive semi-definite symmetric bilinear form (·, ·)
given by

V0 :=
∑3

i=1 Rσi is the radical of the form,
(α1, α1) = 2, (α2, α2) = 4, (α1, α2) = −2.

Let Ṙ be the finite root system in V̇ = Σ2
i=1Rαi of type X� = B2 with basis

Π̇ = {α1, α2} and the Cartan matrix (relative to Π̇)

A =

(
a1,1 a1,2

a2,1 a2,2

)
=

(
2 −1
−2 2

)
.(4.1)

Let S be the semilattice in V0 with basis B = {σ1, σ2, σ3} such that

suppB1
(S) =

{∅, {1}, {2}, {3}, {1, 2}, {1, 3}}.(4.2)

Then
R :=

(
S + S

) ∪ (Ṙsh + S
) ∪ (Ṙlg + 2〈S〉)(4.3)



158 Saeid Azam and Valiollah Shahsanaei

is an extended affine root system in V of type X� = B2, of nullity ν = 3 and of
twist number t = 3. Comparing (4.3) with (1.9) we have S = S1, S2 = 0 and
R = S(B2, S1, 0). Since α1 ∈ Ṙsh and α2 ∈ Ṙlg, the integers kr’s and ki,r’s
(relative to the basis Π̇ = {α1, α2} of Ṙ) introduced in (2.5) and (2.6) are given
by

k1 = k2 = k3 = k2,1 = k2,2 = k2,3 = 2 and k1,1 = k1,2 = k1,3 = 1(4.4)

and so from the way that ti,r’s and ∆(r, s)’s are defined (see (2.9) and (2.12))
we have

t1,r = wα1+σrwα1 and t2,r = wα2+2σrwα2 (1 ≤ r ≤ 3),(4.5)

and

∆(1, 2) = ∆(1, 3) = 1 and ∆(2, 3) = 2.(4.6)

Then using (2.13), (4.4) and (4.6) we have

z{1,2} = c2
1,2
, z{1,3} = c2

1,3
and z{2,3} = c4

2,3
.(4.7)

Let W be the extended affine Weyl group of R. Then from Proposition 2.1(ii)
and the fact that JB1(S1) = JB2(S2) = ∅, we see that W is generated by
elements

wα1 , wα2 , t1,r, t2,r, (1 ≤ r ≤ 3) and z{r,s} , (1 ≤ r < s ≤ 3).

Next using (4.1) and (4.4) we have for 1 ≤ r ≤ 3 and 1 ≤ r < s ≤ 3 (see (2.16)
and (2.17))

a1,1(r, s) = 2, a2,2(r, s) = 4, a1,2(r, s) = −2, a2,1(r, s) = −2,
a1,1(r) = a2,2(r) = 2, a1,2(r) = −2, a2,1(r) = −1.

Therefore from (4.1), (4.2), (4.6), and Theorem 3.1, it follows that the extended
affine Weyl group of R is isomorphic to the group defined by generators

ŵ1, ŵ2, t̂1,r, t̂2,r, (1 ≤ r ≤ 3) and ẑ
r,s
, (1 ≤ r < s ≤ 3),

and relations
ŵ2

i = 1, (ŵ1ŵ2)4 = 1, ŵ1t̂1,rŵ1 = t̂−1
1,r, ŵ2t̂2,rŵ2 = t̂−1

2,r,

ŵ1t̂2,rŵ1 = t̂2,r t̂
2
1,r, ŵ2t̂1,rŵ2 = t̂1,r t̂2,r,

[t̂1,1, t̂1,2] = [t̂2,2, t̂1,1] = [t̂1,2, t̂2,1] = ẑ2
1,2
, [t̂2,1, t̂2,2] = ẑ4

1,2
,

[t̂1,1, t̂1,3] = [t̂2,3, t̂1,1] = [t̂1,3, t̂2,1] = ẑ2
1,3
, [t̂2,1, t̂2,3] = ẑ4

1,3
,

[t̂1,2, t̂1,3] = [t̂2,3, t̂1,2] = [t̂1,3, t̂2,2] = ẑ2,3 , [t̂2,2, t̂2,3] = ẑ2
2,3
,

and
[ŵi, ẑr,s] = [t̂i,r, ẑr,s ] = [t̂i,r, t̂j,r] = [ẑ

r,s
, ẑ
r′,s′ ] = 1.



A Finite Presentation 159

Example 3. Let V be a 9-dimensional real vector space with a fixed
basis {α1, α2, σ1, . . . , σ7} equipped with the positive semi-definite symmetric
bilinear form (·, ·) given by

V0 :=
∑7

i−1 Rσi is the radical of the form,
(α1, α1) = 2, (α2, α2) = 4, (α1, α2) = −2.

Let Ṙ be the finite root system of type B2 as in Example 2. Let V0
1 and V0

2 be
the subspaces of V0 with bases B1 := {σ1, σ2, σ3, σ4} and B2 := {σ5, σ6, σ7}, re-
spectively. Also, let S1 and S2 be the semilattices in V0

1 and V0
2 with supporting

classes
suppB1

(S1) =
{∅, {1}, {2}, {3}, {4}, {1, 2}, {1, 3, 4}}(4.8)

and
suppB2

(S2) =
{∅, {5}, {6}, {7}, {5, 6}, {5, 7}}.(4.9)

Then
JB1(S1) = {{1, 3, 4}} and JB2(S2) = {{}}.

Now S := S1 ⊕ 〈S2〉 is a semilattice in V0 and

R := R(B2, S1, S2) =
(
S+S

)∪ (Ṙsh +S1⊕〈S2〉
)∪ (Ṙlg +2〈S1〉⊕S2

)
(4.10)

is an extended affine root system in V of type X� = B2, of nullity 7 and of twist
number 4. Since Π̇ = {α1, α2} is a basis for the finite root system Ṙ such that
(α1, α2) ∈ Ṙsh × Ṙlg, the integers kr’s, ki,r’s (relative to Π̇) and k(αi)’s, (see
(2.5) and (2.6)) are given by

k1 = k2 = k3 = k4 = 2, k5 = k6 = k7 = 1(4.11)

k1,r = 1, k2,r = kr, 1 ≤ r ≤ 7, k(α1) = 2 and k(α2) = 1.(4.12)

From (2.9) and (4.12) we have

t1,r = wα1+σrwα1 and t2,r = wα2+krσrwα2 (1 ≤ r ≤ 7).(4.13)

Using (4.8) and (4.9) we obtain (see (2.12))

∆(1, 2) = ∆(5, 6) = ∆(5, 7) = ∆(r, s) = 1, 1 ≤ r ≤ 4 < s ≤ 7(4.14)

and

∆(1, 3) = ∆(1, 4) = ∆(2, 3) = ∆(2, 4) = ∆(3, 4) = ∆(6, 7) = 2.(4.15)
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Then by (2.13) we have

z{r,s} = c∆(r,s)kr
r,s

(1 ≤ r < s ≤ 7) and z{1,3,4} = c2
1,3
c2
1,4
c2
3,4

(4.16)

where the integers kr’s and ∆(r, s)’s are given by (4.11) and (4.15). Finally,
using (4.1), (2.16) and (2.17) we get (for all 1 ≤ r ≤ 7 and 1 ≤ r < s ≤ 7)

a1,1(r, s) = 4k−1
r , a2,2(r, s) = 2ks, a1,2(r, s) = −2k−1

r ks,

a2,1(r, s) = −2, a1,1(r) = a2,2(r) = 2, a1,2(r) = −kr, a2,1(r) = −2k−1
r

and so from Proposition 2.1 and Theorem 3.1, it follows that W is generated
by elements

wα1 , wα2 , t1,r , t2,r, (1 ≤ r ≤ 7), z{r,s} , (1 ≤ r < s) ≤ 7, and z{1,3,4} .

Moreover W is isomorphic to the group defined by generators

ŵ1, ŵ2, t̂1,r, t̂2,r (1 ≤ r ≤ 7), ẑr,s (1 ≤ r < s ≤ 7), ẑ

and relations
ŵ2

i = 1, (ŵ1ŵ2)4 = 1, ẑ2 = ẑ1,3 ẑ1,4 ẑ3,4 , ŵ1t̂1,rŵ1 = t̂−1
1,r,

ŵ2t̂2,rŵ2 = t̂−1
2,r, ŵ1t̂2,rŵ1 = t̂2,r t̂

kr
1,r, ŵ2t̂1,rŵ2 = t̂1,r t̂

2k−1
r

2,r ,

[t̂1,r, t̂1,s] = ẑ4k−1
r ∆(r,s)

−1

r,s
, [t̂2,r, t̂2,s] = ẑ2ks∆(r,s)

−1

r,s
,

[t̂1,r, t̂2,s] = ẑ−2k−1
r ks∆(r,s)

−1

r,s
, [t̂2,r, t̂1,s] = ẑ−2∆(r,s)

−1

r,s
,

[ŵi, ẑr,s] = [ŵi, ẑ] = [t̂i,r, ẑr,s ] = [t̂i,r, t̂j,r] = [ẑr,s , ẑr′,s′ ] = [ẑr,s , ẑ] = 1,
where the integers kr’s and ∆(r, s)’s are given by (4.11), (4.14) and (4.15). We
note that ẑ2 = ẑ1,3 ẑ1,4 ẑ3,4 is the only relation of the form (V) which we get and
that no relation of the form (VI) appears in this presentation as it is easy to
see that for all 1 ≤ r < s ≤ 4, mr,s = 0 are the only integers satisfying (2.24).
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