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On Certain Arithmetic Functions M(s; 21, 2;)

Associated with Global Fields:
Analytic Properties

Dedicated to Professor Mikio Sato

by

Yasutaka IHARA

Abstract

The arithmetic functions in the title arose from value-distribution theories related to
L-functions of global fields. They are “complexifications” of the Fourier duals of the cor-
responding density functions. We shall study their complex analytic properties including
analytic continuations and the limit behaviors at the critical point s = 1/2.
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Introduction

§0.1

In [2], we started our study of the complex analytic function M (s; 21, z5) (denoted
there as M(21,2p)) in three variables s, 21,20 (R(s) > 1/2), in connection with
the value-distribution of {dlog L(s, x)/ds},. Here, x runs over a suitable family
of abelian characters of a global field K and L(s,x) denotes the associated L-
function. The connection is that for each fixed s with R(s) = ¢ > 1/2, the inverse
Fourier transform M, (w) of M,(z) = M(o;z, ) is the density function for the
distribution of {dlog L(s, x)/ds}, on the complex w-plane (generally conjectural,
proved in various cases [2, [4, [6]). In the joint work with K. Matsumoto [B] [6] (cf.
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also a survey [7]), we continued this study treating also the corresponding M- and
M-functions related to the value-distribution of {log L(s,x)},. We use the same
symbols M, M etc., and distinguish the former dlog-case as Case 1, the latter log-
case as Case 2. They are different systems of functions having various properties in
common. Each also depends on the pair (K, P, ), where K is a global field (either
an algebraic number field or an algebraic function field of one variable over a finite
field) and Py is a given finite set of prime divisors of K including all archimedean
primes in the number field case. When K = Q (the rational number field) and
|Po| =1, M is given by

o0

(0.1.1) M(s; 21, 2) = Z A (ML, (n)n™2 (R(s) > 1/2),

n=1

where each \,(n) (n =1,2,...) is a polynomial of z determined by

i exp(i;;s log CQ(S)) (Case 1)
Az(n)n™?% =
n=1

exp (122 log CQ(5)> (Case 2)

R(s) > 1, i = +/—1), (g(s) being the Riemann zeta function. Note that

M (s, —2i,—2iz) = (g(2s)” (x € C) in Case 2. It seems to the author that these
functions are interesting in themselves.

§0.2

We shall pursue the investigation of analytic properties of the functions M (s; z1, z3)
and M, (w). In the present article, we first study the variance u, of the density
measure M, (w)|dw| (|dw| = dudv/(27) for w = u + vi) on C and the “Plancherel
volume”

(0.2.1) VUZ/CMU(w)?uw :/C|]\~40(z)|2 dzl;

especially the limits lim,_,;/ and lim, . of the natural invariant p,v,, the
variance-normalized measure fi, M, (,utlf/ *w) and its Fourier transform M, (115 1 %2)
(81, §2). The first limit is of course more difficult. A key point here is the limit

behavior at s = 1/2 of the complex analytic version
(0.2.2) M (55 p(s) 221, u(s) "% 22)

of M, (Lo 1/ 22), which is partly related to the second main subject of this article,
namely analytic continuation. We shall prove (§3) that M(s; 21, 22) extends to an
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analytic function of (s; 21,22) on the product space D x C2, where
(0.2.3) D ={R(s) >0} \ {p/(2n); n € N, {(p) =0 or oo},

¢(s) = (k,p.(s) being the zeta function of K without P., factors. In fact,
M (s; 21, 2) is univalent on D x C2 in Case 1, but multivalent in Case 2 (uni-
valent on DWab x C2 DWab heing the maximal unramified abelian cover of D).
This property is closely related to the infinite product expansion which, in Case 2,
looks like

(0.2.4) M(s;21,292) = H C(??’LS)R”(Z“ZZ),
n=1

where each R, (z1,22) is a polynomial of degree < n in each variable z1, z5. This
means that for any N € N, (i) the quotient of M(s; 2y, z3) by the partial product
over n < N on the right hand side extends to a holomorphic function on R(s) >
1/(2N + 2), and (ii) on some subdomain of {R(s) > 1/2} x C?, the remaining
product converges absolutely to a non-vanishing holomorphic function which gives
that quotient. This result for N = 1 will be used to show that converges to
exp(—z122/4) as s — 1/2. Together with a result on the upper bound for | M, (z)|?
near o = 1/2, valid for all z € C established in §4, this leads to our limit formulas

for pov, and MJMU(M;/2w).

§0.3

In §1.1, we first discuss general density functions M (z)|dz| on R? (d = 1,2,...)
with center 0, in particular, the best possible lower bound for the quantity p%/?v
(Theorem 1), where p is the variance and v is the Plancherel volume. For d = 2,
this gives prv > 8/9. Then in §1.2, we briefly review (from [6, §4]) the definitions
and basic properties of our functions M (s; z1, zo) and M, (w).

In §2, we study the limits as o — 1/2, 400, of u,v, and MUMU(M},/2w) (The-
orems 2, 3). Some of the relevant key lemmas will be proved later (§3, §4). This
logically inverted ordering of sections is due to the introductory nature of §2 and
the “heaviness” of §3 and §4.

In §3, we shall prove the analytic continuation of M(s; z1, z) (Theorem 5).

In §4, we shall study the rapid decay property of |M,(z)|?, with special care
when o is arbitrarily close to 1/2 and |z| is not bounded (Theorem 7C).

§0.4

Now we mention something about the zero divisor of M (s; 21, 22) on which no
information appears in the product formula (0.2.4). First, as is already shown in
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the previous articles (reviewed in §1.2), M (s; z1, z3) has an Euler product decom-
position

(0.4.1) M = M(s; 21, 2o) H My(s;21,22)  (R(s) > 1/2),
P& Poo

where each local factor M, = M, (s; 21, 22) is holomorphic on {R(s) > 0} x C2. In
Case 2, Mp can be expressed by the Gauss hypergeometric function F(a,b;c;x),
as

(0.4.2) My (8321, 22) = F(iz1/2,iz2/2;1; N(p)~2%).

Each Mp has a non-trivial zero divisor Z,; {Z,}, is locally finite, and the inter-
section with D x C? of Zp Z, gives the zero divisor of M.

The local zero divisor Z, seems worth studying fullyH But let us touch here
the main property of its restriction to the hyperplane z; 4+ z5 = 0, say, in Case 2.
Put t = N(p)~*%, x =iz, and consider the “locally normalized” function

(0.4.3) fi(x) = F(x/(2arcsin(t)), —x/(2 arcsin(t)); 1; t2).

Then fo(x) = Jo(z), the Bessel function of order 0. If +{~,}>2; with 0 < 71 <
v2 < -+ denote all the zeros of Jy(x), then there exists 0 < tg < 1 such that each
v, extends uniquely and holomorphically to a zero 7, (t) of fi(x) for all |t| < to
(real if t is so). Moreover, f:(z) has no other zeros than {£,(¢)}, and we have
the Weierstrass decomposition

(0.4.4) fila) = f:[1<1 - 75”;)2)

This gives rise to another infinite product decomposition

(0.4.5) M(s HH( (W(](\L()W) ) ];[1_|_022

pZPoo

for R(s) > 1/2, where {6,}, is a reordering of {arcsin(N(p)~*)/v(N(P)~*)}p.v
according to the absolute values. For s = 0 € R, 0/3 are all positive real, as long as

N(p)? is sufficiently large. Comparing the two decompositions (0.2.4)) and (0.4.5])
will be a subject of future study.

ILeft to future articles; cf. [3] for some partial results for Case 1.
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81. Preliminaries

§1.1. The Plancherel volume

Let R? = {z = (21,...,74); 7; € R(1 < i < d)} be the d-dimensional Euclidean
space (d = 1,2,...), and |dz| = (dz; ...dxq)/(2m)¥? be the self-dual Haar mea-
sure with respect to the self-dual pairing e/(**") of R?, where (z,2/) = Ele X
Write, as usual, |z| = (z,z)!/2. Consider any density measure M (z)|dz| (M (z)
a measurable real-valued function) on R¢ with center 0, for which the standard
formulas in Fourier analysis hold; namely (the integrals denoting those over R?),

(1.1.1) M(z) >0, /M(x) |dx| = 1;
(1.1.2) /M(x)xi dz| =0 (1<i<d);
(1.1.3) M(y) == /M(x)e”w’y> |, M(x) = /M(y)e‘“g”’y) |dyl;

(1.1.4) vi=uvpy = /M(gc)2 |dx| = / |M(y)|?|dy|  (Plancherel formula).

We shall compare the two invariants

(1.1.5) W= pp = /M(a:)|ﬂc|2 |dx|  (the variance)

and the above vy, which will be called the Plancherel volume of M(x) (or of
M (x) |dz|). Note that vps can also be expressed as

(1.1.6) v = M(z) * M(—2) |g=0

(* being the convolution product with respect to |dz|). Thus, vy may be regarded
as the density at the origin of the distribution of the differences of two points in
the measure space (R, M (z) |dz|).

In general, the two invariants, the average p of the square of the distance from
the center and the density v at the origin of z — 2’ (z,2’ € R?), both with respect
to the given density measure M (x) |dx|, are unrelated invariants. But the product

(1.1.7) n?y

seems to be an interesting basic invariant. Note that this is invariant under the
scalar transform

(1.1.8) M(z) — M (cx)

for any ¢ > 0; in fact, 4 (vesp. v) is multiplied by ¢~2 (resp. c?).
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If we denote by M*(z) = u%?M(u'/?z) the scalar transform (1.1.8) for
¢ = p'/?, then M*(z) has Fourier dual M (u~'/2y), variance 1, and Plancherel
volume %2y, This scalar transform M (z) — M*(z) will be called the variance
normalization.

Let us pay attention to the following three special cases and the theorem to
come thereafter.

Example 1. If M (x) |dz| is Gaussian, i.e., M(x) = ce~alzl? (a, ¢ > 0), then
(1.1.9) pd?y = (d/2)%2.

In particular, the two-dimensional Gaussian distribution satisfies puv = 1.

Indeed, we have ¢ = (2a)%/? by , and pu = d/(2a), v = a¥/?.
Example 2. If M(z) =c¢ (Jz| < R) and = 0 (|z| > R), where ¢, R > 0, then

2d \Y? _/d
1.1.1 4/2, — [ = r(=+1).
(1.1.10) pev <d+2) <2+ )

In particular, when d = 2, we again have uv = 1.
Indeed, ¢ = 29/°T(d/2+ 1)R™%, p = 7945 R?, v = 29/2T'(d/2 4+ 1) R~
Thus, when d = 2, uv = 1 holds in these two special cases.

Example 3. Define the function f;(r) of » > 0 by

d(d +2
(1.1.11) falr) = %w'(l—ﬂ), 0<r<1,
0, r>1,
where
(1.1.12) Ya = (2m)*2 /Vol(S,_,) = 272711 (d/2),

Vol(S4-1) being the Euclidean volume of the (d — 1)-dimensional unit sphere. For
any fixed ¢ > 0, consider the function M (z) = ¢ f4(c|z|) on R%. Then M (x) also

satisfies (1.1.1]) and (1.1.2)), and we have

(1.1.13) /2y — (24 Vrar(4)
o d+4 d+4
Indeed, p = ¢~ 2 and v = c?v%, where
d 2d(d + 2) 22 AT ()
1.1.14 o0 20T gdp Ve )
( ) Pa=gya "7 Tqgyq d+4
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Now, intuitively, u and v cannot be too small at the same time and hence there
must be some inequality showing this. The following elementary but seemingly
basic inequality was obtained in passing. Since I could not find it in the literature
(including e.g. [1]), I take this opportunity to present it with a full proof (a sketch
was given in [3]).

Theorem 1. For each d > 1 and each measurable function M (z) on R? satisfying

(ELD-(CL2). we have, for ji= juas and v = vy ]

d/2
(1.1.15) ud/2y>( 2d ) / 4F(%).

d+4 d+4

Moreover, equality holds if and only if M(x) coincides almost everywhere with the
function given in Example 3.

The minimum-giving Example 3 was found by using small deformations, which
led to a simple differential equation of order 1. And once found, the proof is simple
(and somewhat miraculous).

Proof. Let M(z) be as at the beginning of this subsection, with invariants p, v.
We shall prove

(1.1.16) pPu > ()P,

where ujj, v are as defined by . We may assume that M (x) is rotation-
invariant, because averaging over |z| = r does not change p, while v either de-
creases or remains the same. Therefore, M(x) = f(|x|) with some non-negative
real-valued function f(r) of r > 0, and

(1.1.17)

1 o 1 o 1 o
— f(r)yrd=tdr =1, —/ fr)yrittdr = p, — / f(r)2ri=tdr = v.
Yd Jo Yd Jo Yd Jo

By a suitable scalar transform ([1.1.8)) we may assume that p is any given positive
real number, and so we assume p = ;. We then have

(1.1.18)

1 00
L fr) A =r2)ritdr > i/ f)YA =)t tdr =1 —ph =
Yd Jo

d Jo d+4’

because the corresponding integral over (1, 00) is obviously non-positive. Now the
Schwarz inequality gives

(1.1.19) (/01 f;(r)Qrdldr> (/Olf(r)zrdldr> > (/01 f;(r)f(r)rdldr>2.

'Here we just need the first definition of v in (1.1.4) involving only M ().
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Here, the first integral on the left hand side is nothing but v4v;, while the right
hand side is

(1.1.20) (dd+2) (/ Fr) A —=r?)rt 1d> ><d(d;2)>2v§<di4>2,

by (1.1.11)) and (1.1.18). Therefore, (|1.1.19)) gives

2d(d + 2) Q_V*
d+4 —d

1

(1.1.21) 1 fr)?rdr > 7§(V§)_1<
0

Yd
by (1.1.14)), and hence the desired inequality v > vj. The last statement of Theo-

rem 1 is clear from the above proof. O

In particular, for d = 1,2, we obtain
Corollary 1.1.22. We have

(1.1.23) pt?v > (187/125)Y2  (d=1),
(1.1.24) pv > 8/9 (d=2).

On the other hand, there is no upper bound for x%2v; indeed, if the support
of M(x) is concentrated on the sphere with center 0 and radius 7, then p is close
to r2 while v can be arbitrarily large.

§1.2. The function M(s; 2, 22)

We shall review, mainly from [0, §4], the definition and some main properties of
the function M (s; 21, z2) and its local factors Mp (s; 21, 22). Let K be any global
field, i.e., either an algebraic number field of finite degree, or an algebraic function
field of one variable over a finite field. Let p be any non-archimedean prime of K.
Define A, (p™) (z € C, n > 0) to be the coefficient of the power series

o exp<’2 di log((1 — N(p)_s)_1)> (Case 1),
(121) > A(p")N(p) ™ =
= exp (G lon((1- NG) ) )) (G 2)

of N(p)~*. It is a polynomial of z given by
1z
F, <—2 log N(p)) (Case 1),

(1.2.2) A= (p") = " <z;) (Case 2),
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with

;(” - 1) k (Case 1),

(.T +1)...(x+n—-1) (Case?2),

(1.2.3)  Fa(z) =

??“;—A

i

for n > 1, and Fy(z) = 1, where

(1.2.4) )= 3 ﬁg ) 1:(2:1).

n=ni+-4ng n=ni+-+ng

N1, Mg >1 ni,...,ng>1
Now the local p-factor Mp(s;zl,z'g) of M(s; 21, 22) is a holomorphic function of
(s,21,22) on {R(s) > 0} x C? defined by the following power series of N (p) 2

oo

(1.2.5) Mp(si21,22) = 3 Ay (P™)Asy (p™)N (p) 72"
n=0
For a given finite set P, of prime divisors of K including all the archimedean
primes in the number field case, the global function M (s; 21, 22), which is a holo-
morphic function of (s, z1,22) on {R(s) > 1/2} x C2, is defined by the Euler
product

(1.2.6) M(s;21,22) = H M, (s; 21, 22),

which is absolutely convergent on R(s) > 1/2 in the following sense. For any
given o9 > 1/2, R > 0, let |z1|, |22] < R and R(s) > og. Then for all but finitely
many primes p, we have |Mp(s;zl,22) — 1| < 1, and the sum of log Mp(s;zl,ZQ)
(the principal branch) over these p converges absolutely and uniformly. It has a
Dirichlet series expansion

(1.2.7) M(s;z1,22) = Y A (D)A,(D)N(D)™> (R(s) > 1/2),

D integral

where D runs over the integral divisors, i.e., divisors of K of the form D =
[lgp. p™ (ny >0, nyp =0 for almost all p), and A, (D) = [[,gp_ A=(p™).

Other expressions. The local function ]\;[p(s; 21, 22) has an integral expression

1
(1.2.8) My (s;21,22) = / exp<2(zlgs,p(t1) + Zggsm(t))) d*t,
Cl
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where g5 ,(t) is a continuous function on C!' = {t € C; |¢t| = 1} defined by

(1.2.9) Gop(t) = 1— N(p)—st (Case 1),

—log(l — N(p)~°t) (Case 2),

(the principal branch of the logarithm), and d*t is the normalized Haar measure
on C! (so that the total measure of C! is 1). It also has the following power series
expansion in zq, 2zs:

a b
Z172

- . a a,b
(1.2.10) My(s;21,22) =1+ Z (+1/2) +b”¥(’ )(5) alb!’

a,b>1

where the sign is minus (resp. plus) for Case 1 (resp. Case 2), and
(1.2.11)  u{™(s)
a+b n—1 n—1 —2ns
CRCIED SN (o [ L C R it

a—1
n> max(a,b)

Z 8a(n)dp(n)N (p) 2" (Case 2).

n> max(a,b)

In particular,

(log N (p))?/(N(p)** — 1) (Case 1),
(1212) ,UI(JLI)(S) = Z n—QN(p)—Qns (Case 2).

n>1

The global function M (s; 21, 25), for each s with ®(s) > 1/2, has an every-
where absolutely convergent power series expansion in 21, 2o:
228
a'b!’

(1.2.13) M(sizze) = 14 S (%i/2)u(*(s)
a,b>1

with the same choice of the sign as above. Here, each (*?) (s) denotes the following
Dirichlet series which is absolutely convergent on R(s) > 1/2:

(1.2.14) pleP(s) = > Au(D)Ay(D)N(D)*,

D integral

where Ay (D) (> 0) for each integral divisor D is defined by

(1.2.15) A(D)= > Ai(D1)... Asy(Dy),

D=D;...Dy
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where

(1.2.16) (D) = {logN(p) (Case 1),

1/n (Case 2),

if D = p™ with some p € Py, and n > 1, and A;(D) = 0 otherwise. By comparing
the coefficients of z; 25 for J\Z/p (s; 21, 22) and M(s; 21, z2) in the formula 1) we
obtain the Euler sum expansion (only for (a,b) = (1,1)):

(1.2.17) u(s) = pE0(s) = S g V(s)  (R(s) > 1/2).
pZPoo

Finally, let M,(w) (¢ > 1/2, w € C) denote the “M-function” defined and
studied in [2] (Case 1) and [5] (Case 2). (In the latter, it is denoted by M, (w).)

Then its Fourier dual is M, (2) := M (0; 2, ). In fact, if ¢,, », (21,22 € C) denotes
the quasi-character C — C* defined by

(1.2.18) Yoy zp (W) = exp(é(zlw + zzw)>7

and if we put ¢, = 1), > (which is a character C — C!), then we have

(1219) $t(o321,52) = [ Mo ()0 s (0) ],
(1.2.20) Ma(w):/Ma(z)w_w(z)|dz\,
where |dw| = dudv/(27) for w = u + vi, and the integrals are over the whole

complex plane. Both M, (w) and M, (z) are continuous functions on C belonging
to L'; hence the Plancherel formula holds. Recall also ([, §4.2]) that the center
of gravity of M, (w) |dw| is 0, and that u(o) = p*Y (o) (¢ > 1/2) is equal to the
variance

(1.2.21) to = p(o) = /ML,(w)|w\2 |dw].

It is easy to see (cf. §3 below) that lim,_1/5 e = +o00 and limy .ty = 0
(Cases 1, 2).

Now let v, denote the Plancherel volume of M, (w). In connection with Ex-
amples 1, 2, 3 (§1.1), where pr = 1, 1, 8/9 (the minimal possible value) respec-
tively for d = 2, we are interested in studying the product p,v,. First, some
numerical evidences suggest that p,v, is often quite close to 1. For example in
Case 1, when K = Q (resp. Q(v/—1)) and P, consists of the unique archimedean
prime of K, then 1 — vy = 0.017... (resp. 0.018...). In §2, we shall study

the limit behaviors of the variance-normalized function p, M, (u},/ 2w) and that of
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loVs as 0 — 1/2 and 0 — oo for general cases of (K, Py). Here, we just add,
without proof (cf. [3] for a sketch of proof) the following

Example 4. Let K = Fy(x) be the rational function field over a finite field F,
and Py = {poo}, the unique prime at which = co. Write ,uS,Q) (resp. V[(,—Q)) for the
variance (resp. the Plancherel volume) of M, (w) |dw|. Then for any fized o > 1/2,
at least in Case 1, we have

(1.2.22) lim p{Pv(0 =1.

q—0o0

Is pyv, related to some invariant with a different origin? Is there a complex
analytic version of v, 7

§2. Limits at 0 =1/2 and 0 = +o0

Let M (s; 21, 22), My (w), etc. be the functions defined in §1.2 associated with a
given pair (K, P) of a global field K and a finite set Py, of prime divisors of K
including all archimedean primes in the number field case. Let p, (resp. v,) denote
the variance (resp. the Plancherel volume; cf. §1.1) of the measure M, (w) |dw|
(0 > 1/2) on C (considered as the two-dimensional Euclidean space in the obvious
way). We shall study the limits, first at o = 1/2, then briefly those at o = +o00, of
the invariant p,v, and of the variance-normalized function ugMo(uzl,/ 2w). In this
section, we shall state the main results, Theorem 2 for ¢ — 1/2 and Theorem 3
for ¢ — +o00, and reduce the proof of Theorem 2 to Lemmas A, B and that of
Theorem 3 to Lemmas A’, B’. Lemmas A, A’ concern the limits of

~ zZ1 Z9
M - =
(S’ 1(s)17?’ u(S)W)

as s — 1/2, +oo respectively, where pu(s) = p(11 (s) is the complex analytic version
of py. Lemmas B, B’ are on the rapid decay property as |z| — oo of the normalized
Fourier dual M, (z/,u}T/Z), when o belongs to a small neighborhood of 1/2, +o0,
respectively. The proofs of these lemmas will be postponed to later sections, except
for Lemma A’. Because of its introductory nature, we have put this section right
after §1, in spite of its logical dependence on later sections.

§2.1. The main results for ¢ — 1/2
Theorem 2. (i) Aso — 1/2,

(20 —1)72 (Case 1),

2.1.1 o~
( ) a (Case 2),

]
%9 —1

where ~ means that the ratio of two sides tends to 1.
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(ii) We have

(2.1.2) 111}1/2 oty =1  (Cases 1, 2).
(iii)ﬂ We have
(2.1.3) lim  pg My (p/ ?w) = 2¢~Iwl* (w € C) (Cases 1, 2).

oc—1/2

These answer “the lim,_,;/;-version” of the questions raised in [2, Remark
3.11.17].

§2.2. Proof of Theorem 2(i)

This follows directly from ((1.2.12]) and (|1.2.17]). But a more economical way is to
rely on a result of §3 below; namely (with the notations of §3.1, §3.3), by the last

assertion of Theorem 4, the difference pu(s) — ¢(2%)(2s) extends to a holomorphic
function on R(s) > 1/4. Hence

. p(s)
2.2.1 | ——— =1
(2:2.1) Jm, gemzs) Y
|Arg(2s—1)|<m

hence
(2.2.2) 1111%(25 —1)%u(s)=1 (Case 1),
(2.2.3) im0 (Case 2),
s—1/2 log 3 L 1
|Arg(2s—1)|<m 5T
as desired.

For any s with [2s — 1| < 1 and |Arg(2s — 1)| < 7, we define u(s)'/2 to be
the square root taking positive value when s is real and > 1/2.

§2.3. The Key Lemmas A, B
The first key lemma is Corollary (§3.4) of Theorem 5, to be proved in §3.
Lemma A. We have
. ~ <1 22 2122
2.3.1 1 M(s; ———,——— | = -
@3.1) Jm, (s i ) = e (7))
|Arg(2s—1)|<m

and the convergence is uniform on |z1|,|z2| < R for any given R > 0.

IThe author is grateful to S. Takanobu for helpful discussions which led to this generalized
form of the result.
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The second key lemma states a rapid decay property of the function M, (z) :=
M(o; 2,%) of z € C, to be proved in §4.6.

Lemma B. Fiz any e with 0 <e < 1. If (20 —1)"1>_1, then
~ 2 1—e 2(1—¢)
(2.3.2) |My(2)]* < exp —Tug|z|
for all z € C, where € =€ (resp. 0) for |z| > 1 (resp. |z| < 1).
§2.4. Proofs of Theorem 2(ii)&(iii) assuming Lemmas A, B
Proof of (ii). Note first that

(2.4.1) pove = [ NG /22?42,

For each fixed z, when o — 1/2, the integrand tends to exp(—|z|?/2) by Lemma A.
In order to apply Lebesgue’s convergence theorem to deduce that the lim, ;o
operation commutes with integration, we only need to show that the integrand is
uniformly bounded near ¢ = 1/2 (we may thus assume p, > 1) by an integrable
function of z. But this follows directly from Lemma B. In fact, Lemma B for
e =1/2 gives

(24:2) INL, (11, 1/22)]? < max(exp(—|21/4), exp(~|2[/4)),

which is integrable. Therefore,

(2.4.3) lim W/c,:/ lim | M, (u;1/%2)|? |dz|:/exp(—|z|2/2)\dz|

oc—1/2 o—1/2

:/ e~ 2 dr = 1,
0

Proof of (iii). The Fourier inversion formula (1.2.20]) gives

as desired.

(2.4.4) o Mot/ 0) = [ N (/2200 u(2) ).

By Lemma A and (2.4.2)), we can also apply Lebesgue’s convergence theorem and
hence obtain

(2.4.5) fim i M (2 20) = [ exp(— o2/ 4)- () do] = 2710,

o—1/2

as desired. O
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82.5. The main results for 0 — 400

The following numerical invariants of the pair (K, Py),

o= min N(p), m:=|{p ¢ Px; N(p) = a}|

(] | denoting cardinality), and the Bessel function
00 (71)71 T 2n
2.5.1 = — | =

will be involved. Clearly, @« > 2 and m > 1. The main result corresponding to
Theorem 2 is the following:

Theorem 3. (i) As o — +oo,

{(1oga)2ma_2" (Case 1),
Ko ~

(2.5.2)
ma~27 (Case 2).

(ii) In each of Cases 1, 2,

<2
(2.5.3) hm HoVs —m/ Jo(x)*™x (m <2),
o=+ <oo (m>3).
(iii) In each of Cases 1, 2, at least if m > 5, we have
(2.5.4) 1113_1 fro M (pl/?w) = / Jo(|w|z)Jo(x/v/m)™x dx.
g— O

Moreover, the support of this function is compact, being contained in {w € C;
lw| < v/mj}.

§2.6. Proof of Theorem 3(i)
We shall prove a slightly stronger result;

(loga)?m (Case 1),

o=R(s)—>+o0 m (Case 2),

(2.6.1) lim  o®u(s) = {

with the uniformity of convergence with respect to (s). First, by (1.2.12)) and

we have
(2.6.2) o®u(s) =a® 3wtV (s)= > a(p™)(a/N(p)™)*,

pZPoo pZPoo
n>1

where a(p™) = (log N(p))? (resp. 1/n?) for Case 1 (resp. Case 2). Now decompose
the sum into three parts; the first sum, over those (p,n) satisfying N(p) = «
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and n = 1, gives the right hand side of (2.6.1); the second, over N(p) > a, is
< (a/a’)?972 where o/ denotes the second smallest norm of primes outside Py;
the rest is over N(p) = a, n > 2, which is < a~27. Since the latter two partial

sums tend to 0 uniformly with respect to (s), this proves (2.6.1)).

In particular, pu(s) # 0 for R(s) sufficiently large. We shall denote by p(s)'/?

its unique square root that takes positive values when s = o > 1.

§2.7. The Key Lemmas A’, B’
The counterparts of Lemmas A, B for lim,_,, , are the following.

Lemma A’. We have

. ~ 21 29 2172 "
2.7.1 1 M|(s; ———= =J
( ) a:m(}qr)ILJroo <5a [(s)172 M(3)1/2> 0<\/7> ’

and the convergence is uniform on |z1|,|z2] < R for any given R > 0 and with

respect to (s).
The proof will be sketched in §2.9.

Lemma B’. There exists a constant C > 0 depending only on (K, Py) such that
(2.7.2) | Mo (5" /%2) < Clz|~™/2
forallo>1 and all z € C.

The proof will be postponed to §4.1.

§2.8. Proofs of Theorem 3(ii)&(iii) assuming Lemmas A’, B’

Proof of (ii). The limit formula (2.5.3) for m > 3 can be obtained from Lemmas
A’ B’ exactly in the same manner as in the proof of Theorem 2(ii). For m < 2,
the divergences can be checked easily.

Proof of (iii). When m > 5, there is again no problem. (The term Jy(|w|z) appears
as the average of 1)_,,(z) over the circle |z| = z.) It is likely that the same equality
holds also for smaller m. But it should be noted that the limit function of w need
not be continuous. Especially when m = 1, the limit is not even a function, but a
hyperfunction with support on the unit circle |w| = 1. This is because in the limit
o — 400, only the contribution of the unique prime p with N(p) = o remains.
As for the statement on the support, we can see this in two ways. Firstly, by
construction [2, [5], the support of M, (w) for o > 1 is contained in |w| < p,, where

d
——1o o) ~ma “loga (Case 1),
(281) D = 8¢k, P (0) ga )
log k,p. (0) ~ma~7 (Case 2);
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hence limy—, 4 o0 po/ utl,/ * = /m. Secondly, from the right hand side of | , one
can also see this by a result of Nicholson (cf. [9, §13.46]), which asserts that if

R(v) > —-1,a1,...,am >0,b>a; + -+ ap, then

(2.8.2) / 2L (b)) [ [ T (aiz) do = 0
0

i=1

= 1/vm,

(our m corresponds to m —1 in [9]). Apply this for v =0,a1 =--- = ap,
b = |w|, to see that the right hand side of (2.5.4)) vanishes for |w| > \/m.

Remark 2.8.3. As for the value of the right hand side of (2.5.3)), i.e.,

(2.8.4) a(m) := m/ooo Jo(x)? ™z d,

we have a(3) =1.01...,a(4) =0.951..., a(5) = 0.953..., etc., and one can prove
that lim,, o a(m) = 1. Numerical evidence suggests that lim,, ., m(1 — a(m))
=1/4.

§2.9. Sketch of the proof of Lemma A’
Let R(s) be sufficiently large and choose 1(s)'/? as at the end of §2.6. The power

series expansion ((1.2.13) of M (s; 21, z2) gives
a b

(a,b)
~ L Z9 o a-‘rbl’bi(s)zlz
oy (s S ) - L 2 T

Here, as in (|1.2.13)), the sign of i/2 is minus (Case 1), or plus (Case 2). On the
other hand, the expansion (2.5.1)) for Jo(z) gives

1/2 a,b
2172 _ a+b ab)zlzZ
pon a((2)7) o 5 e,

a,b>1

where
0 (a #b),
2.9.3) Al = k 2
(29.3) & Y (k k) (a=b=k>1).
b=kt etk 1, m
So, it is enough to prove the existence of constants oy > 1 and C' > 0, each

depending only on (K, P.,), such that

(a,b)
’ui(s) _ (a:b) -
u(s)latnsz —H e o0 — 1

Note that the left hand side of (2.9.4) is 0 when a = b = 1.

(2.9.4) (0 =R(s) > o0 + 1).
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To prove (2.9.4)), note first that (1.2.14) gives
(295) o@D = N A (D)A(D) (" /N(D)?)*

D integral
!/
= Y AuD)A(D) (@ /N (D)),
D integral

! . .
where >~ denotes the sum over the non-vanishing terms.

Proposition 2.9.6. Let {p1,...,pm} be all the distinct primes ¢ Py with
norm . Let k > 1 and D be any integral divisor. If Ay (D) # 0, then N(D) > oF,
and equality holds if and only if D has the form D = [[\*, pr with STk = k.
Moreover, in this case,

(2.9.7) AR(D) = <k1 k km)(]oga)nk’

where k =1 (Case 1) or K =0 (Case 2).

This is almost obvious. By this proposition, we may rewrite lb as I(®b) 4
I1(@Y) (), where

/

1= 3" Ay(D)Ay(D)

N(D)2=qa+b
0 (a £),
= k 2
(5 (.l n) Jrsere™ @=s=n,
Kby et 1y-v-sKm

D)= 3 A(D)A(D)(a" T /N(D)2)".
N(D)2>aqet?

In particular, "D = m(log a)*; hence

(@b J(a;b)
(29.8) A = e
Therefore,
(a,b) J(a:b) 4 rr(ab) J(a,b)
(299) 1 (S) _ ﬁ(a,b) _ + (S) _ ]
N(S)(a+b)/2 ([(1,1) + II(l,l)(s))(a+b)/2 (I(Ll))(a+b)/2

In order to estimate the quantity I7(*)(s), we need the following
Proposition 2.9.10. There exists o9 > 1 depending only on (K, Ps,) such that
(2.9.11) Ax(D) < N(D)°°

for any D and any k > 1.
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The point is that the present bound is independent of k.

Proof. Since lim, . o0 (C p._ /Cr. P, )(0) = limy o0 log (i P, (0) = 0, We have
A(D)
0 e SV
< Z NDyr <1
D integral
for sufficiently large o¢ > 1. But then its k-th power is also < 1; hence
Ay(D)
2.9.12 —_— .
(2.9.12) E I <1
D integral

Since each summand is non-negative, this implies A, (D) < N(D)?° for each D,
as desired. O

By using Proposition [2.9.10] we can easily derive

oo+1\a+b
(2.9.13) 110 ()] <« 770

oc—op—1

and by combining these we obtain (2.9.4]) directly.

§3. Analytic continuations

83.1. Local formal power series

In connection with the local factors of M (s; 21, 22), we consider, in each of Cases
1, 2, the following formal power series F' = F(x1, x2;t) in three variables:

(311) 1171,1327 ZF 1171 tn = 1+2Fn(I1)Fn(I2)tn,
n=1

where each F),(z) is a polynomial of z of degree n defined by ([1.2.3)), or equivalently,
by the generating functions

(3.1.2) exp(1 — t) Z F,(z)t" (Case 1),
(3.1.3) exp(—zlog(l—1¢))=(1—-1¢)" Z F,(z)t" (Case 2).

Note that each monomial z¢z5t" appearing in F' — 1 satisfies 1 < a,b < n, and
has a positive rational coefficient. Define also the formal power series log F' by
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Sre (—1)F1(F — 1)*/k, and express it as a power series of x1, z2, 1, as

:L'
(3.1.4) log F(xy,205t) = Y B 1,bft" (B € Q)
a,b,n>1
a,.b
n a ryixr
=3 Bulovaa)t" = 3 BOVWTGE.
n>1 a,b>1

Note that ﬂ(a P = 0ifn < max(a,b); hence

x$ .7}

(3.1.5) ()= Y pe? llbf,
1<a,b<n

(3.1.6) B (ty= 3 g,

n>max(a,b)
For example,

t(1—t)~1 (Case 1),

3.1.7 BID() =4 =
( ) ) Zn*Qt” (Case 2);

n=1

hence g = 1 (Case 1) and Bt = p-2 (Case 2).
In connection with the local factors of higher logarithmic derivatives of the
zeta function, we also consider the power series

(3.1.8) 0(t) = Lo(t) = —log(1 — 1),

and for each k > 0,

(3.1.9) le(t) = (td> :i =t

They have the generating function

(3.1.10) i T)
k=0

Put
1 (Case 1),
KR =

0 (Case 2).
For each fixed a,b > 1, {{;(a4b)(t")}n=1,2,... forms a Q-linear topological basis
of the power series algebra Q[[t]] equipped with the ¢-adic topology. Hence there

. . a,b .

exists a unique system {vyn "’ }n qb>1 Of rational numbers such that
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(3.1.11) = A ) (£7)

n>1
for any a,b > 1. It is clear from the definition that fy(a P —0ifn < max(a,b), and
that
(3112) ab) —Z,},(ab m/n Iia“rb)fl

n|lm

(m=1,2,...); hence the Mobius inversion formula gives

3 )

(3.1.13) %(fvb) = Z N(n/d)(n/d)n(a+b)7lﬂéa’b).
d|n
For example ’y(l D 1, and for n > 1 (LY = [I,,(1 = ¢) in Case 1, and n~2
v 11 s Tn fn ,

times this quantity in Case 2, where ¢ runs over all prime factors of n. By (3.1.4)
and (3.1.11)), we have the formal equality

b
(3.1.14) log Flzy,za5t) = Y 4P lain) (") bl

n,a,b>1
n>max(a,b)

83.2. Local analytic functions
We start with the following
Proposition 3.2.1. (i) F(z1,z2;t) defines a holomorphic function of x1,x2,t€C
on [t| < 1.
(ii) Let R > 0,0 < r <1 and|z1],|z2| < R, |[t| <7, and suppose that one of r, R is

fized and the other is sufficiently small. Then |F(x1,x2;t) — 1| < 1; hence the
(principal branch) logarithm log F(x1,x2;t) is holomorphic on this domain.

Proof. Note first that the equalities for Case 1 and for Case 2 are
valid also as formulas for analytic functions of z, t on |t| < 1. Note also that the
coefficients of F,(x) are non-negative. Thus, for any N > 1 and |z1|, |z2] < R,
[t|] < r, we have

N N N i
(3.2.2) Z | Fn (1) Fn (2)2"] < Z Fy(R)*r™ < (Z Fn(R)r"/2>
1/2 2
(ZF n/2) _ (eXp<1}Er1/2> - 1) (Case 1),

(1 =r1/2)=R —1)2 (Case 2).

The rest is obvious.
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Corollary 3.2.3. (i) For each a,b > 1, the series (3.1.6]) converges absolutely on
[t| <1 and hence defines a holomorphic function B(*)(t) on |t| < 1.

(ii) Under the assumptions of Proposition il), the three series in (3.1.4) are
absolutely convergent, and the three equalities there are valid as equalities for

analytic functions.
Now let p be any non-archimedean prime divisor of the base field K, and put

—log N(p) (Case 1),

(3:2.4) A = (~log N(p))" =
1 (Case 2).

Then it follows directly from the definitions (§1.2) that

(3.2.5) My (8521, 22) = F((iAp/2)21, (iAp/2) 225 N(p) ~2)

(s,21,22 € C, R(s) > 0). For each pair (a,b) of a,b > 1, define the holomorphic

function B,(Ja"b)(s) on R(s) > 0 by

(3.2.6) By (s) = Mgt B (N (p) =),

In the special case a = b = 1, we have, by (1.2.12)) and (3.1.7)),

(log N(p))*(N(p)** —1)~" (Case 1),

(1,1) (1,1) 00

3.2.7) B §) = §) =

( ) By ) =) g n"2N(p)~ s (Case 2).
n=1

Corollary 3.2.8. Let R > 0, a > 2, g9 > 0, and |z1],]|22] < R, N(p) > «,
R(s) > 9. Suppose that two of R, v, 00 are fized and the remaining one, if R, is
sufficiently small while if a or oy, is sufficiently large. Then |My(s;21,22) —1| <1,

and

y (@) (g1 (4 /)00 AL 22
(3.2.9) log My (s; 21, 29) = g;l B (s)(i/2)" "
Proof. In Case 2, this is obvious by (3.2.5) and Corollary ii). In Case 1,
the difference between |z,| and |z,| (v = 1,2) involves log N(p). But since
log N(p))N(p)~9° is bounded and it tends to 0 when one of a, oy tends to oo, the
(
same proof works. O

Now put

(3.2.10) Pp(s) = £(N(p)™") = —log(1 = N(p)~") (R(s) >0),
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and for £k =0,1,2,...

7

L0 () = (g NE) NG ) (R > ).

In particular, for k = k(a +b) and n = 1,2, ...,
k(a+b a —2ns
(3.212) o5 T (2n8) = AU, 0y (N (p)7279).

(3.2.11) () =

The formal equalities (3.1.11)), (3.1.14)) suggest that the corresponding analytic
equalities

(3.2.13) By (s)= > AN (2ns),

n>max(a,b)

a,b
a,b) 4 (k(a+b)) 1o)a+b 2172
(3.2.14) log M, (s; 21, 22) abEn>1’Y( Yot (2ms) (i/2)"* a'b!

would hold on some suitable domain where Mp(s; 21, 22) does not vanish. Note

that the coefficients 'y,(la’b) are independent of p, so that under some further con-

ditions the globalization would be possible. Our aim is to establish these results
(Theorems 4, 5).
§3.3. The global analytic functions of s
First, we define the functions B(**)(s) (a,b > 1) of s.
Proposition 3.3.1. Let a,b > 1. Then the sum
(3.3.2) B (s) = > B{"(s)
PE P

converges absolutely and uniformly on o = R(s) > (14 €)/(2max(a,b)) for any
€ > 0, thereby defining a holomorphic function on o > 1/(2max(a,b)).

Proof. Since N(p)~27 < 2~V max(a:b) "and since B (t)/t™ax(2:9) js holomorphic
on [t| < 1 and hence bounded on |t| < 271/ max(@:0) e have, by (3.2.6),

IBYY ()] <ap (log N(p))* TN (p) 720 m2x(@0) < (log N(p))* PN (p) "1,

whose sum over p ¢ P, converges. O
In the special case a = b = 1, we have, by (1.2.17) and (3.2.7)),
(3.3.3) B (5) = p(B(s).

Now we shall define the functions ¢(*)(s). Let ((s) = Cx p.(s) be the zeta
function of K without P, factors, defined by the Euler product expansion

(3.3.4) [ITa-NE™™" &) >1)
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and by analytic continuation on the whole complex plane. Let

(3.3.5) ¢(s) =log ((s),

where the branch of the logarithm is the one that tends to 0 as $(s) tends to +o0.
It is holomorphic on $(s) > 1 and is a multivalued analytic function on C where
(s) # 00,0. For each k > 0, ¢(*)(s) will denote the kth derivative of ¢(s) with
respect to s. Thus, ¢(%)(s) = log((s), and for each k > 1,

dk—l
(3.3.6) o (s) = 5= ({'(5)/<(5))

is a meromorphic function on C. By these definitions we have, for each k > 0,

(3.3.7) sM(s)= D op” (R(s) > 1);

P& Poo

hence for each n > 1,

(3.3.8) oM (2ns) = 3 o (2ns)  (R(s) > 1/(2n)).

In particular, if n > max(a,b), then ¢*(9+9)(2ns) is holomorphic on R(s) >
1/(2max(a,b)).

Theorem 4. Let a,b > 1. Then the equality

(3.3.9) B@W(s)= 3" A@bplatt) (9n)

n>max(a,b)

holds in the following sense. (i) For any N > max(a,b) — 1 and € > 0, the sum

overn > N + 1 on the right hand side converges absolutely and uniformly on o =

R(s) > (14¢€)/(2(N+1)), and (ii) the equality holds on o > 1/(2max(a,b)).
In other words, the holomorphic function

(3.3.10) B0 (s) = Y~ y[#0 g(x(a ) (2n5)

n<N

on o > 1/(2max(a,b)) extends to a holomorphic function

(3.3.11) D Al gt (2ns)
n>N+1

on o >1/(2(N +1)). In particular, u™"b (s) — ¢(>)(2s) extends to a holomorphic
function on o > 1/4.

The proof will be given in §3.7 after some preliminaries.
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§3.4. The analytic continuation of M(s; z1, z3)
Theorem 5. (i) For any N > 0, the holomorphic function
~ a b
(341)  M(s;21,2) exp (‘ S Afengstern) (2ns><¢/2>“*b'zﬂ§?>
1<a,b<n<N a:o:

of (s, z1,22) on R(s) > 1/2 extends to R(s) > 1/(2(N +1)). In particular (N = 1),
(3.4.2) M (s; 21, 22) exp(iqb@“) (28)2122)

extends to a holomorphic function of s, z1, 22 on the domain defined by o > 1/4.
(ii) Let o9 > 1/2, R > 0, and R(s) > 09, |z1], |22] < R. Suppose that either oq is
fixed and R is sufficiently small, or R is fized and oq is sufficiently large. Then
the two series

a b
a natb 217
(3.4.3) E B (5)(i/2)7+ al!b!2’
a,b>1
a b
3.4.4 (a,b) 4 (k(atb)) (9 /9 a+b?1%2
(344) D e ) /2

n>max(a,b)

both converge absolutely and uniformly to log M(s; z1,22). In Case 2, this means
that M(s; 21,22) has an absolutely convergent infinite product expansion
(3.4.5) M (s; 21, 22) HC (2ns)finGzr22)  (R(s) > 09, |21], |22] < R)

(00, R as above), where

a,b

" o 2§z

(3.4.6) R, (#1,22) E ylab) (5 /2)atb 1!b!2'
a,b=1

The proof will be given in §3.8 after the preliminary subsections.
For example, let K = F,(z) and Ps = {poo} be as in Example 4 (§1.2). Then
Cr.p., (8) is simply = (1 — ¢'=%)~1; hence

(3.4.7) M(s, 21, Zg) = H(l _ q1—2n3)—Rn(Z1,z2).
n=1
Corollary 3.4.8 (Lemma A, §2.3). We have
. ) Z1 22 2122
3.4.9 1 M(s; ——, —/——— | = —
(349 5=1/2 < ul(s) 172 ms)w) eXp( 1 )

|Arg(2s—1)|<m

and the convergence is uniform on |z1,|22| < R for any given R > 0.
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Proof. The above theorem shows in particular that

- (%) (25
(3.4.10) f(s;521,22) = M(s; 21, 22) exp<4z122)

extends to a holomorphic function of (s, z1,22) on R(s) > 1/4. Clearly, f(s,0,0)
=1, f(s, 21, 22) is continuous at (1/2,0,0), and lim,_,; /o (s)~1/? = 0. Therefore,

(34.11)  f(s;z1/p(s)!/?, z2/p(s)'?)

) (20 (9
= NI (s: 21/ (), 20 /() 2) Xp<¢<2>>

4p(s)
tends uniformly to 1 as s — 1/2 (on |z1], |22| < R). But by (2.2.1)), the exponential
factor tends uniformly to exp(z122/4). These together prove the corollary. O
Now let
(3.4.12) D={seC;R(s) >0, ((2ns) #0,00(n=1,2,...)},

where ((s) = Ck,p..(s). (In the number field case, the condition {(2ns) # oo is of
course equivalent to s # 1/(2n).) Then Theorem 5 gives directly:

Corollary 3.4.13. M(s; z1, 22) extends to a single-valued (Case 1) or multi-valued
(Case 2) analytic function of (s, z1,22) on D x C2.

As regards Case 2, if sg is a point with R(sg) > 0, s9 € D, and s encircles
S0 in its small neighborhood in the positive direction (21,22 being fixed), then

M (s; 21, z2) is multiplied by

(3.4.14) exp (2m' > kR, (21, 22)>.
v=1

Here, (n,),_, are the distinct positive integers such that {(2n,sq) = 0 or oo,
and k, is the order of {(s) at s = 2n,sg. Thus, M(S;Zl722) can be regarded as
a univalent analytic function on D" x C2, where D"?" denotes the maximal
unramified abelian covering of D. Moreover, although M (s; 21, 22) is multi-valued,
its divisor on D x C? is well-defined. Note also that for 1,9, € R, |]\~4(s7 Y1, 1y2)|
is a univalent function on D x R? (because R,,(iy1,iy2) € R).

Now each local factor M, (s; 21, z2) is a holomorphic function on {R(s) > 0}
x C?, having a non-trivial zero divisor. It is clear from the Euler product expansion

(3.4.15) M(s;z1,20) = [ Mp(sizn,22)  (R(s) >1/2)
PE P



ARITHMETIC FUNCTIONS M (s; 21, 22) ASSOCIATED WITH GLOBAL FIELDS 283

(cf. §1.2) that the zero divisor of M(s; 21, 22) on {R(s) > 1/2} x C? is simply the
sum of the zero divisors of the local factors. But moreover, we have

Corollary 3.4.16. The zero divisor of M(s; z1,22) on D x C2 is the sum of the
zero divisors of My(s; 21, 22) (restricted to D x C2) for all p ¢ Pao.

This will be proved in the course of the proof of Theorem 5(i) (in §3.8).

§3.5. Preliminaries for the proofs of Theorems 4, 5; Some estimates

A main point in the proofs is the exchangeability of the order of (various) summa-
tions, over p, n, (a,b). To justify this, we need the absolute convergence of various

sums over all p, n, (a,b), and for this, some estimates of each summand will be

needed. In this subsection, we shall estimate |B(@ (¢)], [85"] and [7{""].

Proposition 3.5.1. Let [t| < 1. Then
(3.5.2) B (1)] < (2min(a, b))~ |¢x(e) (1 — 1/2)~2las),
Proposition 3.5.3[] We have

(i) 8P| < (den)eto1 (Cases 1, 2),

- ﬂga,b) 2 1
(i1) Z <3“+ba!b!) <3 (Case 2).

a,bn

Proposition 3.5.4. We have

(i) Y| < (4en)*t?  (Case 1),
(i) |y@P| < 39F0alpl  (Case 2).

Before proving these propositions, we need several basic remarks. First, by

1] the coefficient of z¢24t" in F(x1,x9;t) = > >0 Fnl@1)Fo(z2)t" for n >
max(a, b) is given by (Zj) (2:11)/(11!6!) in Case 1 and by 0,(n)dp(n)/alb! in Case 2,
and is 0 for n < max(a,b); hence F(x1,x2;t) may be rewritten as

a .b
T1To
alb!’

(3.5.5) Flry,aat) =1+ > [P ()

a,b>1

1Since so many positive absolute constants appear, instead of denoting them Ci,Cs, etc.,
we shall simply give an explicit choice for each (e.g., 4e in (i) below). Later arguments will not
depend on these specific choices.



284 Y. IHARA

where
n—1\/n—-1
" 1
>Z b (a—l) (b—1>t (Case 1),
(356) f(a’b)(t) — n>max(a,b)
5 (a)d, (D)™ (Case 2).
n>max(a,b)
Therefore,

(oo} —
(a, b (¢t x1$2 .
(3.5.7) log (1, z2;t Z (Z f albl > ’

k=1 a,b>1

b
hence the coefficient B(®?)(t) of & ,5,2 in | is given by

(3.5.8)  B@Y (1)
min(a,b)

-y By s (G ) e,

k=1 a=ai+-+ap b=by+---+by o v=1
at,...,ap =1 by,...,bp>1

(A priori, the outer sum is over all k& > 1, but the inner sum is 0 unless k <
min(a, b).)

For any formal power series f and g with non-negative real coefficients, f <. g
will denote the coefficientwise inequality <. Note that this inequality is preserved
by additions and multiplications. By (3.1.6)) and (3.5.8)), we have

(3.5.9) >t
n>max(a,b)

min(a,b)

1 a b k (@ 1by)
<y r 02 ()6 ) e

k=1 a=a1+-+ak b=bi+---+by
ar,..,ap>1 by,...,bp>1

We shall need the following two <.t inequalities:

(u(1 — )1+,

(3.5.10) FOYW?) <ot § fmax(a,b) — 1 12
5 o\ max(a,b)
(o)1t =72
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To verify these we may assume a > b. By ((1.2.4) and (3.5.6)),

(35.11) ey <a X (02 (501w

n>a

(SIS 6))
But

(35.12) > (00 =i -0

a—1

and hence

u —Uu )b
(3.5.13) 2 (Z:D“n sef ((‘; D)(u(i —u)hye.

(The first is obvious by (3.5.12) and b < a; the second is by (3.5.12) and (’;:11)

< (Z:£> (Z:ll) = (‘b‘j) (Zj)) Therefore, follows directly from f
(3.5.13).

Proof of Proposition [3.5.9(i). By (3.5.9) and the first inequality of (3.5.10), we
obtain

min(a,b)

(3.5.14) Yoo 1B < D R (1 =)
k=1

n>max(a,b)

<er min(a, b)T0 (u(1 —u)~ )2t

Therefore, by (3.5.12)),

2n —1
a+b—1

(27’L _ 1)a+b—1

(@0 <« mj b a+b )
5] < min(a, b) ( CETE

) < (a+b—1)

By using n! > e "n" and a + b — 1 < 29t*~1 we obtain
‘ﬂT(La,b)| < (a +b— 1)€a+b—1(2n _ 1)a+b—1 < (4en)a+b—1’
as desired. O

Proof of Proposition|3.5.1. We use the second inequality of (3.5.10]), and proceed
similarly. The only difference is that we finally turn to “real inequalities” by using
|t| <1and a+b> )" max(a,,b,) > max(a,b). O
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Proof of Proposition [3.5.9(ii). This is more delicate. In Case 2, by (3.1.1) and
(1.2.3]), our F(x1,x2;t) is nothing but the Gauss hypergeometric series

a-b, ala+1)b(b+1) ,
5.1 Fla,b;c;t) =14+ —t 4+ —————=t
(3.5.15) (a,b;¢;t) +1-c+ 2 clct 1) + e

fora=x1,b=x9,c=1;
(3.5.16) F(xy,x9;t) = F(x1,x2; 151).

When R(c) > 0 and R(c — a — b) > 0, the series (3.5.15) converges also for ¢t = 1,
and the Gauss formula

I'(c)T(c—a—1b)

I(c—a)l'(c—10)

holds. In particular, F(1/3,1/3;1) = T(1/3)['(2/3)~2 = 1.461... < 3/2. There-
fore, when |z1], |z2| < 1/3, |t| < 1, we have

(3.5.17) F(a,b;c;1) =

(3.5.18) |F(ay,295t) = 1] <Y Fo(1/3)* = F(1/3,1/3;1) = 1 < 1/2.
n>1
Note now the following. For any aj,as,... € C, if we define the formal power
series
(3.5.19) 3 Bautt = 1og(1 +3 ant"),
n>1 n>1

then for any sequence {a,},>1 of non-negative real numbers with |a,| < a,, the
coefficientwise inequality

(3.5.20) 3 1Bult" <ot —log(l -3 ant”>
n>1 n>1

holds. Apply this for a,, = Fy,(x1)Fy,(z2) (for |z1], |22 < 1/3), a,, = F,,(1/3)? and
Bn = Bn(xl, 172), to obtain
(3.5.21) Z | B (21, x2)[t" <t —log<1 — Z Fn(1/3)2t”).

This of course carries over to an actual inequality for any ¢ with 0 < ¢ < 1.
Therefore, by letting t — 1 and by using (3.5.18) and Abel’s theorem, we obtain

(3.5.22) Z |Bp(z1,22)[ <log2  (|z1], 22 < 1/3);
n>1
hence
(3.5.23) > Bn(ar, w2)* < (log2)® < 1/2 (|aa], 2| < 1/3).

n>1
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Now by (3.1.5) and the orthogonality relation we obtain

n ﬂ(a,b) 1 a+by 2
3.5.24 / Bn T1,T2 del‘l dxl‘g = ( ~ () ) 5
o2  |Ba(ena)] > (a5

a,b=1

where d*x, (v = 1,2) denotes the normalized Haar measure on the circle |z, | =
1/3 (note that ﬁy(la’b) are rational and hence real). Summing over all n, we obtain

(3.5.25)

(a,b) 1 a+by 2
- = By ( d*zid”xzy < 1/2
Z( alb! <3> > /11 =|zs|= 1/3Z| (o1, 22" d” s s /2

n,a,b

as desired. O
Proof of Proposztwn . (Case 1) By (3.1.13] m, we have

,%(la,b) = patb—1 Z N(n/d)dl—a—bﬁd&b),
d|n

and by Proposition [3.5.3(i), we have d!=~?|8'"| < (4¢)a+>=1; hence

|,yr(la,b)| < (46n)a+b71 Zl < (4e)a+b71na+b.
d|n

(Case 2) In this case,

1 a
V= 2> uln/d)apy
d|n

hence

(3526 bV < s s < H(Y ) (Z 80 2))
d| d|n

By Proposition ii) we have

(3.5.27) Z |ﬂ(a b)|2 3a+ba|b;) /
d|n

for each a,b > 1, and on the other hand, n?2 Zd‘n d? < Ele m~2 = 72 /6; hence
™
(3.5.28) [ylab)| « ——39+blp! < 39+0qlp!,
V12

as desired. ]
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Remark 3.5.29. From (3.5.16) and (3.5.17) and the power series expansion

(3.5.30) logT(1 —z) = vz + i CQ#(H)Z‘H (Jz| < 1)

n=2

(v the Euler constant, (g(s) the Riemann zeta function), we obtain, in Case 2 for
|z1], [22| < 1/2,

(3.5.31) log F(x1,22;1) =log'(1 — 21 — x2) —logT'(1 — 1) —logT'(1 — z2)

00 a,.b
= CQ#(”)((M tao) —al —a3) = Y (a+b—1)gla+ b)%,
n=2 a,b>1 e
and hence
(3.5.32) B@(1) = (a+b—1)g(a+b) (a,b>1) (Case 2).

§3.6. Further estimates and convergences

Proposition 3.6.1. Fiza,b>1,0<r <1 and let |t| <r. Then the series

(3.6.2) Yo W ) ()

n>max(a,b)
is absolutely and uniformly convergent, and has B(*?) (t) as its limit. Moreover,

N
(3.6.3)  |B@P ()= > AL aqry (t7)] Kapr (N 4 1)FEFOF g NFL

n=max(a,b)
for any N > max(a,b) — 1.
The above inequality will be needed for globalization.

Proof. Since (a,b) is fixed, |7,(1a’b)| < n"@tb) by Proposition and clearly,
[0k (t)] <k, |t| for |¢] < 7. Thus,

(3.6.4) VDl ) ()] K n T,

Therefore, (3.6.2) is absolutely and uniformly convergent. Now, by definitions,

N
(365)  Coeff (B — 3 Al (i), ")

n=max(a,b)

= B = 3 AP ) D,

n<N
n|lm
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where Coeff (-, t™) stands for the coefficient of ¢"™. This is = 0 when m < N, and
is <4 p m@O+ for m > N + 1, by Propositions and Therefore, the
left hand side of (3.6.3) is

<<a,b Z mn(a+b)+1|t|m <<a,b,r (N+1)m(a+b)+1‘t|N+1’
m>N—+1

as desired. ]

By (3.2.6) and (3.2.12)), this gives:

Corollary 3.6.6. The holomorphic function B;(,a’b)(s) on R(s) > 0 can be ex-
pressed as an absolutely (and uniformly on R(s) > € > 0) convergent series

(3.6.7) Bi"(s)= Y A0l (2ns).

n>max(a,b)
Proposition 3.6.8. Let |z1],|z2| < R, |t| < r <1, and consider the triple series
(a,b) Z1+2 z (Eg n
(369) Z Tn b En(a+b) (t )
n,a,b>1

If one of R, r is fized and the other is sufficiently small, then (3.6.9) converges
absolutely and uniformly to log F(x1,x9;t). Moreover, for any given 0 < ¢ < 1, if
R, r are such that re®°® < ¢, then

(3.6.10) Z Ao b)xl';zﬁ () ()| Ko (N+1)?(re®B)NTL - (for all N > 0).

a,b,n
n>N+1

Proof. We shall first prove (3.6.10)).
(Case 1) By Proposition [3.5.4] and (3.1.10) (which holds analytically for

t], |te| < 1), the left hand side of ([3.6.10) is

Yy Yy Wl eme v (Z,j@enmkek( ")

n>N+1k:>2 a+b=k n>N+1 “k>0
1<a,b<n
§ ( SeR <<C § (,I,,GSER)’IL <, (7,,6861'%)N+17
n>N+1 n>N+1

provided that re8¢f < ¢ < 1.
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(Case 2) Since £(r") = —log(1 —r™) < r™(1 —7r")~t <r"(1 —7)~!, Proposi-
tion ii) gives

(3.6.11) 3 enZ 1'b|2€t")| < Y @R (1 —r) !
a,b=1 a,b=1
(3R)*n (B3R < 1),
<
(3R)2"n%™ (3R >1).

But since (aR)2/2 < ¢*® (a > 0) and hence (3R)? < e3V2E < ¢8R this gives
(3R)? < e8¢fin and also (3R)*™ < e8¢F" (n > 1); hence the left hand side of
in this case is <, (N +1)%(reBe)N+1 if re8ef < ¢ as desired. This settles
the proof of for both cases.

By (3.6.10)), the series (3.6.9)) converges absolutely and uniformly, as long as
re8¢f < c¢. Therefore, we may change the order of summation. Since we already

know by Proposition that
(3.6.12) S A iy (7) = BEO(E) (] < 1),
n>1

and by Corollary that

o :c xh
(3.6.13) Z Bla:b)( 1!(,!2 log F(z1,x9;t)
a,b>1

holds when one of r, R is fixed and the other is sufficiently small, we conclude that
(3.6.9) tends to log F'(x1,x2;t) for such r, R. O

Corollary 3.6.14. Let 09, R > 0, and R(s) > oo, |z1],|22| < R. Suppose that
either og is fired and R is sufficiently small, or R is fixed and og is sufficiently
large. Then for any non-archimedean prime p, log Mp (s; 21, 22) (¢f. Corollary )
can be expressed as an absolutely convergent series

a,b
~ a r(a+b . a Z1%
(3.6.15) log M, (s; 21, 22) = Z A ’b)qﬁg @) (21)(i/2) *bﬁ.
n,a,b>1
n>max(a,b)

Proof. Again, in Case 2, this follows immediately from the above proposition. In
Case 1, we may take r = N(p)~2°°, but R is replaced by (log N(p))R/2; hence
re8ef will be replaced by N(p)*¢f=290. The exponent 4eR — 20¢ is < —oy if and
only if 4eR < o0¢; which is satisfied under our assumptions on oy and R. Hence
this case is also settled. O
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83.7. Proof of Theorem 4

Write o = R(s). Fix N > max(a,b) — 1 and € > 0. We shall prove first that the
double sum

(3.7.1) ST e e et (2ns)|

n>N+1

PEPss
is finite and bounded on o > (1 + €)/(2(N + 1)). First, ¢>§,””(a+b))(2ns) =
Al (ary (N (p)~27%) by (3.2.12). But V5P| qp nF@+Y) < patd (by Proposi-

tion [3.5.4), [Ap| < 1og N (p), li(ass)(t) Kapr [t] for [t <7 <1, and N(p)~27" <
h

2720(N+1) < 9=1=¢ < 1 /2: hence (3.7.1) is

(3.7.2) Kap Z noth Z (logN(p))“+bN(p)_2"”.
n>N+1 pZPoo

Put o = minygp,_ N(p). Then since 2nc > 1+ ¢ and aN(p)~! < 1, we have
(N (p)~1)*"? < (aN(p)~")'"*; hence

(37.3) )" (log N(p))***N(p) ="

pZPoc
<ot Y (log N(p)* PPN (p) "¢ ape I;
pZPoc
hence is
(374) La,b,e Z na+b —ane < Z a+b 1+€)/(N+1)) <La,b,e,N 1,
n>N+1 n>N+1
as desired.
Since the sum
(3.7.5) oM (2ns) = > op (2ns)
pZ P

is absolutely convergent, because 2no > 2(N + 1)o > 1 + ¢, the convergence of

(3.7.1) implies that the global sum

(3.7.6) D ARGt (2ns)
n>N+1

is also absolutely and uniformly convergent on o > (14¢€)/(2(N +1)); whence (i).
To prove (ii), let 0 > 1/(2max(a,b)). By Proposition and Corollary

377 BENs) = 3 B = Y YT 4l e 2ns),

pZPoo p&ZPoo n>max(a,b)
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which, by the absolute convergence of (3.7.1)) (for N = 0) can be reordered as
(3.7.8) Z NCD) Z S (2p5) = Z (@D g (aF) (2.)
n>max(a,b) pZP n>max(a,b)

(cf. (3.3.8), as desired. This completes the proof of Theorem 4. O

83.8. Proof of Theorem 5

Proof of (i). Fix N > 0 and R > 1, and assume |z1[, |22| < R. We may remove

any finite set of prime components p from both M(s; 21, z2) and (@10 (2ns)

in proving Theorem 5. So we may assume N(p) is so large that the following

conditions (a) and (b) are satisfied;

(a) N(p)~V/CW+D) < 1/2, and more strongly, 4eR(log N(p))N (p)~ 1/ GN+1)
<1/2;

(b) a = min(N(p)) is so large that the assumption of Corollary[3.2.8] is satisfied
for oo =1/(2(N + 1)) (and for the above R).

Thus, |M,(s;21,22) — 1| < 1 and

a.b
3.8.1 log M, ( B(“Y (s)(i/2) P 122
@81 logNesan ) = 3 B} i

(R(s) > o0, |21], [22| < R)

(absolutely convergent). Write

(3.8.2)  log My (s; 21, 29)— Z e b)qb(n aer))(2713)(2'/2)“"”7m = I,+I11,,

alb!
1<a,b<n<N
with
S 2l 2828
a,b k(a+b .
(383) I, = Z (]3'(3 )(S) _ Z ,)/7(1(171))¢'(J (a+ ))(2n8>)(2/2)a+b al'b'27
a,b=1 n=max(a,b) (e
a b
(a,b atbR1R

(3.8.4) II, = Z )( )(i/2) +bﬁ_

max(a,b)>N+1

Note that I, is a finite sum. Let I; (resp. I1}) denote the modifications of the
sums (3.8.3) (resp. (8.8.4)) where each outer summand is replaced by its absolute
value.

First, when R(s) > 1/2, we have

(3.8.5) Zlog Mp(s; 21,29) = log M(s; z1,2)  (absolute convergence),
p
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by the argument of [0, §4] applied to the present situation, and also

(3.8.6) Z ¢éﬁ(a+b))(2ns) = p((atD)(2n5)  (absolute convergence).
p

Hence the sum over p of the left hand side of (3.8.2)) for R(s) > 1/2 converges to

a,b

(s _ @) ((atD)) atbZ1%2

(3.8.7) log M (s; 21, 22) (;L ) (2ms) (i/2)" P
1<a,b<n<N

In order to prove Theorem 5(i) and Corollary it suffices to show that
extends to a holomorphic function on o > 1/(2(N + 1)), and for this it
remains to prove that > I and 117 are finite and uniformly bounded on
o> (1+¢/(2(N+1)).

As for I, by Proposition

" R/2 a+b
Z ‘B(“ D ST et () ( 2';
b=1 max(a,b)<n<N o
N
B R/z)a+b
. N 1 r(a+b)+1 1 N a+bN 20(N+1)(
e 3 (VH DI Qo NG TN Lkl

<N,k (log N(p)*NN(p) ==

hence Iy < 3, (log N(p)*NN(p)~ e < 1.
As for 117, we first estimate this by using Proposition which together

with (3.2.6) gives

a,b

(388)  [By"(s)l

< (log N (p))*** (2 min(a, b)) ** N (p) 727 (@0 (1 — N(p) =) 72+,
But since N(p)~7 < N(p)~/CWN+1)) < 1/2 (by the assumption (a) above) and
min(a, b)4t? < a®b® < e?*balb!, we obtain

1

alb!
Since a + b < 2max(a,b) and R > 1, by reordering the sum using v = max(a, b)
we obtain

(3.8.9) ( )| < (8elog N(p))* N (p) =20 max(a:b)

(3810) ][; < Z (4eRlogN(p))2 max(a,b)N(p)72a max(a,b)
max(a,b)>N+1

) 3 (4eRlog)N(p))

v>N+1

IN
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By the assumption (a) for N(p), we have 4eR(log N(p))N(p)~? < 1/2; hence

46R10gN(p)>2(N+1) < (4eRlog N (p))2(N+1)
N(p)? B N(p)t+e ’

because 2(N + 1)o > 1+ €. Therefore, 3, 117 <y g, 1.
This settles the proof of (i) and Corollary [3.4.16

Proof of (). First, we shall prove the statement relating to (3.4.3). By Corol-
lary [3.2.8 we have \MP(S;zl,zz) —1] < 1and

(3.8.11) I} <y <

b
a b) a+b 2‘1122
(3.8.12) log M, (s; 21, 22) ;lB )(i/2) alpl

Moreover, by the finiteness of } I} for N = 0 shown above, the double sum

a b
ab a+b2122
(3.8.13) E E B )(i/2) Il

is absolutely convergent. Therefore, we may interchange the summation order, and
since o¢ > 1/2, we have

b
Z1 )

~ a,b a
(3.8.14)  log M(s; 21, 22) ZlogMp 821, 22) ZZB( ) )(@/2) alb!

_ Z (Z B(a b) ) /2)a+b2al!7;3

b
S B

alb!’
as desired.
As regards ((3.4.4]), by Corollary |3.6.14
a,b
~ a r(a+b . atbR1?
(3.8.15) log My (s; 21, 22) = Z o ’b)qb,g (a+ ))(Qns)(z/2) +bﬁ

n,a,b

for all p. Put

a b
K(a . a+b?1 %
AP (2ms) (i f2) L2

(3.8.16) I, = > e

n,a,b

We shall show, by using Proposition that ZP I1II, < oo. In Case 1, r =
N(p)~299 and R should be replaced by (R/2)log N(p). Hence re**F in Proposi-
tion[3.6.8lis N (p)~270T4¢E Hence if either g g 1 or R <, 1, then —20¢+4eR <
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—1 — ¢ hence by (3.6.10) for N =0, I1I, < N(p)~'~¢; hence Zp I1l, < oco. In
Case 2, the same conclusion follows more directly. Therefore, we may interchange

Zp with Zn)a,b in (3.8.15)) and use 4) to conclude the convergence of l)

to log M (s; 21, z2). This settles the proof of (ii), and hence completes that of The-
orem 9. O

§4. Rapid decay of |M,(z)|

The main purpose of §4 is to give some reasonably strong estimates of | M, (z)|2, for
M,(z) = M(c;2,%) (6 > 1/2, z € C). The main results are Theorem 6 (§4.3) and
Theorem 7C (§4.6). The proofs of Lemmas B resp. B’ of §2 will also be supplied

(cf. Theorem 7C, resp. Corollary 4.1.6).

§4.1. Local estimates; large |z|

For any non-archimedean prime p of K and a positive real number o, write as

before

[ NEP/NE 1) (Case ),
(4.1.1) fap =i (0) = Zn*QN(P)f%U (Case 2),

n>1
(cf. (1.2.12)), and put
(4.1.2) M, (2) = My(0;2,2) = / exp(iR(2g0p(t1))) d*t
(Cl

(cf. (T.2.8)). Note that
(4.1.3) |Myp(2)] < 1.

A basic universal estimate of |M,,(2)| is the following:

Lemma C. Fiz any o9 > 0. Then
"~ 1/2 _
(4.1.4) My () <o (512D~ (02 00),

where <, depends only on oy.

Proof. Roughly speaking, this follows from the integral expression (4.1.2) and
classical analysis: if f(0) (6 € R/(27)) is a real-valued C?-function such that f'(6),
17(0) are “sufficiently close” to trigonometric functions sinf, cosf respectively,
then

21
/ CilF110) g « |21/,
0
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But to save space, we shall just reduce its proof for each Case to an established
result.

In Case 1, this is proved in [2, §3.3]. (In fact, by (3.3.12), |M,,(2)]> =
Hyp(2) <oy (rapl2) 71, but 155 = (N(p)* — N(p)*)/log N(p) < p75>.) In
Case 2, this follows directly from [8, §7 Theorem 13], applied to F'(z) = — log(1—z2)
in which case we can take py = 1 (cf. the first paragraph of [8 §10]). This asserts
that for any p; < 1,

1 2 )
(4.1.5) %/ exp{—iR(Zlog(1 —re?))} db <, 772272 (0 <7 < py).
0

Since the left hand side of 1) for r = N(p)~7 gives M,,yp(z), and since
(L o

PopN(p)?° <oy 1 (00 > 00) ) gives My p(2) <o, u;7|13/4\z|*1/2, and hence

the desired result. O

Corollary 4.1.6 (Lemma B’ of §2.7). As in §2.5, put @ = minygp_ N(p) and
m = |{p & Px; N(p) = a}|. Then there exists a constant C' > 0 depending only on
(K, Py) such that

(4.1.7) N (4 /22)]| < Oz 2

forallo>1 and all z € C.

Proof. By we have fi,., > N(p)~27; hence

(4.1.8) fow > < N(p)7,

and Theorem 3(i) (§2) gives a7y, < 1 for o > 1; hence by and Lemma C,

Y ~ - 1/2) — -
(419) MG PP < I op(ur 2P < [T olylug 2D~
pEPoo pZPoo
N(p)=«a N(p)=«a
T e K (e K T I S
as desired. O]

§4.2. Local estimates; relatively small |z|

Since we always have 1) the bound 1} is effective only when ,u}/ ,,2 |z| > 1.

If we fix both z € C and ¢ > 0, then u,l,y,?z tends to 0 as N(p) — oo. For small
,u}/ p2 |z, the following estimate will be useful.

Lemma D. There exists an absolute constant gy > 1 such that
(12,1 Mg (I < exp (52 1)

holds whenever N(p)° > qo and ,ui,/p2|z| <2
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Proof. Put t = N(p)~°. Then gives a power series expansion of . p in ¢2
starting with A2t?, where A, = log N(p) (resp. = 1) for Case 1 (resp. Case 2). Note
that this power series is nowhere vanishing on |¢| < 1 (in Case 1 this is obvious; in
Case 2 note only that Y .,n 2 =7%/6 —1 < 1). Thus, u},’m = A\pt + -+ extends
to a holomorphic and nowhere vanishing function of ¢ on |t| < 1. We shall first
show that for any ¥ € R/(27),

(4.2.1) ’Mw (7’?;)

Hop

— JQ(’I“)2

extends to a holomorphic function of (r,t) on |t| < 1 whose Taylor series at (0,0)
is divisible by t?r* (in the ring of power series of r,t). By (1.2.10)),

B ret? o M(aﬁb) rath
— o a g,
/’La,p a,b>1 (Ma,p )

where ,u((,‘f,;b) = ,u;a’b) (o). On the other hand, by (1.2.11)) we see easily that

2 P f0mod 100l (a £),
- (u?/ﬁ Jatb |1 mod #2 (a=1b).

Note also that this quotient is a power series of ¢t depending only on Cases and

(a,b). Therefore, the real (resp. imaginary) part fi(r,t) (vesp. fa(r,t)) of (4.2.2)
(for r > 0, ¥ € R/(2)) are:

(a,a) 2,
(424) f (r, t) =1+ Z(_l)a%aip (T/Q)

a>1 (Mo’p)a al?

(a’b) ,,,a+b

a /ngp

2 ) (FljaerE

o 15!

b>a>1 (No,/p) +b albl
b=amod 2

= Jo(r) mod %14,

cos((a — b)¥)

b—1)/2 :“z(fafsb) ret?

(425) == Y (Fl4erThEE

b>a>1 ('u”’p) o
b=a+1mod 2

=0 mod 3.

cos((a — b)¥)

Hence f? + f2 — Jo(r)? = 0 mod t?r%, as desired. Therefore, the quotient

(4.2.6) (ff + f3 = Jo(r)?)/ (")
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is bounded on |t| < 1/v/2 and |r| < 2 (say), independent of the continuous param-

eter ¥ € R/(27). Call an upper bound ¢y, so that

(4.2.7) Mo p (o *w)[* = Jo(|w)? < i N(p) ™7 wl*  (N(p)7 > V2, [w] < 2).
Now we shall verify another inequality

(12.8) exp(—wf2/2) — Joluw)? = coful (] <2),

where ¢ is another positive absolute constant. These two combined will give
Lemma D; indeed, if g9 > v/2 and g2 > c1/ca, then ¢;N(p)=27 < clqa2 < co;
hence by (4.2.7) and (4.2.8),

(4.2.9) Mo (11 *w) 2 < Jo([w])? + ealuw]* < exp(—[w]?/2).

Verification of . First, the power series expansion at r = 0 gives

) ) P2 ph r2 pAN\2Z2 4 6
(4.2.10) exp(—r</2)—Jo(r)” = (1—2+8) - (1_4+(i4> =3 mod r°;
hence

1
(4.2.11) T—4(exp(77’2/2) —Jo(r)?) >0 (0<7r <)

with some ry > 0. That we may take ro = 2.72 can be checked by computer. That
we may take ro = 2 (which is what we need here) can also be shown as follows.
Put f(r) = exp(r?/4)Jo(r). Then f(0) =1, and

)= (;JO(T) — (7")) exp(r/4) = — 5 Ja(r) exp(r?/4).

But Jo(r) > 0 for r < 2.4, and Ja(r) > 0 for r < 5.1; hence for 0 < r < 2.4,
we have f(r) > 0 and f’(r) < 0; hence f(r) < f(0) = 1; hence f(r)? < 1, i.e.,
Jo(r)? < exp(—r?/2) on this region. Therefore, takes a positive minimal
value c3 on 0 < r < 2. This settles the proof of and hence that of Lemma D.

§4.3. Global estimates; large |z|

Here and in what follows, all primes p considered are those outside P ; in partic-
ular, >° o p  will be abbreviated as 3 . An easy consequence of Lemma C and
the prime number theorems (on “w(z)” and “¢(z)”) is:

Theorem 6. For any fized o1 > 1/2, 6 > 0, a > 0, there exists R = Ry, 5,4 > 0
such that

(4.3.1) |M,(2)|? < exp(—alz|'/“+9))  (1/2 <o <01, |2| > R).
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Remark 4.3.2. The exponent 1/(c + J) (< 2) of |z| cannot be replaced by 2.
This is because for each fixed o > 1/2 the Fourier dual M, (w) satisfies M, (w) <
e Mvl” for any given A > 0 (cf. [6, §5.2]). By Hardy’s theorem this implies that
there cannot exist any ¢ > 0 such that M, (z) < e=</=".

Proof of Theorem 6. We may assume |z| > 1. For each y > 1, write

(4.3.3) Py={p; N(p) <y}, Mop,(2) = [] Moy(2),
peP,

so that |M,(z)| < |]\;[,,,py(z)|. By Lemma C (for, say, o9 = 1/2) and 1}
|M, ,(2)]? < CN(p)?|2|~" holds with some C' > 1; hence

(4.3.4) |M0,Py(2)\2 < C«IPy|< H N(m) |Z|—\Py\.
peP,

Choose

(4.3.5) y = |2/ +5/2)

Since o < 071, |z| > 1 implies y >> 1. We shall give a proof in the number field case;
the function field case can be treated with minor modifications. For any € > 0, we
have

(4.3.6) (1 —¢)y/logy < |Py| < (1+€)y/logy,
(4.3.7) > logN(p) < (1+e)y
peP,

for y >, 1. Hence by (4.3.4) (including log 0 = —oo in the inequality)

(138) Tog(I¥, 5, (=)) < y((1+ ) log C/logy + (1 + o — (1 — €) log || logy)
— |z|1/("+5/2)(1+11),

with

(4.3.9) I<(1+e€)(o1+6/2)(logC)/log |z,

(4.3.10) IT=(14+€c—(1—€)(oc+6/2) <—=6/2+€(201+6/2).

But I < §/8 for |z| > 1, and if we take e that satisfies €(207 + §/2) = 4/8, then
I+ II < —§/4. Therefore,

~ é
(4.3.11) 10g(|MU7py(Z)|2) < _Z|z|1/(0+6/2) < _a‘z|1/(0+5)

for |z| >q,6,0, 1, as desired. O

1Recall that in the one-dimensional case, it asserts that flz) <K e’a‘z|2/2, e < e*b|5‘2/2
(a,b > 0) with ab > 1 implies f = 0. Apply this to f(z) = (1/v27) ffooo Mgy (x + yi) dy, fA(€) =
M, (8).
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§4.4. Small |z|, large (20 —1)~!

An easy consequence of Lemma D is:

Theorem 7TA. Fiz any e, R with0 < e <1, R > 0. If |2| < R and (20 — 1)~}
>cr 1, then

- 1—
(4.4.1) M, (2)]? < exp(— . 6MU|Z|2>.

Proof. Take a finite set P of primes such that if p & P then N(p) is so large

that both ,uig pR < 2 and N(p)l/2 > qo (the constant in Lemma D) hold. Then
1/2

Holp |2] < 2 whenever p & P, |z| < R, 0 > 1/2. Thus, Lemma D gives

o e
(4.4.2) Mo ()P < exp( —5= D oy

pgpP

<en(E (ST wmn—na)) (el <R

peP

Since lim, .1 /2 p = 00, this gives

- 1—
(4.4.3) M, (2)]? < exp<2eua|22)
for |z <Rand (20 —1)7! > g 1. O
§4.5. Large |z|, large (20 —1)7!

Theorem 7B. Fir any e with0 < e < 1. If |z| >. 1 and (20 —1)7! >, 1, then

(4.5.1) M, (2)[? < exp (—’“‘2"|z|2<16>>.
The proof requires some global estimate, Lemma E below in §4.7.
§4.6. Large (20 —1)71, all |z|
Now, Theorems 7A, 7B combined give immediately:

Theorem 7C (Lemma B, §2.3). Fiz any € with 0 < e < 1. If (20 — 1)71 >, 1,
then

~ 1 — ’
(4.6.1) |M,(2)* < exp(— 5 GMU|Z|2(1_6 ))

for all z € C, where € =€ (resp. 0) for |z| > 1 (resp. |z| < 1).
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In fact, Theorem 7B shows that and hence also holds for |z|
> R, with some R, >1. Now take R=R, in Theorem 7A and let (20 —1)"!'>> p_1.
Then and hence also holds for |z| < Re too. Thus, Theorem 7C is
reduced to Theorem 7B.

84.7. Key Lemma E

The key points for the proof of Theorem 7B are Lemma D and the following global
estimate from below of the error term for sums over primes.

Lemma E. Fiz any e with 0 < e <1/2. If (20 —1)"' >, 1 and T > 1, then

Z Hop >

N(p)>T (1 —€)ueTr=27/logT (Case 2).

(1 —e)u, T2 (Case 1),

Proof. We shall give a proof for the number field case. The function field case can

be treated with minor modifications.
(Case 1) By (4.1.1), we have p,p, > (log N(p))?/N(p)?°. As usual, set

(4.7.1) m(T)= Y 1~T/logT, ¥(T)= Y logN(p)~T,
N(p)<T N(p)<T
and also set
(4.7.2) Ya(T) = Y (logN(p))* ~ TlogT.
N(p)<T

The last estimate follows from the first two by using only the trivial inequalities

¥o(T) < (log T)(T) and ¥o(T)/7(T) > ((T)/7(T))? (the Schwarz inequality).
By partial summation and by (4.7.2)), we easily obtain, for T >, 1,

* Jogt
(4.7.3) 3" top > —(1+ T > log T + (1 —e)/ ;;g dt
N(p)>T T

for any o > 1/2. But since the last integral can be explicitly given by

1 logT 1—2
4.74 T 7%
( ) ((20—1)2+20—1> ’

we obtain
T1-20 1 1+e€
(4.7.5) - — T =29 log T
D, Hop> )<(20—1)2+<20—1 1—e> 8 )
N(p)>T
T1—20 1o
l1—€)——— 1—26)usT =%

for o sufficiently close to 1/2, by Theorem 2(i) (§2.1). This settles Case 1.
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(Case 2) In this case, where u,, > N(p) 727, we first obtain easily

(4.7.6) S ey > — )fg_Taﬂl_e)/“ dt

NGTr r t2logt’

But a more delicate treatment of the integral

(4.7.7) / e = / e “utdu
T t°7 logt (20—1)logT

is required.

Sublemma 4.7.8. For any b >0,

0o b
(4.7.9) / utdu=—v +log(1/b) +
b
log(1/b) +1 0<b<2

o) . [entiog(1/0) ) )

(b+1)"te 1 (all b>0),
where 7y is the Euler constant v = 0.5772..., and cy is an absolute positive con-
stant.

Proof. As for the first equality, the derivatives d/db of the two sides are equal, and
the formula for b = 1 can be found, e.g., in [I0, §12.2 Ex. 4]. When 0 < b < 2, so
that log(1/b) + 1 > 1/4, the quotient

(4.7.11) </boo e vyt du>/(1og(1/b) +1)

is a continuous positive-valued function, which, by the equality (4.7.9)) tends to 1
as b — 0. Therefore, (4.7.11]) attains a positive minimal value ¢g > 0on 0 < b < 2.
The second inequality is obvious, because

oo b+1
/ e “utdu > / e “u du > e b+ 1)k O
b b
Corollary 4.7.12.
(4.7.13) e¥/® // e Mutdu > (1+logz)/y  (z,y>>1).
y/x

Proof. Put b = y/x. Let LHS (resp. RHS) be the left (resp. right) hand side of
[.713). First, let 0 < b < 2. Then 1+ log(1/b) > 1/4, and by Sublemma [4.7.8]

LHS > e’co(log(1/b) + 1) > co(log(1/b) + 1).
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If y is so large that 1/y < ¢p/2 and (logy)/y < ¢o/8, then
RHS = (1 + log(1/b) + logy)/y < %0(1 +log(1/b)) + %0

But since 1/4 < 1+ log(1/b), this is < LHS.
Now let b > 2. Then (b+1)~! > (2/3)b™!; hence by Sublemma [4.7.8]

LHS > e*(b+1)"te ™71 > 2/(3eb).
On the other hand, if z is so large that (1 +logx)/z < 2/(3e), then
RHS = (1+logz)/(bx) < 2/(3eb) < LHS. O

Now by (4.7.6), (4.7.7) and Corollary [4.7.12] applied to = (20 — 1)~! and

y = log T (hence e¥/* = T?°~1), we obtain

T172a' T1720' 1
4.7.14 —(1 1-— 1+1
(4.7.14) Z Hop > = +€)logT+( 6)logT< +0g20—1)
N(p)=T
T1—20'

(1= log —— —2¢) > T (1~ 2¢) log —-
~ logT D85 1T ) 7 NogT V8o 1)
since we may assume log(1/(20 — 1)) > 2. Since u, — log(1/(20 — 1)) is bounded
near o = 1/2 (say, by Theorem 4 of §3.3), this is

T1—20

>
logT

((1 - 36):“(7)'
This settles the proof of Lemma E also for Case 2.
84.8. Proof of Theorem 7B
Let z € C with |z| > 1 and put
ToT — (2|z|log |2])? (Case 1),
|2|? (Case 2).

It is easy to see that if |z| > 1 (depending only on (K, P)) and if N(p) > T, then
the assumptions N(p)? > ¢o and utl,/p2|z| < 2, both for any ¢ > 1/2, of Lemma D
are satisfied and hence we have

(4.8.1) | M, (2)|2 < exp (-";ﬂzﬁ).

(Note only that > 2ylogy and y > 1 implies (x — 1)/logx > y, and that
Hop < N1/2,p-)
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(Case 1) Let 0 < € < 1, and |z| >, 1, (20 — 1)7! >, 1. Then by the above
claim and Lemmas D, E, we have, for T'= T, as above,

(4.8.2) H \Mmp(z)\QS H exp(—'u;’p|22)

N(p)=T N(p)=T

1—e€ 9o
Sexp( 5t T |Z|2>-

But if 20 — 1 < €/2 and |z| >, 1, then T'72° > T2 = (2|z|log|z|)~¢ >
(1 — €)~Yz|72%¢; hence

~ ~ Ho —e
483) WP T] WG <o -421R00),
N(p)zT

as desired.
(Case 2) In this case, T = |z|?, and we obtain, similarly,

(4.8.4) T 10(2)P < exp( 2=, T op
o 5P = oXp g Ho logT '
N(p)>T

But

1 1
T2 flog T = §|Z|2(1_2”)/10g\2| > Sl2l ™ Nlog 2] > (1= )72~

for 20 —1 < ¢/2 and |z| >, 1; hence (4.8.4) is < exp(—(uo/2)|2[> 7)) also in this
case. This completes the proof of Theorem 7B. O
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