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The Spherical Growth Series for Pure Artin
Groups of Dihedral Type

by

Michihiko Fujii

Abstract

We consider the kernel of the natural projection from the Artin group of dihedral type
I2(k) to the corresponding Coxeter group, which we call the pure Artin group of dihedral
type. We present a rational function expression for the spherical growth series of the pure
Artin group of dihedral type with respect to a natural generating set.
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§1. Introduction

For a finitely generated group G with a given generating set Γ, we have the concept

of the spherical growth series

SG,Γ(t) :=

∞∑
n=0

αnt
n,

where αn for n ∈ N ∪ {0} is the number of elements in G whose lengths with

respect to Γ are equal to n (cf. [Mil] and [Sc]). The series SG,Γ(t) provides a

method to derive the combinatorial structure of (G,Γ). In many cases, this series

is known to be rational (cf. [Br], [C1], [C2], [Ca], [Ca-W], [dlH], [E], [E-IF-Z]

and [Fl-P]). Rationality is usually proved by determining a particular geodesic

representative for each element of G with respect to Γ and showing that the set

of all such geodesics is recognized by deterministic, finite-state automata. In fact,

Mairesse and Mathéus [M-M] constructed such automata for each Artin group

GI2(k) of dihedral type and obtained an explicit rational function expression for
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its spherical growth series with respect to the standard generating set Σ. (The

rational function expression for the case k = 3 is also given in Sabalka [Sab].)

In this paper, we consider the pure Artin group PI2(k), which is the kernel

of the projection from GI2(k) to its Coxeter group, GI2(k). The group PI2(k) is

geometrically realized as the fundamental group of the complement of some ar-

rangement of k complex lines in C2, which has a natural generating set A (cf. [R]).

In particular, in the case k = 3, PI2(3) is the pure braid group with three strands,

and A is the standard generating set. Here, we present a rational function ex-

pression for the spherical growth series of PI2(k) with respect to the generating

set A.

Although the presentation of the group PI2(k) over A does not resemble that

of GI2(k) over Σ, the arguments similar to those used in [G] regarding the latter

can also be applied to the case of PI2(k). For example, noting the similar structures

of the fundamental blocks considered here (defined in §2) and Garside’s genera-

tors, we can set up a correspondence between the sets of each, and using this

correspondence, we can obtain a normal form for each element of PI2(k) that is

similar to Garside’s normal form for an element of GI2(k) (see Proposition 2.9).

Then the procedure presented in [M-M] (the so-called ‘suitable-spread procedure’)

can be applied to these normal forms. Specifically, we show that for any element g

of PI2(k) that has a representative of a particular type (Type 3 defined in §3), all of

the geodesic representatives of g can be obtained by applying the suitable-spread

procedure to its normal form (see Proposition 3.7). In this way, we can determine

all of the geodesic representatives of this element. Moreover, even in the case that

several geodesic representatives exist for such a given element of PI2(k), we show

that only one of these satisfies a certain necessary criterion, and hence the proper

geodesic representative for that element too is uniquely determined (see Proposi-

tion 3.9). These geodesic representatives can be expressed as elements of the free

monoid generated by a finite set Λ, and Proposition 3.9 presents a sufficient condi-

tion for the existence of deterministic, finite-state automata over Λ that recognize

these geodesic representatives. Then, in §4, we construct such automata explicitly.

Next, by considering the structure of these automata, we derive an exact form

of the rational function expression for the spherical growth series of PI2(k) (see

Theorem 5.7).

We define the positive monoid P+
I2(k) for PI2(k) and show that a natural ho-

momorphism from P+
I2(k) to PI2(k) is injective (see Proposition 2.7). This is by no

means obvious (cf. [G], [B-Sai], [D], [E] and [Mic]). Here, we prove it using an

argument similar to that given in [G]. (In [F-S 2], an alternative proof is given.)

The injectivity of the map from P+
I2(k) to PI2(k) implies many fundamental results.

The most important of these are presented in Proposition 2.9 and Lemma 3.1.
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§2. Pure Artin groups of dihedral type

Let k be an integer greater than 2, and let GI2(k) be the Artin group of dihedral

type I2(k), which is defined by

GI2(k) := 〈σ1, σ2 | 〈σ1σ2〉k = 〈σ2σ1〉k〉,

where

〈σiσj〉k := σiσjσiσjσi · · ·︸ ︷︷ ︸
k letters

.

The Coxeter group of dihedral type is a group presented by

GI2(k) := 〈σ1, σ2 | 〈σ1σ2〉k = 〈σ2σ1〉k, σ2
1 = σ2

2 = 1〉.

The group GI2(k) is the dihedral group of order 2k. Let σ := σ1σ2 and τ := σ2.

Then we have the usual presentation of the dihedral group:

〈σ, τ | σk = τ2 = (στ)2 = 1〉.

Next, note that there is a natural surjective homomorphism

p : GI2(k) → GI2(k).

Let us call the kernel of p the pure Artin group of dihedral type and write it

PI2(k). Then, using the Reidemeister–Schreier method, we obtain the following

presentation of the pure Artin group of dihedral type (cf. [F-S 2]):

(1) PI2(k) =

〈a1, . . . , ak | a1 · · · ak = a2 · · · aka1 = a3 · · · aka1a2 = · · · = aka1 · · · ak−1〉.

Example 2.1 (Case k = 3). The pure braid group of three strands is a geometric

realization of the pure Artin group

PI2(3) = 〈a1, a2, a3 | a1a2a3 = a2a3a1 = a3a1a2〉.

The generators a1, a2 and a3 are themselves braids and are given in terms of

the standard Artin generators of the braid group of three strands, σ1 and σ2, as

follows: a1 = σ2
1σ

2
2 , a2 = σ1σ

2
2σ1 and a3 = σ−2

1 . Now, let A12 := a−1
3 = σ2

1 ,

A13 := a3a2 = σ−1
1 σ2

2σ1 = σ2σ
2
1σ
−1
2 and A23 := a3a1 = σ2

2 . Then we obtain the

same presentation of PI2(k):

PI2(3) = 〈A12, A13, A23 | A12A13A23 = A13A23A12 = A23A12A13〉.

Here, note that {A12, A13, A23} is the standard generating set of the pure braid

group of three strands (cf. [Bi]).
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The group PI2(k) can also be realized geometrically as complex line arrange-

ments in the complex 2-dimensional space C2. More precisely, the fundamental

group of the complement of k complex lines in C2 that intersect each other at the

origin has the presentation (1) with an appropriate base point (cf. [R]).

Now, we define the sets

A+ := {a1, . . . , ak}, A− := {a−1
1 , . . . , a−1

k }, A := A+ ∪A−.

Then, let A∗, (A+)∗ and (A−)∗ be the free monoids generated by A, A+ and A−,

respectively. We refer to A as an alphabet, its elements as letters, and the elements

of A∗ as words. The elements of A+ and A− are referred to as positive letters and

negative letters, respectively, while the elements of (A+)∗ and (A−)∗ are referred

to as positive words and negative words, respectively. The length of a word w is

the number of letters it contains, which is denoted by |w|. The length of the null

word, ε, is zero. The null word is the identity of each monoid.

We write the canonical monoid homomorphism as π : A∗ → PI2(k). If u and

v are words, then u = v means that π(u) = π(v) and u ≡ v means that u and v

are identical letter by letter. A word w ∈ π−1(g) is called a word of g. The length

of a group element g is regarded as the quantity

‖g‖ = min{l | g = π(s1 · · · sl), si ∈ A}.

A word w ∈ A∗ is geodesic if |w| = ‖π(w)‖. A word w1 · · ·wm ∈ A∗ is called a

reduced word if wi 6= w−1
i+1 for all i ∈ {1, . . . ,m − 1}. A geodesic representative is

a reduced word.

Now, for each q ∈ N ∪ {0}, we make the definition

αq := ]{g ∈ PI2(k) | ‖g‖ = q}.

The spherical growth series of PI2(k) with respect to A is the formal power series

SPI2(k)
(t) :=

∞∑
q=0

αqt
q.

It is well known that the radius of convergence of the spherical growth series of

any finitely generated group is positive. Thus, SPI2(k)
(t) is a holomorphic function

near the origin, 0.

As a group, PI2(k) is isomorphic to Z × Fk−1, where Fk−1 is the free group

of rank k − 1 (cf. [F-S 2]). Hence, the group structure of PI2(k) is quite sim-

ple. In this paper, however, we wish to elucidate the combinatorial group struc-

ture of PI2(k) with respect to the presentation (1). In particular, we investi-

gate the growth series of the group PI2(k) with respect to the generating set
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A = {a1, . . . , ak, a
−1
1 , . . . , a−1

k }. Note that the rationality of the spherical growth

series depends on the generating set for some groups (cf. [St]). We will see in

this paper that the spherical growth series SP2(k)
(t) of PI2(k) with respect to A is

rational.

The pure Artin monoid of dihedral type is a monoid presented by

P+
I2(k) := 〈a1, . . . , ak | a1 · · · ak = a2 · · · aka1 = · · · = aka1 · · · ak−1〉+,

where the right-hand side is the quotient of the free monoid (A+)∗ by an equiva-

lence relation on (A+)∗ defined as follows: (i) two positive words ω, ω′ ∈ (A+)∗ are

elementarily equivalent if there are positive words u, v ∈ (A+)∗ and indices i, j ∈
{1, . . . , k} such that ω ≡ u(ai · · · aka1 · · · ai−1)v and ω′ ≡ u(aj · · · aka1 · · · aj−1)v;

(ii) two positive words ω, ω′ ∈ (A+)∗ are equivalent if there is a sequence ω0 ≡
ω, ω1, . . . , ωl ≡ ω′ for some l ∈ N ∪ {0} such that ωs is elementarily equivalent

to ωs+1 for s = 0, . . . , l − 1. We say that ω′ is obtained from ω by a positive

transformation of chain length l. If two positive words ω and ω′ belong to the

same equivalence class, we say that they are positively equal and write ω
.
= ω′. If

ω ≡ ω′, then ω
.
= ω′ by definition. It is also obvious that if ω

.
= ω′, then ω = ω′

and |ω| = |ω′|.
There is a natural homomorphism P+

I2(k) → PI2(k). Below, we show that this

homomorphism is injective by following the argument given in [G]. (For another

proof, see [F-S 2].)

We first show the following:

Lemma 2.2. Let X,Y ∈ (A+)∗. Assume that aiX
.
= ajY for i, j ∈ {1, . . . , k}.

Then the following hold:

(i) If j = i, then X
.
= Y .

(ii) If j 6= i, then there exists a positive word Z ∈ (A+)∗ such that

X
.
= (ai+1 · · · ak · a1 · · · ai−1)Z and Y

.
= (aj+1 · · · ak · a1 · · · aj−1)Z.

Proof. We refer to the assertion of this lemma in the case of words X and Y of

length r as Lr. For r = 0, 1, . . . , k − 1, this assertion takes simpler forms that are

readily proven. These are given below.

Lr (0 ≤ r ≤ k − 2): When X and Y are positive words of length r, the following

hold:

1. If aiX
.
= aiY , then X ≡ Y .

2. If j 6= i and aiX
.
= ajY , then aiX cannot be positively equal to ajY .
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Lk−1: When X and Y are positive words of length k − 1, the following hold:

1. If aiX
.
= aiY , then X ≡ Y .

2. If j 6= i and aiX
.
= ajY , then

X ≡ ai+1 · · · ak · a1 · · · ai−1 and Y ≡ aj+1 · · · ak · a1 · · · aj−1.

The proof for the general r ≥ k case is obtained by applying induction twice,

first with regard to the length of X, and then with regard to the chain length of

the positive transformation. As the induction hypothesis, we assume

(α) Lr holds for 0 ≤ r ≤ R for all positive transformations of all chain lengths l,

and

(β) LR+1 holds for positive transformations of all chain lengths l ≤ L.

Now, let X and Y be positive words of length R+ 1 and suppose that aiX
.
= ajY

holds through a positive transformation of chain length L+ 1. Let the successive

positive words of the transformation be

W1 ≡ aiX →W2 →W3 → · · · →WL+2 ≡ ajY.

Next, arbitrarily choose any intermediate word Wn ≡ amW from the sequence,

where n 6= 1, L+ 2 and |W | = R+ 1. Then we have

(2) aiX
.
= amW

.
= ajY.

The transformations aiX → amW and amW → ajY are each of chain length

l ≤ L. Thus, we can apply (β) to them. We now show that LR+1 holds for X and

Y . This is done by considering five cases regarding i, m and j separately.

Case 1: j = i and m = i. From (2), we have

aiX
.
= aiW

.
= aiY.

Then, from (β), it follows that X
.
= W and W

.
= Y . Thus, X

.
= Y .

Case 2: j = i and m 6= i. From (2), we have

aiX
.
= amW

.
= aiY.

From (β), it follows that there exist positive words U and V such that

X
.
= (ai+1 · · · ak · a1 · · · ai−1)U, W

.
= (am+1 · · · ak · a1 · · · am−1)U,

W
.
= (am+1 · · · ak · a1 · · · am−1)V, Y

.
= (ai+1 · · · ak · a1 · · · ai−1)V.

Thus, we have (am+1 · · · ak · a1 · · · am−1)U
.
= (am+1 · · · ak · a1 · · · am−1)V . Here,

note that |(am+2 · · · ak ·a1 · · · am−1)U | = |(am+2 · · · ak ·a1 · · · am−1)V | = R. Then,
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by (α), we obtain (am+2 · · · ak · a1 · · · am−1)U
.
= (am+2 · · · ak · a1 · · · am−1)V . Re-

peating this procedure, we finally obtain U
.
= V . Hence,

X
.
= (ai+1 · · · ak · a1 · · · ai−1)U

.
= (ai+1 · · · ak · a1 · · · ai−1)V

.
= Y.

Case 3: j 6= i and m = i. From (2), we have

aiX
.
= aiW

.
= ajY.

From (β), it follows that X
.
= W and there exists a positive word V such that

W
.
= (ai+1 · · · ak ·a1 · · · ai−1)V and Y

.
= (aj+1 · · · ak ·a1 · · · aj−1)V . Thus, we have

X
.
= (ai+1 · · · ak · a1 · · · ai−1)V and Y

.
= (aj+1 · · · ak · a1 · · · aj−1)V .

Case 4: j 6= i and m = j. From (2), we have

aiX
.
= ajW

.
= ajY.

From (β), it follows that W
.
= Y , and there exists a positive word U such that

X
.
= (ai+1 · · · ak ·a1 · · · ai−1)U and W

.
= (aj+1 · · · ak ·a1 · · · aj−1)U . Thus, we have

X
.
= (ai+1 · · · ak · a1 · · · ai−1)U and Y

.
= (aj+1 · · · ak · a1 · · · aj−1)U .

Case 5: j 6= i and m 6= i, j. Here, we have the equality (2). From (β), it follows

that there exist positive words U and V such that

X
.
= (ai+1 · · · ak · a1 · · · ai−1)U, W

.
= (am+1 · · · ak · a1 · · · am−1)U,

W
.
= (am+1 · · · ak · a1 · · · am−1)V, Y

.
= (aj+1 · · · ak · a1 · · · aj−1)V.

Thus, we have (am+1 · · · ak · a1 · · · am−1)U
.
= (am+1 · · · ak · a1 · · · am−1)V . Then,

applying (α) repeatedly, we obtain U
.
= V . Hence, X

.
= (ai+1 · · · ak ·a1 · · · ai−1)U

.
=

(ai+1 · · · ak · a1 · · · ai−1)V and Y
.
= (aj+1 · · · ak · a1 · · · aj−1)V .

It is obvious that LR+1 is true for chain length 1. Hence, by induction with

regard to the chain length, LR+1 holds for all chain lengths. Finally, applying

induction to R completes the proof.

The following lemma is similar.

Lemma 2.3. Let X,Y ∈ (A+)∗. Assume that Xai
.
= Y aj for i, j ∈ {1, . . . , k}.

Then the following hold:

(i) If j = i, then X
.
= Y .

(ii) If j 6= i, then there exists a positive word Z∈(A+)∗ such that X
.
=Z(ai+1 · · · ak ·

a1 · · · ai−1) and Y
.
= Z(aj+1 · · · ak · a1 · · · aj−1).
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As an immediate consequence of Lemmas 2.2(i) and 2.3(i), we obtain

Proposition 2.4 (Cancellativity). Let X, Y , U , V , W and Z be positive words.

Then

U
.
= W,V

.
= Z,UXV

.
= WY Z ⇒ X

.
= Y.

Next, we introduce the following positive word:

∇ := a1 · · · ak ∈ (A+)∗.

This word satisfies the relation

(3) ∇ ≡ a1 · · · ak
.
= a2 · · · aka1

.
= a3 · · · aka1a2

.
= · · · .= aka1 · · · ak−1.

From (3), we obtain

Lemma 2.5. (i) For each aj ∈ A+, we have aj∇
.
= ∇aj.

(ii) For each aj ∈ A+, there exists a positive word W ∈ (A+)∗ such that ∇ .
= Waj.

From Lemma 2.5, we immediately obtain

Lemma 2.6 (Right-reversible). If X and Y are positive words, then there exist

positive words U and V such that UX
.
= V Y .

Proof. Let X ≡ r1 · · · rm and Y ≡ s1 · · · sn be any positive words, where ri and si
are elements of A+. Then, by Lemma 2.5, we have

∇nX .
= ∇n−1W1sn

.
= ∇n−2W2sn−1sn

.
= · · · .= WnY,

where W1, . . . ,Wn are some positive words. The result follows by choosing U ≡ ∇n

and V ≡Wn.

With the above preparation, we obtain the following:

Proposition 2.7 ([F-S 2]). The homomorphism P+
I2(k) → PI2(k) is injective.

Proof. By Proposition 2.4 and Lemma 2.6, the pure Artin monoid P+
I2(k) is can-

cellative and right-reversible. Hence, by Öre’s theorem [O], P+
I2(k) can be embedded

in a group, say Q. Let Q′ be the subgroup of Q generated by a1, . . . , ak. Then P+
I2(k)

is embedded in Q′.

Now, suppose that X and Y are any positive words such that X = Y in

the group PI2(k). Then, because the relations of Q′ include those defining PI2(k),

we have X = Y in the group Q′ also. This implies that X
.
= Y , since P+

I2(k) is

embedded in Q′.
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In this paper, we consider P+
I2(k) to be a subset of PI2(k), identifying the

null word ε with the identity of PI2(k). Then we have the following commutative

diagram:
(A+)∗ ⊂ A∗y yπ
P+
I2(k) ⊂ PI2(k)

Recall that for u, v ∈ A∗, the expression u = v means that π(u) = π(v). Thus,

Proposition 2.7 implies that for u, v ∈ (A+)∗, we have u = v ⇔ u
.
= v, and for

u, v ∈ (A−)∗, we have u = v ⇔ u−1 .
= v−1. Note also that ∇ satisfies

(4) ∇ ≡ a1 · · · ak = a2 · · · aka1 = a3 · · · aka1a2 = · · · = aka1 · · · ak−1.

In order to elucidate the combinatorial structure of PI2(k), let us introduce

the concepts of fundamental blocks. A fundamental block is a positive word with

length smaller than k that appears as a subword in representatives of π(∇) within

(A+)∗ (see the equality (4)). There are k(k− 1) fundamental blocks. We list them

below:

length k − 1: a1 · · · ak−1, a2 · · · ak, a3 · · · aka1, . . . , aka1 · · · ak−2

length k − 2: a1 · · · ak−2, a2 · · · ak−1, a3 · · · ak, a4 · · · aka1, . . . , aka1 · · · ak−3

. . . . . .

length 2: a1a2, a2a3, . . . , ak−1ak, aka1

length 1: a1, a2, . . . , ak

Next, we give several definitions:

FB+ := {µ ∈ (A+)∗ | µ is a fundamental block},
FB− := {µ−1 ∈ (A−)∗ | µ ∈ FB+};

for I ∈ {0, . . . , k − 1},

FB±I := {µ ∈ FB±| | µ| = I}, FB±≤I := {µ ∈ FB±| | µ| ≤ I};

for µ ≡ ai · · · aka1 · · · aj ∈ FB+,

L(µ) := ai, R(µ) := aj ;

for µ−1 ≡ a−1
j · · · a

−1
1 a−1

k · · · a
−1
i ∈ FB−,

L(µ−1) := aj , R(µ−1) := ai.

For µ ≡ ai · · · aka1 · · · aj ∈ FB+, we call aj+1 the letter subsequent to µ. When

µ ≡ ai · · · ak, we call a1 the letter subsequent to µ. The letter subsequent to µ is

denoted by N (µ). For µ−1 ≡ a−1
j · · · a

−1
1 a−1

k · · · a
−1
i ∈ FB−, we call ai−1 the letter
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subsequent to µ−1, which is denoted by N (µ−1). When a−1
i ≡ a

−1
1 , we call ak the

letter subsequent to µ−1.

Let Λ be a subset of FB+ ∪ FB− ∪ {∇,∇−1}. Further, let Λ∗ be the free

monoid generated by Λ. In this paper, we frequently express an element of A∗ as

an element of Λ∗. In §3, we choose a unique geodesic representative for g ∈ PI2(k)

that can be expressed as an element of Λ∗. Then, in §4, we construct automata

over Λ that recognize such geodesic representatives.

It is easy to show that the following lemma holds.

Lemma 2.8 ([F-S 2]). (i) The element π(∇) is a generator of the center of the

group PI2(k). In particular,

a∇±1 = ∇±1a for a ∈ A = A+ ∪A−.

(ii) For each µ ∈ FB±, there exists a unique element µ ∈ FB∓ such that µ∇∓1

= µ. It satisfies R(µ) = N (µ), N (µ) = R(µ) and L(µ) = N (µ−1), and its

length satisfies |µ| = k − |µ|.
(iii) For each ξ ∈ (A+)∗ that contains no positive word u satisfying u = ∇, there

exists a unique element µ1 · · ·µm ∈ (FB+)∗ such that ξ ≡ µ1 · · ·µm, where

N (µj) 6= L(µj+1) for 1 ≤ j ≤ m− 1.

Let g ∈ PI2(k). Consider an arbitrary representative w of g and suppose that

it contains n+ instances of a positive word u satisfying u = ∇ and n− instances

of a negative word v satisfying v = ∇−1. Then, by Lemma 2.8(i), we can obtain

a distinct representative w′ of g by moving each of these instances (in arbitrary

order) to the rightmost position of w. Write the word w′ as w′ ≡ w1 · · ·wn · ∇c,
where c := n+ − n−, and wj ∈ A for each 1 ≤ j ≤ n. If there exists j such that

wj+1 = w−1
j , we reduce wj · wj+1 to the null word ε. Repeating this reduction

procedure, we obtain a reduced word w′′ satisfying w′′ = w1 · · ·wn. This yields

the representative ξ given by ξ := w′′ · ∇c. We present ξ as

(5) ξ ≡ x(1) · y(1) · x(2) · y(2) · · ·x(l) · y(l) · ∇c,

where for any i ∈ {1, . . . , l}, we have

(6) x(i) ∈ (A+)∗, y(i) ∈ (A−)∗.

Furthermore, by Lemma 2.8(iii), for each i ∈ {1, . . . , l}, the words x(i) and y(i) are

uniquely expressed as elements of (FB+)∗ and (FB−)∗, respectively, as

(7) x(i) ≡ x(i)
1 · · ·x

(i)
ki
∈ (FB+)∗ and y(i) ≡ y(i)

1 · · · y
(i)
Ki
∈ (FB−)∗,
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where

(8)



N (x
(i)
j ) 6= L(x

(i)
j+1) for j ∈ {1, . . . , ki − 1},

N (y
(i)
j ) 6= L(y

(i)
j+1) for j ∈ {1, . . . ,Ki − 1},

R(x
(i)
ki

) 6= L(y
(i)
1 ),

R(y
(i)
Ki

) 6= L(x
(i+1)
1 ).

We note that the subword x(1) · y(1) · · ·x(l) · y(l) is a reduced word. From ξ, we

obtain a particular representative of g, as done in [G].

Proposition 2.9 (Normal form). For each g∈PI2(k), there exist unique µ1 · · ·µm
∈ (FB+)∗ and d ∈ Z such that ν := µ1 · · ·µm · ∇d is a representative of g, where

N (µj) 6= L(µj+1) for 1 ≤ j ≤ m− 1. We call ν ≡ µ1 · · ·µm · ∇d the normal form

of g and µ1 · · ·µm the non-∇ part of the normal form.

Proof. Consider a representative ξ of g taking the form in (5). Then, by Lemma

2.8(ii), for each y
(i)
j in (7) there exists a fundamental block y

(i)
j ∈ FB+ such

that y
(i)
j ∇ = y

(i)
j . Therefore, y

(i)
j = y

(i)
j ∇−1. From ξ, we thus obtain another

representative of g as

(x
(1)
1 · · ·x

(1)
k1

) · (y(1)
1 ∇−1 · · · y(1)

K1
∇−1) · · · (x(l)

1 · · ·x
(l)
kl

) · (y(l)
1 ∇−1 · · · y(l)

Kl
∇−1) · ∇c.

Then, moving every ∇−1 to the right, we obtain the following representative:

(9) (x
(1)
1 · · ·x

(1)
k1

) · (y(1)
1 · · · y

(1)
K1

) · · · (x(l)
1 · · ·x

(l)
kl

) · (y(l)
1 · · · y

(l)
Kl

) · ∇(c−K1−···−Kl).

Using (8) and Lemma 2.8(ii), we confirm that N (x
(i)
j ) 6= L(x

(i)
j+1), N (y

(i)
j ) 6=

L(y
(i)
j+1),N (x

(i)
ki

) 6= L(y
(i)
1 ) and N (y

(i)
Ki

) 6= L(x
(i+1)
1 ). Therefore, (9) is the desired

representative of g with m =
∑l
i=1(ki +Ki) and d = c−

∑l
i=1Ki.

Finally, we demonstrate the uniqueness of the normal form. Assume that

µ1 · · ·µm∇d = ν1 · · · νm′∇d
′

in PI2(k). Suppose that d′ < d and write n := d − d′

(> 0). Then µ1 · · ·µm∇n = ν1 · · · νm′ in PI2(k). Thus, by Proposition 2.7, we obtain

µ1 · · ·µm∇n
.
= ν1 · · · νm′ . Hence, ν1 · · · νm′ contains a positive word u satisfying

u
.
= ∇. This is impossible. We thus conclude that d′ ≥ d, and similarly d ≥

d′. Hence, d = d′, and this implies, by Lemma 2.3 and Proposition 2.7, that

µ1 · · ·µm
.
= ν1 · · · νm′ . Consequently, because the word on each side of this equality

has only one representative in (A+)∗, we have µ1 · · ·µm ≡ ν1 · · · νm′ . Finally, from

Lemma 2.8(iii), we have m = m′ and µj ≡ νj for each j.
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§3. Geodesic representatives of elements of PI2(k)

In this section, we determine all of the geodesic representatives for each element g

of PI2(k). Moreover, we show that even in the case that multiple geodesic repre-

sentatives exist for a given element g, there is a criterion we can use in order to

uniquely specify a single geodesic representative for g.

First, we note the following:

Lemma 3.1. (i) All positive and negative words are geodesic with respect to A.

(ii) Let ξ be a positive word (resp. a negative word). Then there exists no word

ξ′ /∈ (A+)∗ (resp. /∈ (A−)∗) such that ξ′ = ξ and |ξ′| = |ξ|.

Proof. (i) First, note that the null word, ε, is geodesic. Next, suppose that there

exists a positive word w(6= ε) that is not geodesic. There exists an element w′ ∈ A∗

such that w = w′ in PI2(k) and |w| > |w′|. Because all of the words in the relations

defining P+
I2(k) have the same length, w′ contains at least one negative letter. Let

{s−1
1 , . . . , s−1

n } be the set of all such negative letters. Now, consider the product

∇n · w′. By Lemma 2.8(i), we move one of ∇ to become a neighbor of s−1
1 . Then,

using the relation (4), we can cancel the letters s1 (in ∇) and s−1
1 . Peforming

this procedure n times, we find that ∇n · w′ is equal to some positive word w′′

in PI2(k). Note that |∇n · w′| > |w′′|. It follows that ∇n · w = w′′ in PI2(k) and

|∇n · w| > |w′′|. Thus, by Proposition 2.7, we have ∇n · w .
= w′′. Then, since

all of the words in the relations defining P+
I2(k) have the same length, we have

|∇n · w| = |w′′|, a contradiction. It can be proved in a similar manner that any

negative word is geodesic.

(ii) Suppose that there exists ξ′ /∈ (A+)∗ such that ξ′ ∈ π−1(ξ) and |ξ′| = |ξ|.
Then ξ′ contains at least one negative letter. Let {s−1

1 , . . . , s−1
n } be the set of all

such negative letters. By a similar argument to that given above, ∇n ·ξ′ is equal to

some positive word ξ′′ in PI2(k). Note that |∇n ·ξ′| > |ξ′′|. It follows that ∇n ·ξ = ξ′′

and |∇n · ξ| > |ξ′′|. Thus, by Proposition 2.7, we have ∇n · ξ .
= ξ′′, and this implies

that |∇n · ξ| = |ξ′′|, a contradiction.

Next, we present a necessary condition for a word of A∗ to be geodesic.

Lemma 3.2. Let γ be a geodesic word with respect to A. Then the following hold:

(i) If γ contains at least one positive word u satisfying u = ∇, then γ ∈ (A+)∗,

and moreover γ = x(1) ·∇c, where c > 0 and x(1) ∈ (A+)∗ satisfies (7) and (8).

(ii) If γ contains at least one negative word v satisfying v = ∇−1, then γ ∈ (A−)∗,

and moreover γ = y(1) ·∇c, where c < 0 and y(1) ∈ (A−)∗ satisfies (7) and (8).
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(iii) If γ contains no positive word u satisfying u = ∇ and no negative word

v satisfying v = ∇−1, then γ ≡ x(1) · y(1) · x(2) · y(2) · · ·x(l) · y(l), where

x(i) ∈ (A+)∗ and y(i) ∈ (A−)∗ satisfy (7) and (8).

Proof. (i) Suppose that γ contains a negative letter a−1
i . Then, by Lemma 2.8(i),

we obtain a representative γ′ by moving the word u (= ∇) so that it is a neighbor

of a−1
i . Then, using the relation (4), we can cancel the letters ai (in u) and a−1

i .

Hence, we obtain another representative γ′′ which satisfies |γ′′| < |γ′| (= |γ|).
However, because γ is geodesic, this is a contradiction. Therefore, γ is a positive

word. Finally, from Lemma 2.8(iii), the second assertion follows immediately.

(ii) The assertion in this case can be demonstrated similarly.

(iii) Since any geodesic is a reduced word, by Lemma 2.8(iii), γ can be de-

composed as in (5), with the conditions (6)–(8) and c = 0.

Now, we consider the following three types of words.

Type 1: A positive word ξ that satisfies

(10) ξ = x(1) · ∇c,

where c > 0 and x(1) ∈ (A+)∗ satisfies (7) and (8). Here, we define

Pos(ξ) := k, Neg(ξ) := 0.

Type 2: A negative word ξ that satisfies

(11) ξ = y(1) · ∇c,

where c < 0 and y(1) ∈ (A−)∗ satisfies (7) and (8). Here, we define

Pos(ξ) := 0, Neg(ξ) := k.

Type 3: A word ξ that is presented as

(12) ξ ≡ x(1) · y(1) · x(2) · y(2) · · ·x(l) · y(l),

where x(i) ∈ (A+)∗ and y(i) ∈ (A−)∗ satisfy (7) and (8). Here, we define

Pos(ξ) := max{|x(i)
j | | 1 ≤ i ≤ l, 1 ≤ j ≤ ki},

Neg(ξ) := max{|y(i)
j | | 1 ≤ i ≤ l, 1 ≤ j ≤ Ki}.

These quantities satisfy the relations 0 ≤ Pos(ξ) ≤ k − 1 and 0 ≤ Neg(ξ) ≤ k − 1.

Next, for I ∈ {1, 2, 3}, we define

WTI := {ξ ∈ A∗ | ξ is a word of Type I},

and

WT := WT1 ∪WT2 ∪WT3.
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Now, note that any g ∈ PI2(k) has a geodesic representative. Thus, by Lemma

3.2, any g ∈ PI2(k) has a representative ξ ∈WT. Note that a word in WT is also

an element of the free monoid (FB+ ∪ FB− ∪ {∇,∇−1})∗.
As the first step in determining the geodesic representatives for each element

of PI2(k), we determine all of the geodesic representatives for an arbitrary element

of PI2(k) that has a representative of Type 1 or 2.

Proposition 3.3. Let g ∈ PI2(k). Suppose that g has a representative ξ ∈ WT1

(resp. ξ ∈WT2); i.e., ξ ∈ (A+)∗ and ξ = x(1) · ∇c, where c > 0 and x(1) ∈ (A+)∗

satisfies (7) and (8) (resp. ξ ∈ (A−)∗ and ξ = y(1) · ∇c, where c < 0 and

y(1) ∈ (A−)∗ satisfies (7) and (8)). Then ξ is geodesic, and the set of all geodesic

representatives of g equals

M∇+
g := {γ ∈ (A+)∗ | γ .

= x(1) · ∇c},
(resp. M∇−g := {γ ∈ (A−)∗ | γ−1 .

= (y(1) · ∇c)−1}),

and M∇+
g (resp. M∇−g ) consists of more than one element.

Proof. We only consider the case of Type 1 words, because the proof for Type 2

can be carried out similarly. First, from Lemma 3.1(i), because ξ is a positive

word by assumption, ξ is geodesic. Now, let ν be the normal form of g. Then, as

in the proof of Proposition 2.9, we obtain ν ≡ x(1) · ∇c ∈ (A+)∗. Thus, by Lemma

3.1(i), ν is geodesic. Hence, for any geodesic representative γ′, we have γ′ = ν and

|γ′| = |ν|. By Lemma 3.1(ii), γ′ is a positive word. Thus, by Proposition 2.7, we

have γ′
.
= ν. Conversely, for any γ′′ ∈ (A+)∗ satisfying γ′′

.
= ν, we have |γ′′| = |ν|.

Hence, γ′′ is geodesic. Therefore, M∇+
g is the set of all geodesic representatives

of g. Finally, because ν contains ∇, M∇+
g consists of more than one element.

Next, we present a necessary condition for Type 3 representatives of elements

of PI2(k) to be geodesic.

Proposition 3.4. Let g ∈ PI2(k). Suppose that g has a representative ξ ∈ WT3.

If Pos(ξ) + Neg(ξ) > k, then ξ is not a geodesic representative of g.

Proof. Set P := Pos(ξ) and N := Neg(ξ). By assumption, there are words x
(i1)
j1

and y
(i2)
j2

in ξ such that

(13) |x(i1)
j1
|+ |y(i2)

j2
| > k.

First, suppose that i1 ≤ i2 and consider the subword of ξ given by

ξ′ := x
(i1)
j1
· v · y(i2)

j2
.
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Then, by Lemma 2.8(ii), there exist x
(i1)
j1
∈ FB− and y

(i2)
j2
∈ FB+ such that

x
(i1)
j1

= x
(i1)
j1
∇−1, y

(i2)
j2

= y
(i2)
j2
∇, |x(i1)

j1
| + |x(i1)

j1
| = k and |y(i2)

j2
| + |y(i2)

j2
| = k.

Consequently, by Lemma 2.8(i),

(14) ξ′ = x
(i1)
j1
· ∇−1∇ · v · y(i2)

j2
= x

(i1)
j1
∇−1 · v · y(i2)

j2
∇ = x

(i1)
j1
· v · y(i2)

j2
.

Further, from (13), we have |x(i1)
j1
|+ |y(i2)

j2
| < k. Thus, from (14), ξ′ is not geodesic.

Hence, ξ is not geodesic either.

The case i1 > i2 can be treated similarly, with the conclusion again that ξ is

not geodesic.

Next, we introduce a procedure that yields geodesic representatives. It is sim-

ilar to that employed in [Be] and [M-M], and called the suitable-spread procedure.

In [M-M], there is an effective algorithm to determine whether or not words of the

Artin group GI2(k) of dihedral type are geodesic. The suitable-spread procedure

plays an important role in that algorithm. Following [M-M], we now explain the

procedure in the case of the pure Artin groups PI2(k) of dihedral type.

We consider the normal form of an element g ∈ PI2(k), as in Proposition 2.9:

(15) ν ≡ µ1 · · ·µm · ∇d.

The word ν is the input of this procedure.

[Case 1: d ≥ 0] Here, by Lemma 3.1(i), the above normal form ν is itself geodesic.

Thus, in this case, we regard ν as the output of this procedure.

[Case 2: d < 0,m ≤ −d] First, let us rewrite (15) using δ := −d > 0:

ν ≡ µ1 · · ·µm · (∇−1)δ.

Then, moving one of the words ∇−1 so that it is the right-hand neighbor of µj ,

we obtain another representative of g,

µ1 · · ·µj−1 · (µj∇−1) · µj+1 · · ·µm · (∇−1)δ−1

= µ1 · · ·µj−1 · µj · µj+1 · · ·µm · (∇−1)δ−1 =: ν′,

where µj ∈ FB− is given in Proposition 2.8(ii). Note that

(16) |ν′| = |ν| − 2|µj |.

Since m ≤ δ, by carrying out the above procedure m times, we obtain the following

representative of g that consists entirely of negative letters:

µ1 · · ·µm · (∇−1)δ−m.
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From Lemma 3.1(i), we know that this word is geodesic. In this case, this word is

the output of the procedure.

[Case 3: d < 0,m > −d (= δ)] First, pick δ fundamental blocks µj1 , . . . , µjδ
from among µ1, . . . , µm so that |µj1 |+ · · ·+ |µjδ | is maximal. Applying the above

procedure to µj1 , . . . , µjδ , we obtain the following representative that contains

no ∇−1:

ν̃ := µ1 · · ·µj1−1 · µj1 · µj1+1 · · ·µjn−1 · µjn · µjn+1 · · ·µjδ−1 · µjδ · µjδ+1 · · ·µm.

Here, note that

R(µjn−1) 6= L(µjn), R(µjn) 6= L(µjn+1),

and if there exist jn and jn+1 such that jn+1 = jn + 1, then

N (µjn) 6= L(µjn+1
).

The word ν̃ is the output of the procedure. In the present case, from (16), we

obtain

(17) |ν̃| = |ν| −
δ∑

n=1

2|µjn |.

Note that the choice of µj1 , . . . , µjδ maximizing |µj1 |+ · · ·+ |µjδ | is not necessarily

unique, and the output ν̃ depends on this choice. However, Pos(ν̃) and Neg(ν̃) do

not depend on the choice. We define the set of all such choices as follows:

CFBg :=

(j1, . . . , jδ)

∣∣∣∣∣∣∣
ν ≡ µ1 · · ·µm · ∇−δ: normal form of g (m > δ > 0),

1 ≤ j1 < · · · < jδ ≤ m,∑δ
n=1 |jn|: maximal

 .

Let us call the above procedure the suitable-spread procedure, following Mairesse

and Mathéus. Note that the output of this procedure is also a representative of g.

We denote by SSg the set consisting of all outputs of the suitable-spread procedure

applied to the normal form of g, ν. In Cases 1 and 2, we have #SSg = 1. In

Case 3, SSg is bijective with CFBg. Now, it is important to note that in Case 3,

any element of SSg is also in the free monoid (FB+
≤Pos(ν̃) ∪ FB−≤Neg(ν̃))

∗. Then the

following provides the final piece for this procedure.

Proposition 3.5. Let g ∈ PI2(k) and ν ≡ µ1 · · ·µm · ∇d be the normal form of g,

as given in Proposition 2.9. Then, applying the suitable-spread procedure to ν, we

obtain a geodesic representative of g.

Proof. In the cases d ≥ 0 and d < 0,m ≤ −d, it is already known that the output

is geodesic. Hence, it remains to consider the case d < 0, m > −d. We write
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δ := −d (> 0). First, note that there exists at least one geodesic representative

of g. Choose one of them, say γ. Because γ is geodesic, by Lemma 3.2, one of the

following holds: (i) γ is of Type 1 (i.e., there exists a geodesic representative γ̂ of

g = π(γ) written as γ̂ ≡ x(1)
1 · · ·x

(1)
k1
·∇d such that γ = γ̂, where the x

(1)
j satisfy (7)

and (8), and d > 0); (ii) γ is of Type 2 (i.e., there exists a geodesic representative γ̂

of g = π(γ) written as γ̂ ≡ y(1)
1 · · · y

(1)
K1
· ∇d such that γ = γ̂, where the y

(1)
j satisfy

(7) and (8), and d < 0); (iii) γ is of Type 3 (i.e., γ takes the form appearing in

(12), with the conditions (7) and (8)).

First, consider case (i). In this case, the normal form ν of g = π(γ) = π(γ̂) is

identical to γ̂, i.e., ν ≡ γ̂. This normal form does not satisfy the condition d < 0.

Thus, we need not consider case (i).

Next, consider case (ii). In this case, as in the proof of Proposition 2.9, we

obtain the normal form of g = π(γ) = π(γ̂) as y
(1)
1 · · · y

(1)
K1
· ∇d−K1 . From the

uniqueness of this normal form, we have m = K1 and δ = −d + K1. However,

because d < 0, this normal form does not satisfy the condition m > δ. Thus, we

need not consider case (ii) either.

Hence, we need only examine case (iii). If Ki = 0 for all i, then γ ≡ x(1) ∈
(A+)∗. This is the normal form of π(γ) = g with d = 0. However, it does not satisfy

the condition d < 0, and thus, we need not consider this case. Next, if ki = 0 for

all i, then γ ≡ y(1) ∈ (A−)∗. Then, as in the proof of Proposition 2.9, we obtain

the normal form of g = π(γ) as y
(1)
1 · · · y

(1)
K1
· ∇−K1 with m = K1 and d = −K1.

However, since m = −d, this normal form does not satisfy m > −d, and thus we

need not consider this case either.

Hence, we assume that there exist ki and Kj such that ki 6= 0 and Kj 6= 0.

Now, following the proof of Proposition 2.9, we obtain

ν ≡ (x
(1)
1 · · ·x

(1)
k1

) · (y(1)
1 · · · y

(1)
K1

) · · · (x(l)
1 · · ·x

(l)
kl

) · (y(l)
1 · · · y

(l)
Kl

) · ∇(−K1−···−Kl)

as the normal form of g = π(γ), with m =
∑l
i=1(ki + Ki) and δ =

∑l
i=1Ki.

Then we obtain the geodesic γ from the normal form ν by applying the procedure

(y
(i)
j ⇒ y

(i)
j · ∇−1 = y

(i)
j ) to y

(i)
j for all i ∈ {1, . . . , l} and j ∈ {1, . . . ,Ki} as the

suitable-spread procedure. It is clear that
∑l
i=1

∑Ki
j=1 |y

(i)
j | is less than or equal

to the maximal length of any δ fundamental blocks in the non-∇ part of ν. (In

fact, it is equal.) Therefore, from (17), the suitable-spread procedure induces a

word of length |γ|. Hence, this word is geodesic. (Note that from the argument

above, it follows that γ is also obtained from the suitable-spread procedure applied

to ν.)

From the argument given in the proof of Proposition 3.5, we obtain the fol-

lowing:
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Proposition 3.6. Let g ∈ PI2(k) and ν be the normal form of g. Suppose that g

has a geodesic representative γ ∈WT3. Then γ is obtained from the suitable-spread

procedure applied to ν.

Now, we give a sufficient condition for Type 3 representatives of elements of

P2(k) to be geodesic.

Proposition 3.7. Let g ∈ PI2(k) and ν be the normal form of g. Suppose that g

has a representative ξ ∈WT3. Then the following hold:

(i) If Pos(ξ) + Neg(ξ) ≤ k, then ξ is geodesic, and the set of all geodesic repre-

sentatives of g is identical with SSg.

(ii) If Pos(ξ) + Neg(ξ) = k, then #SSg ≥ 2.

(iii) If Pos(ξ) + Neg(ξ) < k, then #SSg = 1.

Proof. Set P := Pos(ξ) and N := Neg(ξ). By assumption, we have 0 ≤ P ≤ k − 1

and 0 ≤ N ≤ k − 1.

As in the proof of Proposition 2.9, we obtain the normal form of g = π(ξ) as

(18) ν ≡ (x
(1)
1 · · ·x

(1)
k1

)·(y(1)
1 · · · y

(1)
K1

) · · · (x(l)
1 · · ·x

(l)
kl

)·(y(l)
1 · · · y

(l)
Kl

)·∇(−K1−···−Kl).

By the definition of N , we have

(19) |y(i)
j | ≤ N (1 ≤ i ≤ l, 1 ≤ j ≤ Ki).

Thus, with the assumption P +N ≤ k, we obtain

(20) |y(i)
j | = k − |y(i)

j | ≥ k −N ≥ P (1 ≤ i ≤ l, 1 ≤ j ≤ Ki).

Further, by the definition of P , we have

(21) |x(i)
j | ≤ P (1 ≤ i ≤ l, 1 ≤ j ≤ ki).

First, consider the case N = 0 (resp. P = 0), in which we have l = 1 and

y(1) ≡ ε (resp. l = 1 and x(1) ≡ ε); i.e., ξ ≡ x(1) (resp. ξ ≡ y(1)). Then, by Lemma

3.1(i), ξ is geodesic. Moreover, by Lemma 3.1(ii), any geodesic representative of

g is a positive word (resp. a negative word). Therefore, ξ is the unique geodesic

representative of g, since ξ has only one representative in (A+)∗ (resp. (A−)∗).

Next, from (18), we have ν ≡ x(1) (resp. ν ≡ y(1)
1 · · · y

(1)
K1
·∇−K1). This implies that

SSg = {ξ} and #SSg = 1.

Next, consider the case of P ≥ 1 and N ≥ 1. Then ξ /∈ (A+)∗ ∪ (A−)∗.

Now, let us apply the suitable-spread procedure to the normal form ν. As seen

from (20) and (21), we can then choose all y
(i)
j . Proceeding with such a choice,

we obtain identically ξ. Thus, by Proposition 3.5, ξ is geodesic. Next, note that
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there exists no geodesic representative of Type 1 or Type 2. (Suppose that there

exists a geodesic representative ξ1 ∈ WT1. The word ξ1 must be positive. Then,

by Lemma 3.1(ii), there exists no word ξ′1 /∈ (A+)∗ satisfying both ξ′1 = ξ1 and

|ξ′1| = |ξ1|. This is a contradiction, because |ξ| = |ξ1| and ξ /∈ (A+)∗ ∪ (A−)∗.

The non-existence of geodesic representatives of Type 2 can be shown similarly.)

Also recall that Proposition 3.6 asserts that all geodesic representatives of Type 3

can be obtained by applying the suitable-spread procedure to ν. We thus conclude

that any geodesic representative of g is in SSg. Conversely, by Proposition 3.5, any

element of SSg is a geodesic representative of g. Therefore, the set of all geodesic

representatives of g is SSg.

Now, we consider the subcase P,N ≥ 1 and P +N < k. Here, in place of (20),

we have

(22) |y(i)
j | = k − |y(i)

j | ≥ k −N > P (1 ≤ i ≤ l, 1 ≤ j ≤ Ki).

Hence, according to (21) and (22), we must choose all y
(i)
j in the suitable-spread

procedure; i.e., we cannot choose any x
(i)
j . Therefore, in this case, ξ is the unique

geodesic representative obtained from the suitable-spread procedure. Hence, SSg
= {ξ} and #SSg = 1.

Finally, we consider the subcase P,N ≥ 1 and P + N = k. Here, from (20)

and (21) it follows that there exists at least one fundamental block x
(i)
j of length P .

By choosing such fundamental blocks x
(i)
j in the suitable-spread procedure, we

obtain another geodesic representative. Thus, ξ is not a unique geodesic represen-

tative, so #SSg ≥ 2.

One immediate consequence of Propositions 3.3 and 3.7 is the following:

Corollary 3.8. Let g, g′ ∈ PI2(k), and let γ and γ′ be geodesic representatives of g

and g′, respectively. If (Pos(γ),Neg(γ)) 6= (Pos(γ′),Neg(γ′)), then g 6= g′.

Proof. By Propositions 3.3 and 3.7, if (Pos(γ),Neg(γ)) 6= (Pos(γ′),Neg(γ′)), then

ν 6= ν′, where ν and ν′ are the normal forms of g and g′, respectively. Because the

normal form is unique for each element of PI2(k), we obtain g 6= g′.

From Corollary 3.8, for each g ∈ PI2(k), we can define

(Pos(g),Neg(g)) := (Pos(γ),Neg(γ))

by choosing an arbitrary geodesic representative γ of g. Note that, by Proposi-

tion 3.4,

(23) Pos(g) + Neg(g) ≤ k.
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Now, for any g ∈ PI2(k), we wish to specify a unique geodesic representative. Thus,

for Pos(g) + Neg(g) = k, we must establish a criterion for choosing among several

such representatives. First, if (Pos(g),Neg(g)) = (k, 0), we choose the normal form

of g given in Proposition 2.9. Next, if (Pos(g),Neg(g)) = (0, k), we choose the

word y(1) · ∇c given in Proposition 3.3. Finally, if (Pos(g),Neg(g)) 6= (k, 0), (0, k),

we choose the unique geodesic representative identified by the following:

Proposition 3.9. Let g ∈ PI2(k). With (P,N) := (Pos(g),Neg(g)), suppose that

P + N = k and (P,N) /∈ {(k, 0), (0, k)}. Then there exists a unique geodesic

representative η ∈ WT3 of g such that all elements of FB−N appear before all

elements of FB+
P . In precise terms, this assertion is as follows:

(24) there exist λ ∈ FB−N , µ ∈ FB+
P , and

ξ(1) ≡ ξ(1)
1 · · · ξ

(1)
m1 ∈ (FB+

≤P−1 ∪ FB−≤N−1)∗,

ξ(2) ≡ ξ(2)
1 · · · ξ

(2)
m2 ∈ (FB+

≤P−1 ∪ FB−≤N )∗,

ξ(3) ≡ ξ(3)
1 · · · ξ

(3)
m3 ∈ (FB+

≤P ∪ FB−≤N−1)∗,

such that

(25) η ≡ ξ(1) · λ · ξ(2) · µ · ξ(3) ∈ π−1(g)

is geodesic, where for each i ∈ {1, 2, 3}, we have

(26)

{
ξ

(i)
j , ξ

(i)
j+1 ∈ FB± ⇒ N (ξ

(i)
j ) 6= L(ξ

(i)
j+1),

ξ
(i)
j ∈ FB±, ξ

(i)
j+1 ∈ FB∓ ⇒ R(ξ

(i)
j ) 6= L(ξ

(i)
j+1),

(j ∈ {1, . . . ,mi − 1}),

and

(27)


ξ

(1)
m1 ∈ FB+ (resp. FB−)⇒ R(ξ

(1)
m1) 6= L(λ) (resp. N (ξ

(1)
m1) 6= L(λ)),

ξ
(2)
1 ∈ FB+ (resp. FB−)⇒ R(λ) 6= L(ξ

(2)
1 ) (resp. N (λ) 6= L(ξ

(2)
1 )),

ξ
(2)
m2 ∈ FB+ (resp. FB−)⇒ N (ξ

(2)
m2) 6= L(µ) (resp. R(ξ

(2)
m2) 6= L(µ)),

ξ
(3)
1 ∈ FB+ (resp. FB−)⇒ N (µ) 6= L(ξ

(3)
1 ) (resp. R(µ) 6= L(ξ

(3)
1 )).

Proof. (Refer to the proof of Proposition 3.7.) The word ξ and the normal form ν

of g = π(ξ) have the forms (12) and (18), respectively. Rewrite (18) as

ν ≡ µ1 · · ·µm · ∇−δ,

where m :=
∑l
i=1(ki + Ki) and δ :=

∑l
i=1Ki. Then, by applying the suitable-

spread procedure to ν, we obtain a geodesic representative of g. In this procedure,

we choose δ elements from the non-∇ part of ν. Here, employing the assumptions

P +N = k and (P,N) /∈ {(k, 0), (0, k)}, the procedure is performed in accordance

with the following rules.
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(i) All the elements appearing in the non-∇ part that belong to FB+
I (I ≥ P +1)

are chosen.

(ii) There are at least two elements in the non-∇ part that belong to FB+
P , say

µj1 , . . . µjn , where j1 < · · · < jn. At least one and fewer than n elements from

among µj1 , . . . , µjn are chosen.

(iii) When choosing the elements belonging to FB+
P , we always choose the leftmost

such element. Let us refer to the elements chosen through this procedure as

µj1 , . . . , µjr , where 1 ≤ r < n.

In this way, we obtain a geodesic representative η containing the elements

µj1 , . . . , µjr ∈ FB−N and µjr+1
, . . . , µjn ∈ FB+

P . Then, choosing λ (resp. µ) to

be the leftmost element, µj1 (resp. µjr+1), we obtain the desired geodesic repre-

sentative.

Example 3.10. Let k = 3. In this example, we consider an element g ∈ PI2(3)

whose normal form ν is given by

ν ≡ a1a2 · a2 · a2a3 · a3 · a2 · a2a3 · a2 · ∇−4

≡ µ1 · µ2 · µ3 · µ4 · µ5 · µ6 · µ7 · ∇−4.

Then, applying the suitable-spread procedure, we have

ν = (µ1∇−1) · (µ2∇−1) · (µ3∇−1) · µ4 · µ5 · (µ6∇−1) · µ7

= a−1
3 · (a3a1)−1 · a−1

1 · a3 · a2 · a−1
1 · a2 =: ν̃1

= (µ1∇−1) · µ2 · (µ3∇−1) · (µ4∇−1) · µ5 · (µ6∇−1) · µ7

= a−1
3 · a2 · a−1

1 · (a1a2)−1 · a2 · a−1
1 · a2 =: ν̃2

= (µ1∇−1) · µ2 · (µ3∇−1) · µ4 · (µ5∇−1) · (µ6∇−1) · µ7

= a−1
3 · a2 · a−1

1 · a3 · (a3a1)−1 · a−1
1 · a2 =: ν̃3

= (µ1∇−1) · µ2 · (µ3∇−1) · µ4 · µ5 · (µ6∇−1) · (µ7∇−1)

= a−1
3 · a2 · a−1

1 · a3 · a2 · a−1
1 · (a3a1)−1 =: ν̃4.

We have (Pos(g),Neg(g)) = (1, 2) and CFBg = {(1, 2, 3, 6), (1, 3, 4, 6), (1, 3, 5, 6),

(1, 3, 6, 7)}. The four distinct geodesic representatives, ν̃1, ν̃2, ν̃3 and ν̃4, correspond

to (1, 2, 3, 6), (1, 3, 4, 6), (1, 3, 5, 6) and (1, 3, 6, 7), respectively. The first word, ν̃1,

is the geodesic representative chosen in Proposition 3.9:

η ≡ ξ(1) · λ · ξ(2) · µ · ξ(3)

≡ a−1
3 · (a3a1)−1 · a−1

1 · a3 · (a2 · a−1
1 · a2) ≡ ν̃1.

§4. Automata for geodesic representatives of PI2(k)

In this section, we construct deterministic, finite-state automata over subsets of

FB+ ∪ FB− ∪ {∇,∇−} that recognize a unique geodesic representative for each
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element of PI2(k) specified in §3. (Refer to [K] for general information on automata.)

As a result, it becomes clear that the spherical growth series for PI2(k) with respect

to the generating set A has a rational function expression (cf. [E], [E-IF-Z], [M-M]

and [Sab]).

First, we consider all of the geodesic representatives for elements of PI2(k).

Here, we define

Γ̃ := {ξ ∈ A∗ | |ξ| = ‖π(ξ)‖},

Γ̃P,N := {ξ ∈WT | |ξ| = ‖π(ξ)‖, (Pos(ξ),Neg(ξ)) = (P,N)},
GP,N := {g ∈ PI2(k) | (Pos(g),Neg(g)) = (P,N)},

where 0 ≤ P ≤ k and 0 ≤ N ≤ k. Then, by Propositions 3.3, 3.4 and 3.7 and

Corollary 3.8, we have

(28)
P +N ≥ k + 1 ⇒ Γ̃P,N = ∅, GP,N = ∅,

P +N ≤ k ⇒ π−1(GP,N ) ∩ Γ̃ = Γ̃P,N

and

(29)

Γ̃ =
⋃

P+N≤k

Γ̃P,N (disjoint union),

PI2(k) =
⋃

P+N≤k

GP,N (disjoint union).

For each (P,N), the results of Propositions 3.3 and 3.7 are as follows:

1. Case (P,N) = (k, 0): π−1(g) ∩ Γ̃ = M∇+
g and #M∇+

g ≥ 2 for each g ∈ Gk,0;

2. Case (P,N) = (0, k): π−1(g) ∩ Γ̃ = M∇−g and #M∇−g ≥ 2 for each g ∈ G0,k;

3. Case P + N ≤ k and (P,N) /∈ {(k, 0), (0, k)}: π−1(g) ∩ Γ̃ = SSg for each

g ∈ GP,N ;

4. Case P +N ≤ k − 1 : #SSg = 1 for each g ∈ GP,N ;

5. Case P +N = k and (P,N) /∈ {(k, 0), (0, k)} : #SSg ≥ 2 for each g ∈ GP,N .

Next, we define a subset ΓP,N of Γ̃P,N such that every element g of GP,N has

a unique geodesic representative in ΓP,N .

[Case 1: (P,N) = (k, 0)] Here, for each g ∈ Gk,0, we choose the normal form ν

of g. Then, we define

Γk,0 :=

{
ν ∈ (FB+ ∪ {∇})∗

∣∣∣∣∣ ν ≡ µ1 · · ·µm · ∇d, µ1 · · ·µm ∈ (FB+)∗,

d ≥ 1, and N (µj) 6= L(µj+1) for 1 ≤ ∀j ≤ m− 1

}
.
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[Case 2: (P,N) = (0, k)] Here, for each g ∈ G0,k, consider the normal form ν of

g−1 ∈ Gk,0. Then, we define

Γ0,k

:=

{
ν−1 ∈ (FB− ∪ {∇−1})∗

∣∣∣∣∣ ν ≡ µ1 · · ·µm · ∇d, µ1 · · ·µm ∈ (FB+)∗,

d ≥ 1, and N (µj) 6= L(µj+1) for 1 ≤ ∀j ≤ m− 1

}
.

[Case 3: P +N ≤ k− 1] In this case, SSg consists of a single element. Hence, we

define

ΓP,N := Γ̃P,N .

Here, introducing simpler notation, we express each element ξ of ΓP,N as follows:

(30) ξ ≡ v1 · · · vm ∈ (FB+
≤P ∪ FB−≤N )∗,

where for each j ∈ {1, . . . ,m− 1}, we have

(31)

{
vj , vj+1 ∈ FB± ⇒ N (vj) 6= L(vj+1),

vj ∈ FB±, vj+1 ∈ FB∓ ⇒ R(vj) 6= L(vj+1),

and we have

(32) Pos(ξ) = P, Neg(ξ) = N.

Then, ΓP,N is given by

ΓP,N = {ξ ∈ (FB+
≤P ∪ FB−≤N )∗ | ξ is a word as in (30) with (31) and (32)}.

[Case 4: P +N = k, and (P,N) /∈ {(k, 0), (0, k)}] In this case, although we have

#SSg ≥ 2 for each g ∈ GP,N , a unique geodesic representative η of g can be

specified by Proposition 3.9. Then, we define

ΓP,N := {η ∈ (FB+
≤P ∪ FB−≤N )∗ | η satisfies (24)–(27)}.

Now, with the above, we define Γ to be the following disjoint union:

(33) Γ := Γk,0 ∪ Γ0,k ∪
⋃

P+N≤k−1

ΓP,N ∪
⋃

P+N=k
(P,N)6=(k,0),(0,k)

ΓP,N .

Since every element of PI2(k) has a unique geodesic representative in Γ, the re-

striction of π to Γ is a bijective map to PI2(k). We call a word in Γ the geodesic

normal form of the corresponding element of PI2(k).

We now proceed to construct automata that recognize all of the words in Γ.

This is done separately in each of the cases considered above.
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[Case 1: (P,N) = (k, 0)] It is clear that every word in the set Γk,0 is recognized

by the deterministic, finite-state automaton Ak,0 over FB+ ∪ {∇} defined by

(i) States: {ε} ∪ FB+ ∪ {∇};
Initial state: {ε}; Accept state: {∇};

(ii) Transitions:

(ii-1) ∀v ∈ FB+ ∪ {∇}, ε v→ v;

(ii-2) ∀u, v ∈ FB+, u
v→ v

if N (u) 6= L(v);

(ii-3) ∀u ∈ FB+ ∪ {∇}, u ∇→ ∇.

[Case 2: (P,N) = (0, k)] For each word in Γ0,k, its inverse is recognized by the

automaton Ak,0 constructed in the previous case. Hence, we need not construct a

new automaton in this case.

[Case 3: P+N ≤ k−1] It is readily seen that every word in the set
⋃
p≤P,n≤N Γp,n

is recognized by the deterministic, finite-state automaton A≤P,≤N over FB+
≤P ∪

FB−≤N defined as follows:

(i) States: {ε} ∪ FB+
≤P ∪ FB−≤N ;

Initial state: {ε}; Accept states: {ε} ∪ FB+
≤P ∪ FB−≤N ;

(ii) Transitions:

(ii-1) ∀v ∈ FB+
≤P ∪ FB−≤N , ε

v→ v;

(ii-2) ∀u, v ∈ FB+
≤P , u

v→ v

if N (u) 6= L(v);

(ii-3) ∀u, v ∈ FB−≤N , u
v→ v

if N (u) 6= L(v);

(ii-4) ∀u ∈ FB+
≤P , ∀v ∈ FB−≤N , u

v→ v

if R(u) 6= L(v);

(ii-5) ∀u ∈ FB−≤N , ∀v ∈ FB+
≤P , u

v→ v

if R(u) 6= L(v).

[Case 4: P + N = k, and (P,N) /∈ {(k, 0), (0, k)}] For each p and n satisfying

p+n ≤ k− 1, let Â≤p,≤n be the labeled directed graph obtained from A≤p,≤n by

deleting the state {ε} and the outgoing transitions from {ε}. Let B0,N (resp. BP,0)

be the graph consisting of k isolated nodes labeled by the elements of FB−N (resp.

FB+
P ). Combining the graphs Â≤P−1,≤N−1, Â≤P−1,≤N and Â≤P,≤N−1, linked at

B0,N and BP,0, we construct the deterministic, finite-state automaton AP,N over

FB+
≤P ∪ FB−≤N depicted in Figure 1, which recognizes all of the geodesic normal

forms in ΓP,N :
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(i) States: {ε} ∪ {vertices of Â≤P−1,≤N−1} ∪ {nodes of B0,N}
∪ {vertices of Â≤P−1,≤N} ∪ {nodes of BP,0} ∪ {vertices of Â≤P,≤N−1};

Initial state: {ε}; Accept states: {nodes of BP,0} ∪ {vertices of Â≤P,≤N−1};
(ii) Transitions:

(ii-1) Between the initial state and the outgoing blocks:
∀v ∈ {vertices of Â≤P−1,≤N−1} ∪ {nodes of B0,N}, ε

v→ v;

(ii-2) Inside of Â≤P−1,≤N−1, Â≤P−1,≤N and Â≤P,≤N−1:

The transitions are represented by the directed edges that come from

the original automata A≤P−1,≤N−1, A≤P−1,≤N and A≤P,≤N−1;

(ii-3) Between the other blocks:

(ii-3-1) Between Â≤P−1,≤N−1 and B0,N :

(ii-3-1-1) ∀u ∈ {vertices of Â≤P−1,≤N−1} ∩ FB+, ∀v ∈ {nodes of B0,N},
u

v→ v if R(u) 6= L(v);

(ii-3-1-2) ∀u ∈ {vertices of Â≤P−1,≤N−1} ∩ FB−, ∀v ∈ {nodes of B0,N},
u

v→ v if N (u) 6= L(v);

(ii-3-2) Between B0,N and BP,0: ∀u ∈ {nodes of B0,N}, ∀v ∈ {nodes of BP,0},
u

v→ v if R(u) 6= L(v);

(ii-3-3) Between B0,N and Â≤P−1,≤N :

(ii-3-3-1) ∀u ∈ {nodes of B0,N}, ∀v ∈ {vertices of Â≤P−1,≤N} ∩ FB+, u
v→ v

if R(u) 6= L(v);

(ii-3-3-2) ∀u ∈ {nodes of B0,N}, ∀v ∈ {vertices of Â≤P−1,≤N} ∩ FB−, u
v→ v

if N (u) 6= L(v);

(ii-3-4) Between Â≤P−1,≤N and BP,0:

(ii-3-4-1) ∀u ∈ {vertices of Â≤P−1,≤N} ∩ FB+, ∀v ∈ {nodes of BP,0}, u
v→ v

if N (u) 6= L(v);

(ii-3-4-2) ∀u ∈ {vertices of Â≤P−1,≤N} ∩ FB−, ∀v ∈ {nodes of BP,0}, u
v→ v

if R(u) 6= L(v);

{ε}

Â≤P−1,≤N−1

B0,N

Â≤P−1,≤N

BP,0

Â≤P,≤N−1
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Figure 1. The automaton AP,N (P +N = k, (P,N) /∈ {(k, 0), (0, k)}).
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(ii-3-5) Between BP,0 and Â≤P,≤N−1:

(ii-3-5-1) ∀u ∈ {nodes of BP,0}, ∀v ∈ {vertices of Â≤P,≤N−1} ∩ FB+, u
v→ v

if N (u) 6= L(v);

(ii-3-5-2) ∀u ∈ {nodes of BP,0}, ∀v ∈ {vertices of Â≤P,≤N−1} ∩ FB−, u
v→ v

if R(u) 6= L(v).

§5. Spherical growth series for PI2(k)

In this section, considering the structure of the automata constructed in §4, we de-

rive an explicit rational function expression for the spherical growth series SPI2(k)
(t)

with respect to the generating set A.

For each pair (P,N), let

SP,N (t) :=

∞∑
q=0

]{ξ ∈ ΓP,N | |ξ| = q} tq

be the spherical growth series for ΓP,N . Then, from the partition (33), we have

(34) SPI2(k)
(t) = Sk,0(t) + S0,k(t) +

∑
P+N≤k−1

SP,N (t) +
∑

P+N=k
(P,N) 6=(k,0),(0,k)

SP,N (t).

In order to simplify the presentation of the growth series, for each q ∈ N∪{0},
we introduce the following:{

Tq := t+ t2 + · · ·+ tq for q ≥ 1,

T0 := 0.

First, consider the case P +N ≤ k − 1. In this case, we obtain

Proposition 5.1. For each P,N satisfying P +N ≤ k − 1, we have∑
0≤p≤P
0≤n≤N

Sp,n(t) =
1 + TP + TN

1− (k − 1)(TP + TN )
.

Proof. Choose any P ∈ {0, . . . , k−1} and N ∈ {0, . . . , k−1} with P +N ≤ k−1.

For q ∈ N ∪ {0}, we define

Bq(P ;N) :=
{
ξ ≡ v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ |ξ| = q
}
,

βq(P ;N) := ]Bq(P ;N).
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Then ∑
0≤p≤P
0≤n≤N

Sp,n(t) =

∞∑
q=0

βq(P ;N) tq.

Further, note that for q = 0, we have

(35) β0(P ;N) = 1.

Also, it is obvious that the result holds for (P,N) = (0, 0).

Lemma 5.2. We have the following recursive formulas for βq(P ;N):

(i) If P 6= 0 and N 6= 0, then

(36) βq(P ;N) = (k − 1){βq−1(P ;N) + · · ·+ βq−P (P ;N)}
+ (k − 1){βq−1(P ;N) + · · ·+ βq−N (P ;N)},

where q ≥ max{P,N}+ 1.

(ii) If N = 0 and P ≥ 1 (resp. P = 0 and N ≥ 1), then

(37) βq(P ; 0) = (k − 1){βq−1(P ; 0) + · · ·+ βq−P (P ; 0)},
(resp. βq(0;N) = (k − 1){βq−1(0;N) + · · ·+ βq−N (0;N)}),

where q ≥ P + 1 (resp. q ≥ N + 1).

Proof. (i) Employing the automaton A≤P,≤N , we observe the following:

• Let I ∈ {1, . . . , P}. For each v1 · · · vm−1 ∈ Bq−I(P ;N), from (ii-2) and (ii-5) of

A≤P,≤N , we have k − 1 choices of vm ∈ FB+
I such that v1 · · · vm−1 · vm is in

Bq(P ;N).

• Let J ∈ {1, . . . , N}. For each v1 · · · vm−1 ∈ Bq−J(P ;N), from (ii-3) and (ii-4)

of A≤P,≤N , we have k − 1 choices of vm ∈ FB−J such that v1 · · · vm−1 · vm is in

Bq(P ;N).

Thus, we obtain the recursive formula appearing in (36).

(ii) Employing the automaton A≤P,0 (resp. A0,≤N ), we obtain the recursive

formula appearing in (37) in the same manner.

Now, we consider several beginning coefficients βq(P ;N) for each pair (P,N).

First, consider the cases N = 0, P 6= 0 and P = 0, N 6= 0. In these cases, we

have

(38)

{
βq(P ; 0) = kq for 1 ≤ q ≤ P,
βq(0;N) = kq for 1 ≤ q ≤ N.
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Thus, using the recursive formula (37) with (35) and (38), we deduce( ∑
0≤p≤P

Sp,0(t)
)
× {1− (k − 1)(t+ t2 + · · ·+ tP )} = 1 + t+ t2 + · · ·+ tP ,

( ∑
0≤n≤N

S0,n(t)
)
× {1− (k − 1)(t+ t2 + · · ·+ tN )} = 1 + t+ t2 + · · ·+ tN .

Hence, ∑
0≤p≤P

Sp,0(t) =
1 + t+ t2 + · · ·+ tP

1− (k − 1)(t+ t2 + · · ·+ tP )
=

1 + TP
1− (k − 1)TP

,

∑
0≤n≤N

S0,n(t) =
1 + t+ t2 + · · ·+ tN

1− (k − 1)(t+ t2 + · · ·+ tN )
=

1 + TN
1− (k − 1)TN

,

for each t in a sufficiently small neighborhood of the origin, 0.

Next, consider the case P = N = 1. Then

(39) β1(1; 1) = 2k,

and, from (36), for q ≥ 2,

βq(1; 1) = 2(k − 1)βq−1(1; 1).

Hence, from (35) and (39), we obtain∑
0≤p≤1
0≤n≤1

Sp,n(t) =
1 + 2t

1− 2(k − 1)t
=

1 + T1 + T1

1− (k − 1)T1 − (k − 1)T1
.

Now, consider the general case, P,N ≥ 1 with (P,N) 6= (1, 1). In this case,

we have

Lemma 5.3. Let P,N ≥ 1 and (P,N) 6= (1, 1). Then

(40) βq =


2k(2k − 1)q−1 (1 ≤ ∀q ≤ min{P,N}),
2k(2k − 1)q−1 − k (q = min{P,N}+ 1),

(2k − 1)βq−1

− (k − 1)βq−min{P,N}−1 (min{P,N}+ 2 ≤ ∀q ≤ max{P,N}),

where βq represents βq(P ;N).

Proof. It is easy to see that the first equality of (40) holds. In the case P = N ,

the second and third equalities do not appear. Thus, we turn to the case P 6= N .

Here, we consider only the case N < P , because the result for P < N can be
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shown similarly. Thus, we have min{P,N} = N and max{P,N} = P . In this case,

it is readily verified that βN = 2k(2k − 1)N−1.

Now, let w ∈ BN (P,N). Then there are 2k − 1 choices of a ∈ A = A+ ∪ A−

such that |w ·a| = ‖π(w ·a)‖ = N+1. Among such elements w ·a (a ∈ A), there are

k elements that belong to FB−N+1. We do not regard these k elements as elements

of BN+1(P ;N). Hence, we obtain the second equality in (40).

Now, let q be an integer satisfying N + 2 ≤ q ≤ P . Choose v ∈ Bq−1(P ;N).

Then there are 2k−1 choices of a ∈ A such that |v ·a| = ‖π(v ·a)‖ = q. Among such

elements v ·a (a ∈ A), there are βq−N−1× (k−1) elements for which v ·a ≡ u1 ·u2

and |u1 ·u2| = ‖π(u1 ·u2)‖ = q for some u1 ∈ Bq−N−1(P ;N) and u2 ∈ FB−N+1. We

do not regard these (k − 1)βq−N−1 elements to be elements of Bq(P ;N). Hence,

we obtain the third equality in (40).

Using (35), (40) and the recursive formula (36), we obtain∑
0≤p≤P
0≤n≤N

Sp,n(t) =
1 + t+ t2 + · · ·+ tP + t+ t2 + · · ·+ tN

1− (k − 1)(t+ t2 + · · ·+ tP )− (k − 1)(t+ t2 + · · ·+ tN )

=
1 + TP + TN

1− (k − 1)(TP + TN )

for each t in a sufficiently small neighborhood of the origin, 0.

By considering subseries of the above, we obtain

Corollary 5.4. Let P and N be integers such that P +N ≤ k−1. Then, for each

u ∈ FB+
≤P (resp. w ∈ FB−≤N ), the spherical growth series for the set

Λu :=
{
v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ v1 ≡ u
}

(
resp. Λw :=

{
v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ v1 ≡ w
})

is
t|u|

1− (k − 1)(TP + TN )

(
resp.

t|w|

1− (k − 1)(TP + TN )

)
.

Proof. Let L(u) = ai and L(w) = aj . Then, we define

Λ0 :=

{
v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣∣ if v1 ∈ FB+
≤P , then L(v1) 6= ai,

if v1 ∈ FB−≤N , then L(v1) 6= aj

}
.
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Replacing (ii-1) of the automaton A≤P,≤N by the new specification

(ii-1)′


(ii-1-1)′ ∀v ∈ FB+

≤P , ε
v→ v

if L(v) 6= ai;

(ii-1-2)′ ∀v ∈ FB−≤N , ε
v→ v

if L(v) 6= aj ,

we obtain a deterministic, finite state automaton A′≤P,≤N that recognizes all of

the words in Λ0. Thus, the spherical growth series SΛ0(t) for the set Λ0 has a

rational function expression. Hence, we can write

(41) SΛ0
(t) =

E(t)

F (t)
,

where E(t) and F (t) are polynominals.

Now, for each I ∈ {1, . . . , P} and J ∈ {1, . . . , N}, we define

Λ+
I :=

{
v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ v1 ∈ FB+
I , L(v1) = ai

}
,

Λ−J :=
{
v1 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ v1 ∈ FB−J , L(v1) = aj

}
.

Then
⋃

0≤p≤P, 0≤n≤N Γp,n can be decomposed into the following disjoint union:

(42)
⋃

0≤p≤P
0≤n≤N

Γp,n = Λ0 ∪Λ+
1 ∪ · · · ∪Λ+

P ∪Λ−1 ∪ · · · ∪Λ−N .

Next, we define

Λ̂+
I :=

{
v2 · · · vm ∈

⋃
0≤p≤P
0≤n≤N

Γp,n

∣∣∣ v1 · · · vm ∈ Λ+
I

}
.

Consider the Cayley graph of PI2(k) over the generating set A. It is then seen

that the subgraphs corresponding to Λ̂+
I and Λ0 are isometric. Thus, the spheri-

cal growth series for Λ̂+
I is identical to that for Λ0. Hence, the spherical growth

series for Λ+
I is equal to tI ×SΛ0

(t). Similarly, the spherical growth series for Λ−J
is equal to tJSΛ0

(t). Therefore, from Proposition 5.1, the equality (41) and the

decomposition (42), we obtain

1 + TP + TN
1− (k − 1)(TP + TN )

=
E(t)

F (t)
+ t

E(t)

F (t)
+ · · ·+ tP

E(t)

F (t)
+ t

E(t)

F (t)
+ · · ·+ tN

E(t)

F (t)

= (1 + TP + TN )
E(t)

F (t)
.
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Consequently,
E(t)

F (t)
=

1

1− (k − 1)(TP + TN )

and

SΛ+
I

(t) =
tI

1− (k − 1)(TP + TN )
, SΛ−J

(t) =
tJ

1− (k − 1)(TP + TN )
.

Finally, since Λu = Λ+
|u| and Λw = Λ−|w| by definition, the result follows.

Now, consider the positive monoid P+
I2(k). Following Proposition 2.9, we regard

P+
I2(k) as a subset of PI2(k). Moreover, we identify P+

I2(k) with
⋃

0≤p≤k Γp,0 (disjoint

union). Also, we identify
⋃

0≤p≤k−1 Γp,0 with the maximal subset of P+
I2(k) whose

elements contain no positive word u satisfying u = ∇. With these identifications,

we consider the growth series for subsets of P+
I2(k). Using Proposition 5.1, we can

obtain their rational function expressions according to the following (see [F-S 2]

for the proof):

Proposition 5.5. Let Dk(t) be the polynomial defined by

Dk(t) := 1− kt+ (k − 1)tk = (1− t){1− (k − 1)Tk−1}.

Then

Sk,0(t) =
tk

Dk(t)
, SP+

I2(k)
(t) :=

∑
0≤p≤k

Sp,0(t) =
1

Dk(t)
.

Next, consider the case P +N = k with (P,N) /∈ {(k, 0), (0, k)}. In this case,

we have

Proposition 5.6. Let P and N be integers that satisfy P +N = k and (P,N) /∈
{(k, 0), (0, k)}. Then

SP,N (t)

=
k(k−1)tk

{1−(k−1)(TP−1 +TN−1)}{1−(k−1)(TP−1 +TN )}{1−(k−1)(TP +TN−1)}
.

Proof. Let

(43) η ≡ ξ(1) · λ · ξ(2) · µ · ξ(3)

be the geodesic normal form of the form given in Proposition 3.9. Then the sub-

words λ, µ, ξ(1), ξ(2) and ξ(3) satisfy the conditions (24)–(27). Fix λ. Then, for

each J ∈ {1, . . . , N} (resp. I ∈ {1, . . . , P − 1}), there exists a unique element
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wλ ∈ FB−J (resp. uλ ∈ FB+
I ) such that L(wλ) = N (λ) (resp. L(uλ) = R(λ)).

Hence, by Corollary 5.4, the spherical growth series for the sets{
v1 · · · vm ∈

⋃
0≤p≤P−1
0≤n≤N

Γp,n

∣∣∣ v1 ≡ wλ
}
,

{
v1 · · · vm ∈

⋃
0≤p≤P−1
0≤n≤N

Γp,n

∣∣∣ v1 ≡ uλ
}

are
tJ

1− (k − 1)(TP−1 + TN )
,

tI

1− (k − 1)(TP−1 + TN )
,

respectively. Also, there are k−1 choices for µ that yield the geodesic normal form

(43). Consequently, with Proposition 5.1, the spherical growth series for the set

{λ · ξ(2) · µ | λ · ξ(2) · µ is a subword as in (43)}

is found to be(
1 + TP−1 + TN

1− (k − 1)(TP−1 + TN )
− TP−1 + TN

1− (k − 1)(TP−1 + TN )

)
(k − 1)tk

=
(k − 1)tk

1− (k − 1)(TP−1 + TN )
.

Then, applying similar arguments to ξ(1) and ξ(3) (and noting that there are k

choices of λ), we obtain the result.

With the above preparation, we finally obtain the rational function expression

for the spherical growth series of PI2(k):

Theorem 5.7. The spherical growth series for the pure Artin group PI2(k) of di-

hedral type with respect to the generating set A has the rational function expression

SPI2(k)
(t) =

2tk

(1− t){1− (k − 1)Tk−1}

+

k−1∑
p=1

k(k−1)tk

{1−(k−1)(Tp−1+Tk−1−p)}{1−(k−1)(Tp−1+Tk−p)}{1−(k−1)(Tp+Tk−1−p)}

+

k−1∑
p=0

1 + Tp + Tk−1−p

1− (k − 1)(Tp + Tk−1−p)
−
k−2∑
p=0

1 + Tp + Tk−2−p

1− (k − 1)(Tp + Tk−2−p)

=
1 + tk

(1− t){1− (k − 1)Tk−1}

+

k−1∑
p=1

k(tk−p + tp)

2{1− (k − 1)(Tp−1 + Tk−p)}{1− (k − 1)(Tp + Tk−1−p)}
.
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Proof. The first equality is obtained by simply combining Propositions 5.1, 5.5

and 5.6, and using the trick described in Lemma 5.3 of [M-M]. Next, note that

(44) Si,0(t) = S0,i(t)

for each i ∈ {0, . . . , k}. Using (44), we add each term of Sp,n(t) as follows:

(45) SPI2(k)
(t)

=
∑
P,N≥1
P+N=k

{
SP,N (t)−

∑
0≤p≤P−1
0≤n≤N−1

Sp,n(t) +
1

2

{ ∑
0≤p≤P−1
0≤n≤N

Sp,n(t) +
∑

0≤p≤P
0≤n≤N−1

Sp,n(t)
}}

+ Sk,0(t) +
∑

0≤p≤k

Sp,0(t).

Then, for each P (≥ 1) and N (≥ 1) satisfying P + N = k, by Propositions 5.1

and 5.6, we obtain

(46) SP,N (t)−
∑

0≤p≤P−1
0≤n≤N−1

Sp,n(t) +
1

2

{ ∑
0≤p≤P−1
0≤n≤N

Sp,n(t) +
∑

0≤p≤P
0≤n≤N−1

Sp,n(t)
}

=
k(tN + tP )

2{1− (k − 1)(TP−1 + TN )}{1− (k − 1)(TP + TN−1)}
.

Finally, using (45) and (46), with Proposition 5.5, we obtain the second equality

of the theorem.

Example 5.8.

SPI2(3)
(t) =

(1+t)(1−2t)(1+2t2)

(1−t)(1−4t)(1−2t−2t2)
= 1+6t+30t2 +134t3 +570t4 +2370t5 +9722t6 +39546t7 +O(t8),

SPI2(4)
(t) =

(1+t)(1−9t+15t2 +21t3−27t4 +27t5 +27t6 +9t7)

(1−t)(1−6t−3t2)2(1−3t−3t2−3t3)
= 1+8t+56t2 +392t3 +2702t4 +18488t5 +125912t6 +854480t7 +O(t8),

SPI2(5)
(t) =

(1+t)(1+2t+2t2)(1−14t+50t2−24t3−16t4 +32t5 +16t7)

(1−t)(1−8t−8t2)(1−8t−4t2−4t3)(1−4t−4t2−4t3−4t4)
= 1+10t+90t2 +810t3 +7290t4 +65522t5 +588450t6 +5281730t7 +O(t8).
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