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Abstract

Given strong local Dirichlet forms and RN -valued functions on a metrizable space, we
introduce the concepts of geodesic distance and intrinsic distance on the basis of these
objects. They are defined in a geometric and an analytic way, respectively, and they
are closely related to each other in some classical situations. In this paper, we study
the relations of these distances when the underlying space has a fractal structure. In
particular, we prove their coincidence for a class of self-similar fractals.
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§1. Introduction

For the analysis of strong local Dirichlet forms (E ,F) on a metric measure space

(K,µ), the intrinsic distance defined as

d(x, y) = sup{f(y)− f(x) | f ∈ Floc ∩ C(K) and µ〈f〉 ≤ µ}, x, y ∈ K,

often plays a crucial role. Here, Floc represents the space of functions locally in F
and µ〈f〉 denotes the energy measure of f . For example, in a general framework,

the off-diagonal Gaussian estimate and the Varadhan estimate of the transition

density associated with (E ,F) are described on the basis of the intrinsic distance

(see, e.g., [19, 18, 2] and the references therein). When the underlying space has a

Riemannian structure, the geodesic distance ρ(x, y) is also defined as the infimum
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of the lengths of continuous curves connecting x and y, and d and ρ coincide with

each other under suitable conditions.

In this paper, we focus on the case when K does not have a differential

structure, in particular, when K is a fractal set, and we study the relation between

two distances that are defined in a way similar to d and ρ. The straightforward

formulation of this problem, however, does not work well. This is because in typical

examples such as the canonical Dirichlet forms on Sierpiński gaskets with the

Hausdorff measure µ, the energy measures are always singular to µ (see, e.g., [6,

10, 15]); accordingly, d vanishes everywhere. This is closely related to the fact that

the transition density exhibits sub-Gaussian behavior. Nevertheless, if the reference

measure in the definition of d is replaced suitably, we can obtain a nontrivial

intrinsic distance. Indeed, Kigami [14] and Kajino [11] studied, following Metz and

Sturm [17], the canonical Dirichlet form on the 2-dimensional standard Sierpiński

gasket with the underlying measure µ〈h1〉+µ〈h2〉, where the pair h1 and h2 is taken

as the orthonormal system of the space of harmonic functions. In such a case, the

mapping h := (h1, h2) : K → R2 provides a homeomorphism of K onto its image

([12]). In particular, they proved that

• the intrinsic distance dh on K coincides with the geodesic distance ρh on h(K)

by identifying K and h(K);

• the transition density associated with (E ,F) on L2(K,µ) has off-diagonal Gaus-

sian estimates by using such distances.

In this paper, we study the relation between dh and ρh (defined on K) in more

general frameworks. First, we prove the one-sided inequality ρh ≤ dh when the

underlying spaces have finitely ramified cell structures (Theorem 2.2). The re-

verse inequality is proved under tighter constraints on self-similar Dirichlet forms

on a class of self-similar fractals (Theorem 2.3); typical examples are the stan-

dard Dirichlet forms on the 2-dimensional generalized Sierpiński gaskets. Both the

proofs are based on purely analytic arguments, unlike the corresponding proof

in [11], where detailed information on the transition density was utilized, together

with probabilistic arguments. Our results are applicable to some examples in which

the precise behaviors of the associated transition densities are not known.

The crucial part of the proof of Theorem 2.2 is that the truncated geodesic

distance function based on h satisfies the conditions in the definition of dh. To

prove this claim, we show that a discrete version of the geodesic distance has some

good estimates and that the limit function inherits them.

The proof of Theorem 2.3 is more tricky. The key lemma (Lemma 4.6) is

an analog of the classical fact on a domain D of Rd, stating that any function

f ∈ W 1,1(D) with |∇f |Rd ≤ 1 a.e. is locally Lipschitz with a local Lipschitz
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constant less than or equal to 1. We prove that dh(x, y) ≤ (1 + ε)ρh(x, y) if

x and y are suitably located. An inequality of this type is not evident in the

nonsmooth setting; the hidden obstacle is that a type of “Riemannian metric”

which K is equipped with is degenerate almost everywhere (cf. [8, 9, 15]), and we

have a priori the inequality stated above only for the points that are nondegenerate

with respect to h. Using a rather strong assumption ((B1) in Section 2), we can

take sufficiently many such good points on arbitrary continuous curves, which

enables us to deduce the inequality dh ≤ ρh. At the moment, we need various

assumptions to obtain such estimates owing to the lack of more effective tools for

analysis. However, we expect the claims of the theorems in this paper to be valid

in much more general situations, possibly with an appropriate modification of the

framework (see also Remark 2.6 for further discussion).

The remainder of this article is organized as follows. In Section 2, we present

the framework and state the main theorems. In Sections 3 and 4, we prove Theo-

rems 2.2, and 2.3, respectively.

§2. Framework and results

Let K be a compact metrizable space, and µ, a finite Borel measure on K with

full support. Let dK denote a metric on K that is compatible with the topology.

For subsets U of K, we denote the closure, interior, and boundary of U by U ,

U◦ and ∂U , respectively. The set of all real-valued continuous functions on K is

represented as C(K), and is equipped with the uniform topology.

Let (E ,F) be a strong local regular (symmetric) Dirichlet form on L2(K,µ).

For simplicity, we write E(f) for E(f, f). The space F is regarded as a Hilbert space

with the inner product (f, g)F := E(f, g) +
∫
K
fg dµ. For f ∈ F , µ〈f〉 denotes the

energy measure of f , that is, when f is bounded, µ〈f〉 is characterized by the

identity ∫
K

ϕdµ〈f〉 = 2E(f, fϕ)− E(f2, ϕ) for all ϕ∈F ∩ C(K);

for general f ∈ F , µ〈f〉 is defined by the natural approximation. Let N ∈ N and

h = (h1, . . . , hN ) be such that hj ∈ F ∩ C(K) for every j = 1, . . . , N . Let µ〈h〉
denote

∑N
j=1 µ〈hj〉. Then the intrinsic distance based on (E ,F) and µ〈h〉 is defined

as

(2.1) dh(x, y) := sup{f(y)−f(x) | f ∈ F∩C(K) and µ〈f〉 ≤ µ〈h〉}, x, y ∈ K.

We remark that the underlying measure µ does not play an essential role in (2.1).

Further, we do not assume the absolute continuity of energy measures with respect
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to µ or µ〈h〉. For a continuous curve γ ∈ C([s, t] → K), its length based on h is

defined as

`h(γ) := sup
{ n∑
i=1

|h(γ(ti))− h(γ(ti−1))|RN
∣∣∣ n ∈ N, s = t0 < t1 < · · · < tn = t

}
,

where | · |RN denotes the Euclidean norm on RN . This is nothing but the pullback

of the concept of the usual length of curves in RN by the map h. Then the geodesic

distance based on h is defined as

ρh(x, y) := inf{`h(γ) | γ ∈ C([0, 1]→ K), γ(0) = x, and γ(1) = y}, x, y ∈ K,

where inf ∅ :=∞. If γ ∈ C([s, t]→ K) satisfies γ(s) = x, γ(t) = y, and ρh(x, y) =

`h(γ), we say that γ is a shortest path connecting x and y.

We note that the two distances introduced here can be defined for more gen-

eral underlying spaces such as locally compact spaces, by slight modifications if

necessary. In this paper, however, we consider only compact spaces for simplicity.

Remark 2.1. We have the following properties.

(i) Both dh and ρh are ([0,+∞]-valued) quasi-metrics on K, that is, the distance

between two distinct points may be zero, but all the other axioms of metric

are satisfied (see Corollary 3.14 for further discussion).

(ii) Let γ ∈ C([s, t] → K). If {sn} decreases to s and {tn} increases to t, then

limn→∞ `h(γ|[sn,tn]) = `h(γ).

(iii) If γ ∈ C([0, 1]→ K) is a shortest path connecting x and y with ρh(x, y) <∞,

then for any 0 ≤ s < t ≤ 1, γ|[s,t] is a shortest path connecting γ(s) and γ(t).

(iv) If h : K → RN is injective, then for any x, y ∈ K, ρh(x, y) coincides with the

geodesic distance between h(x) and h(y) in h(K) ⊂ RN on the basis of the

Euclidean distance.

In order to state our first theorem, we consider the following conditions.

(A1) There exists an increasing sequence {Vm}∞m=0 of nonempty finite subsets of

K such that:

(i) For each m, K \Vm is decomposed into finitely many connected compo-

nents {Uλ}λ∈Λm ;

(ii) For every x ∈ K, the sets {
⋃
λ∈Λm, x∈Uλ Uλ}

∞
m=0 constitute a fundamen-

tal system of neighborhoods of x.

(A2) F ⊂ C(K).

(A3) E(f, f) = 0 if and only if f is a constant function.
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We give several remarks. In Lemma 3.3 below, it is proved from conditions (A1)–

(A3) that K is arcwise connected. Then it is easy to prove that V∗ :=
⋃∞
m=0 Vm is

dense in K. From the closed graph theorem, (A2) implies that F is continuously

imbedded in C(K). Condition (A3) is equivalent to the irreducibility of (E ,F) in

this framework, from [1, Theorem 2.1.11], for example. For λ ∈ Λm and λ′ ∈ Λm′

with m ≤ m′, either Uλ ⊃ Uλ′ or Uλ ∩ Uλ′ = ∅ holds. A slightly different version

of (A1) was discussed in [21] and named finitely ramified cell structure.

The first main theorem is stated as follows.

Theorem 2.2. Suppose (A1)–(A3). Then ρh(x, y) ≤ dh(x, y) for all x, y ∈ K.

To obtain the reverse inequality, we need tighter constraints. Following

Kigami [13], we introduce the concepts of post-critically finite self-similar sets

and harmonic structures associated with them. Let Z+ denote the set of all non-

negative integers. Let S be a finite set with #S ≥ 2. For i ∈ S, let ψi : K → K

be a continuous injective map. Set Σ = SN. For i ∈ S, we define a shift operator

σi : Σ → Σ as σi(ω1ω2 · · · ) = iω1ω2 · · · . We assume that there exists a continu-

ous surjective map π : Σ → K such that ψi ◦ π = π ◦ σi for every i ∈ S. Then

L = (K,S, {ψi}i∈S) is called a self-similar structure.

We set W0 = {∅} and Wm = Sm for m ∈ N. For w = w1 · · ·wm ∈ Wm, let

ψw denote ψw1 ◦ · · · ◦ ψwm and let Kw denote ψw(K). By convention, ψ∅ is the

identity map from K to K. Let

P =

∞⋃
m=1

σm
(
π−1

( ⋃
i,j∈S, i 6=j

(Ki ∩Kj)
))

and V0 = π(P),

where σm : Σ → Σ is defined as σm(ω1ω2 · · · ) = ωm+1ωm+2 · · · . The set P is

called the post-critical set. We assume that K is connected and that the self-

similar structure L is post-critically finite (p.c.f.), that is, P is a finite set. For

m ∈ N, let Vm =
⋃
w∈Wm

ψw(V0).

For a finite set V , l(V ) denotes the space of all real-valued functions on V . We

equip l(V ) with an inner product (·, ·)l(V ) defined by (u, v)l(V ) =
∑
q∈V u(q)v(q).

The norm derived from (·, ·)l(V ) is denoted by | · |l(V ). Let D = (Dqq′)q,q′∈V0 be a

symmetric linear operator on l(V0) (also considered to be a square matrix of size

#V0) such that the following conditions hold:

(D1) D is nonpositive definite.

(D2) Du = 0 if and only if u is constant on V0.

(D3) Dqq′ ≥ 0 for all q 6= q′ ∈ V0.

We define E(0)(u, v) = (−Du, v)l(V0) for u, v ∈ l(V0). This is a Dirichlet form on

the L2 space on V0 with the counting measure (cf. [13, Proposition 2.1.3]). For
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r = {ri}i∈S with ri > 0, we define a bilinear form E(m) on l(Vm) as

E(m)(u, v) =
∑

w∈Wm

1

rw
E(0)(u ◦ ψw|V0

, v ◦ ψw|V0
), u, v ∈ l(Vm).

Here, rw = rw1
· · · rwm for w = w1 · · ·wm ∈ Wm and r∅ = 1. We call (D, r) a

regular harmonic structure if 0 < ri < 1 for all i ∈ S and

E(0)(v, v) = inf{E(1)(u, u) | u ∈ l(V1) and u|V0 = v}

for every v ∈ l(V0). Then E(m)(u|Vm , u|Vm) ≤ E(m+1)(u, u) for m ∈ Z+ and

u ∈ l(Vm+1). The existence of harmonic structures is a nontrivial problem. It

is known that all nested fractals have canonical regular harmonic structures ([16];

see also [13]).

We assume that a regular harmonic structure (D, r) is given. Let µ be a finite

Borel measure on K with full support. We can then define a strong local and

regular Dirichlet form (E ,F) on L2(K,µ) associated with (D, r) by

F =
{
u ∈ C(K) ⊂ L2(K,µ)

∣∣∣ lim
m→∞

E(m)(u|Vm , u|Vm) <∞
}
,

E(u, v) = lim
m→∞

E(m)(u|Vm , v|Vm), u, v ∈ F

(see the beginning of [13, Section 3.4]). Then conditions (A1)–(A3) are satisfied.

((A1) is guaranteed by [13, Propositions 1.6.8(2) and 1.3.6].)

For a map ψ : K → K and a function f on K, ψ∗f denotes the pullback of f

by ψ, that is, ψ∗f = f ◦ ψ. The Dirichlet form (E ,F) constructed above satisfies

the self-similarity

E(f, g) =
∑
i∈S

1

ri
E(ψ∗i f, ψ

∗
i g), f, g ∈ F .

For each u ∈ l(V0), there exists a unique function h ∈ F such that h|V0
= u and

E(h) = inf{E(g) | g ∈ F , g|V0
= u}. Such a function h is termed a harmonic

function. The space of all harmonic functions is denoted by H. For any w ∈ W∗
and h ∈ H, we have ψ∗wh ∈ H. We can identify H with l(V0) by the linear map

ι : l(V0) 3 u 7→ h ∈ H. In particular, H is a finite-dimensional subspace of F . For

each i ∈ S, we define a linear operator Ai : l(V0) → l(V0) as Ai = ι−1 ◦ ψ∗i ◦ ι,
which is also considered as a square matrix of size #V0. For i 6= j ∈ S, the fixed

points pi and pj of ψi and ψj , respectively, are different by [13, Lemma 1.3.14].

We set

S0 = {i ∈ S | the fixed point pi of ψi belongs to V0}.
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For i ∈ S0, ri is an eigenvalue of Ai, and we can take its eigenvector vi ∈ l(V0)

whose components are all nonnegative (cf. [13, Theorem A.1.2]). Note that we

have vi(pi) = 0 since ri 6= 1.

We now consider the following conditions:

(B1) #V0 = 3.

(B2) For all p ∈ V0, K \ {p} is connected.

(B3) #S0 = 3, that is, each p ∈ V0 is a fixed point of ψi for some i ∈ S0. Moreover,

Dvi(q) < 0 for every q ∈ V0 \ {p}.
(B4) For every i ∈ S0, Ai is invertible.

We remark that, in (B3), vi(q) > 0 follows in addition for every q ∈ V0 \ {p} from

(B2) and [13, Corollary A.1.3].

Theorem 2.3. Suppose (B1)–(B4). Take h = (h1, . . . , hN ) such that each hj is a

harmonic function. Then dh(x, y) = ρh(x, y) for all x, y ∈ K.

Typical examples that meet conditions (B1)–(B4) are given below.

Example 2.4. Take the 2-dimensional level l Sierpiński gasket as K (see Fig-

ure 1). The set V0 consists of the three vertices p1, p2, and p3 of the largest

triangle in K. For i = 1, 2, 3, let ψi denote the map whose fixed point is pi among

the contraction maps constructing K. Since K is a nested fractal, there exists a

canonical regular harmonic structure (D, r) corresponding to the Brownian motion

on K. The matrix D is given by

D = (Dpipj )
3
i,j=1 =

−2 1 1

1 −2 1

1 1 −2

 .
By symmetry the eigenvector v1 is

v1 =

0

1

1

 ; thus, Dv1 =

 2

−1

−1

 .

Figure 1. 2-dimensional level l Sierpiński gaskets (l = 2, 3, 5).



188 M. Hino

Similarly, the vectors vi and Dvi for i = 2, 3 are

v2 =

1

0

1

 , Dv2 =

−1

2

−1

 , v3 =

1

1

0

 , Dv3 =

−1

−1

2

 .
Therefore, conditions (B1)–(B3) hold. Condition (B4) is also verified directly. We

note that the detailed information on the transition density associated with (E ,F)

on L2(K,µ〈h〉) is known only for l = 2 (see [14, 11]), since we cannot expect the

volume doubling property of µ〈h〉 if l ≥ 3.

The following examples are based on the suggestion of the referee.

Example 2.5. Let n be 6 or 9. Let S = {0, 1, . . . , n−1} and pk = exp(2πk
√
−1/n)

for k ∈ Z. For k ∈ S, we define ψk : C→ C by

ψk(z) = pk{βn(z − 1) + 1},

where βn = 2/(3 +
√

3 cot(π/n)). Let K be the unique nonempty compact subset

of C such that K =
⋃
k∈S ψk(K) (see Figure 2 and also [20, Example 7.4]). Then

the triplet (K,S, {ψk|K}k∈S) constitutes a self-similar structure, #P = 3, and

V0 = {p0, pn/3, p2n/3}. Note that βn is taken so that ψ0(K)∩ψ1(K) is a one-point

set, and that #V0 is not n but 3 since ψj involves a rotation. We can construct

a canonical harmonic structure as in Example 2.4 such that conditions (B1)–(B4)

hold.

Figure 2. Hexagasket (n = 6) and Nonagasket (n = 9).

Remark 2.6. Let us consider the classical case for comparison. Let K be a

nonempty compact set of Rm such that K◦ = K and ∂K is a smooth hyper-

surface. Let (E ,F) be the Dirichlet form on L2(K, dx) given by

E(f, g) =
1

2

∫
K

m∑
i,j=1

aij(x)
∂f

∂xi
(x)

∂g

∂xj
(x) dx, f, g ∈ F := H1(K).

Here, A(x) = (aij(x))mi,j=1 is a symmetric, bounded, and uniformly positive definite

matrix-valued continuous function on K. Let N ≥ m and let hi be a Lipschitz
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function on K for i = 1, . . . , N . Let B be an N ×m-matrix valued function on K

such that the ith row of B(x) is equal to t∇hi(x) for i = 1, . . . , N and x ∈ K.

Assume that A(x) is connected (h1, . . . , hN ) by the identity tB(x)B(x) = A(x)−1

for a.e. x. Then

dµ〈h〉 =

N∑
i=1

(A(x)∇hi(x),∇hi(x))Rm dx =

N∑
i=1

t∇hi(x)A(x)∇hi(x) dx

= tr
(
B(x)A(x) tB(x)

)
dx = tr

(
A(x) tB(x)B(x)

)
dx = m · dx.

Therefore, dh(x, y) should be defined as

dh(x, y)

= sup{f(y)− f(x) | f ∈ H1(K) ∩ C(K) and (A(z)∇f(z),∇f(z))Rm ≤ m a.e. z}.

Moreover, for b ∈ Rm and x ∈ K,

N∑
i=1

(∇hi(x), b)2
Rm = |B(x)b|2RN = tb tB(x)B(x)b = |A(x)−1/2b|2Rm ,

which implies that for γ ∈ C([0, 1]→ K) that is piecewise smooth,

`h(γ) =

∫ 1

0

∣∣∣∣ ddt (h ◦ γ)(t)

∣∣∣∣
RN

dt =

∫ 1

0

( N∑
i=1

((∇hi)(γ(t)), γ̇(t))2
Rm
)1/2

dt

=

∫ 1

0

∣∣A(γ(t))−1/2γ̇(t)
∣∣
Rm dt.

Thus, dh(x, y) =
√
mρh(x, y).1 This example shows that the information on the

dimension of K is required to identify dh with ρh in general. The author guesses

that the correct measure to define the intrinsic metric is p(x)−1 dµ〈h〉 instead

1Though this type of identity ought to be a known result (cf. [3]), we give a sketch of
the proof. For x ∈ K and M > 0, the function f := ρh(·, y) ∧ M on K is locally Lipschitz
and |(∇f(x), b)Rm | ≤ |A(x)−1/2b|Rm for any b ∈ Rm. By letting b = A(x)∇f(x), we obtain
|A(x)1/2∇f(x)|Rm ≤ 1. This implies that ρh(x, y) ∧M ≤ dh(x, y)/

√
m for x ∈ K. On the other

hand, for f ∈ C1(K),

f(y)− f(x) =

∫ 1

0
(∇f(γ(t)), γ̇(t))Rm dt ≤

∫ 1

0
|A(γ(t))1/2∇f(γ(t))|Rm |A(γ(t))−1/2γ̇(t)|Rm dt.

Let γ ∈ C([0, 1] → K) be a piecewise-linear curve connecting x and y, and f a function on K
satisfying the condition in the definition of dh. Then

f(y)− f(x) ≤
√
m

∫ 1

0
|A(γ(t))−1/2γ̇(t)|Rmdt =

√
m`h(γ)

(approximate f by smooth functions if necessary). Taking the supremum and infimum with
respect to f and γ, respectively, we conclude that dh(x, y) ≤

√
mρh(x, y).
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of µ〈h〉, where p(x) is the pointwise index defined in [8] and represents the effective

dimension of a type of tangent space at x (see also [9]); the treatment of such a

measure is beyond the scope of this paper. Under the assumptions of Theorem 2.3,

p(x) = 1 for µ〈h〉-a.e. x from the result of [7]. Therefore, this guess is also consistent

with Theorem 2.3. Such examples show that the problem discussed in this paper

is more intricate than it seems.

§3. Proof of Theorem 2.2

First, we record some properties of energy measures associated with strong local

Dirichlet forms. For the proof, see [1, Theorem 4.3.8], for example. In the statement

of Lemma 3.1, f̃ denotes the quasi-continuous modification of f .

Lemma 3.1. For every f ∈ F , the push-forward measure of µ〈f〉 by f̃ is absolutely

continuous with respect to the 1-dimensional Lebesgue measure. In particular, we

have the following:

(i) For any f ∈ F , µ〈f〉 does not have a point mass.

(ii) For f, g ∈ F , µ〈f〉 = µ〈g〉 on the set {f̃ = g̃}.

In this paper, we consider only the case F ⊂ C(K); accordingly, any f ∈ F
is continuous from the beginning.

We also remark that

(3.1) E(f) =
1

2
µ〈f〉(K) for any f ∈ F

(see [5, Corollary 3.2.1]).

For f, g in F , a signed measure µ〈f,g〉 on K is defined as µ〈f,g〉 =

(µ〈f+g〉 − µ〈f〉 − µ〈g〉)/2. It is bilinear in f, g, and we have µ〈f,f〉 = µ〈f〉.

In the remainder of this section, we always assume (A1)–(A3). We state some

basic properties in the following series of lemmas.

Lemma 3.2. Let m ∈ Z+ and λ ∈ Λm. Then Uλ is open, Uλ ⊂ Uλ ∪ Vm, and

∂Uλ ⊂ Vm.

Proof. If Uλ ∩Uκ 6= ∅ for some κ ∈ Λm \ {λ}, then Uλ ∪Uκ is connected (see, e.g.,

[4, Theorem 6.1.9]), which is a contradiction. Thus, Uλ ⊂ K \
⋃
κ∈Λm\{λ} Uκ =

Uλ ∪ Vm. Similarly, we have K \ Uλ = Vm ∪
⋃
κ∈Λm\{λ} Uκ, which is a closed set.

Since ∂Uλ = Uλ \ Uλ ⊂ Vm, the last claim follows.

Lemma 3.3. K is arcwise connected.
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Proof. First, we prove that K is connected. If K is a disjoint union of nonempty

open sets K1 and K2, then 1K1
∈ F from the regularity of (E ,F). From the strong

locality of (E ,F), E(1K1) = 0, which contradicts (A3).

Thus, K is a compact, metrizable, connected, and locally connected space,

which implies that K is arcwise connected (see, e.g., [4, Section 6.3.11]).

For a subset U of K, let diamU denote the diameter of U with respect to the

metric dK .

Lemma 3.4. As m→∞, sup{diamUλ | λ ∈ Λm} converges to 0.

Proof. Let ε > 0. From (A1)(ii), for each x ∈ K, there exists m(x) ∈ Z+ such that

diamNx ≤ ε, where Nx :=
⋃
λ∈Λm(x), x∈Uλ Uλ. Since K is compact and covered

with
⋃
x∈K N

◦
x , K can be written as

⋃k
j=1N

◦
xj for some {xj}kj=1 ⊂ K. Let M =

max{m(xj) | j = 1, . . . , k}. Then, for each m ≥M and λ ∈ Λm, Uλ is a subset of

some Nxj , which implies that diamUλ ≤ ε. This proves the claim.

Lemma 3.5. For a continuous curve γ ∈ C([s, t]→ K),

`h(γ) = sup

{ n∑
i=1

|h(γ(ti))−h(γ(ti−1))|RN
∣∣∣∣ n ∈ N, s = t0 < t1 < · · · < tn = t,

γ(ti) ∈ V∗ for every i = 1, . . . ,n− 1

}
.

Proof. This is evident from the fact that the set {u ∈ [s, t] | γ(u) ∈ V∗} is dense

in [s, t] if γ is not constant on any nonempty interval.

Lemma 3.6. Let V be a finite and nonempty subset of K and u ∈ l(V ). Then

there exists a unique function g ∈ F such that g attains the infimum of the set

{E(f) | f ∈ F , f = u on V }.

Proof. The proof is standard. From the regularity of (E ,F), for each p ∈ V , there

exists g ∈ F such that g(p) = 1 and g(q) = 0 for all q ∈ V \ {p}. Therefore, the

set in the statement is nonempty. Take functions {fn} from F such that fn = u

on V , minx∈V u(x) ≤ fn ≤ maxx∈V u(x), and E(fn) converges to inf{E(f) | f ∈ F ,

f = u on V }. Since {fn} is bounded in F , we can take a subsequence of {fn} whose

Cesàro means converge to some g in F . Then g attains the infimum. If another

g′ ∈ F attains the infimum, then E(g − g′) = 2E(g) + 2E(g′)− 4E((g + g′)/2) ≤ 0.

From (A3), g − g′ is a constant function. Since g − g′ = 0 on V , we conclude that

g = g′, which ensures uniqueness of the minimizer.

For m ∈ Z+ and u ∈ l(Vm), let Hmu denote the function g in the above

lemma with V = Vm. For m ∈ Z+ and f ∈ F , let Hmf denote Hm(f |Vm) by abuse

of notation. The linearity of Hm is a basic fact and its proof is omitted.
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Lemma 3.7. Let U be an open set of K, and let f be a function in F such that

f = 0 on ∂U . Then the function f · 1U belongs to F .

Proof. We may assume that f is nonnegative. For ε > 0, let fε = (f −ε)∨0. Then

fε = 0 on a certain open neighborhood Oε of ∂U . Take ϕε ∈ F such that ϕε = 1

on U \Oε and ϕε = 0 on K \ U . Then fε · 1U = fεϕε ∈ F . From Lemma 3.1 and

(3.1),

E(fε · 1U ) = 1
2µ〈fε·1U 〉(U) = 1

2µ〈fε〉(U) ≤ E(fε) ≤ E(f).

Therefore, {f1/n · 1U}n∈N is bounded in F and has a weakly convergent sequence

in F . Since fε · 1U converges to f · 1U pointwise as ε ↓ 0, we conclude that

f · 1U ∈ F .

Lemma 3.8. For m ∈ Z+, λ ∈ Λm, and f ∈ F , we have µ〈Hmf〉(Uλ) ≤ µ〈f〉(Uλ).

Proof. Let g = f · 1Uλ + (Hmf) · 1K\Uλ . Since g = Hmf + (f − Hmf) · 1Uλ , it

follows that g = f on Vm and g ∈ F by Lemma 3.7. By combining the inequality

µ〈Hmf〉(K) ≤ µ〈g〉(K) and Lemma 3.1, the claim holds.

Lemma 3.9. Let m ∈ Z+ and λ ∈ Λm. Then there exists a set {bpq}p,q∈∂Uλ of

real numbers such that bpq = bqp ≥ 0 for all p 6= q and for every f ∈ F ,

µ〈Hmf〉(Uλ) =
1

2

∑
p,q∈∂Uλ

bpq(f(p)− f(q))2.

Proof. From Lemmas 3.7 and 3.1, Hmf = 0 on Uλ if f = 0 on ∂Uλ. Therefore, if

f, f ′ ∈ F are such that f = f ′ on ∂Uλ, then µ〈Hmf〉(Uλ) = µ〈Hmf ′〉(Uλ). Thus, for

ϕ,ψ ∈ l(∂Uλ),

Q(ϕ,ψ) := µ〈Hmf,Hmg〉(Uλ),

where f, g ∈ F satisfy f |∂Uλ = ϕ and g|∂Uλ = ψ, is well-defined. From the proof

of [13, Proposition 2.1.3], the claim of the lemma follows if we prove that Q is

a Dirichlet form on the L2 space on ∂Uλ with respect to the counting measure.

The bilinearity and the nonnegativity of Q are evident. We prove the Markov

property. Let ϕ ∈ l(∂Uλ) and take f ∈ F such that f |∂Uλ = ϕ. We define f̂ =

(0 ∨ f) ∧ 1, Ĥmf = (0 ∨ Hmf) ∧ 1, and h = Ĥmf · 1Uλ + (Hmf̂) · 1K\Uλ . Since

h = Hmf̂ + (Ĥmf −Hmf̂) ·1Uλ , h belongs to F from Lemma 3.7. Moreover, since

h = f̂ on Vm, we have

0 ≤ E(h)− E(Hmf̂) = 1
2µ〈Ĥmf〉(Uλ)− 1

2µ〈Hmf̂〉(Uλ)

from Lemma 3.1. Therefore, µ〈Hmf̂〉(Uλ) ≤ µ〈Ĥmf〉(Uλ) ≤ µ〈Hmf〉(Uλ). This proves

the Markov property of Q.
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Let m ∈ Z+ and x, y ∈ Vm. We write x ↔
m
y if there exists λ ∈ Λm such

that x, y ∈ ∂Uλ. We say that γm = {x0, x1, . . . , xM} with xi ∈ Vm is an m-walk

connecting x and y if x0 = x, xM = y, and xi ↔m xi+1 for every i = 0, 1, . . . ,M−1.

The length `
(m)
h (γm) of γm based on h is defined as

`
(m)
h (γm) =

M∑
i=1

|h(xi)− h(xi−1)|RN .

For n ≥ m and a continuous curve γ ∈ C([0, 1] → K) connecting x and y, we

define an n-walk πn(γ) = {x0, x1, . . . , xM} by x0 = x and xi = γ(ti) with ti =

inf{t > ti−1 | γ(t) ∈ Vn \ {xi−1}}, inductively. Here, we set t0 = 0 by convention.

It is evident that `
(n)
h (πn(γ)) is nondecreasing in n. From Lemma 3.5,

`h(γ) = lim
n→∞

`
(n)
h (πn(γ)).

For n ≥ m, we define

ρ̂
(n)
h (x, y) = inf{`(n)

h (γn) | γn is an n-walk connecting x and y}

and

ρ̂h(x, y) = lim
n→∞

ρ̂
(n)
h (x, y).

We remark that ρ̂h(x, y) = supn≥m ρ̂
(n)
h (x, y) since ρ̂

(n)
h (x, y) is nondecreasing in n.

Proposition 3.10. For x, y ∈ V∗, ρh(x, y) = ρ̂h(x, y). In other words,

(3.2) inf
γ

sup
n
`
(n)
h (πn(γ)) = sup

n
inf
γn
`
(n)
h (γn),

where γ runs over all the continuous curves connecting x and y, and γn runs over

all the n-walks connecting x and y.

Proof. From the definition, the right-hand side of (3.2) is dominated by the left-

hand side. We prove the converse inequality.

For n ≥ k ≥ m and an n-walk γn = {x0, x1, . . . , xM} with x0, xM ∈ Vm, let

πn,k(γn) denote the k-walk {x′0, x′1, . . . , x′M ′} defined as x′0 = x0 and x′i = xj(i)
with j(i) = inf{j > j(i− 1) | xj ∈ Vk \ {x′i−1}} for i = 1, 2, . . . , inductively, where

we set j(0) = 0.

Let x, y ∈ Vm for m ∈ Z+. For each n ≥ m, there exists a self-avoiding

n-walk γ̂n that attains infγn `
(n)
h (γn) on the right-hand side of (3.2), since there

are only a finite number of self-avoiding n-walks. For any divergent increasing se-

quence {n(k)} and n ≥ m, we can take a subsequence {n(kj)} such that n(k1) ≥ n



194 M. Hino

and {πn(kj),n(γ̂n(kj))}∞j=1 are all the same. By a diagonal argument, we can take

a divergent sequence {n(k)} such that for every k and j with k ≥ j ≥ m,

πn(k),j(γ̂n(k)) = πn(j),j(γ̂n(j)). Since {πn(j),j(γ̂n(j))}∞j=m is consistent in the sense

that πk,j(πn(k),k(γ̂n(k))) = πn(j),j(γ̂n(j)) for k ≥ j ≥ m, in view of Lemma 3.4 we

can construct γ ∈ C([0, 1] → K) and a sequence of partitions {∆(j) : 0 = t
(j)
0 <

t
(j)
1 < · · · < t

(j)
N(j) = 1}∞j=m such that ∆(m) ⊂ ∆(m+1) ⊂ · · · , limj→∞ |∆(j)| = 0,

and πn(j),j(γ̂n(j)) = {γ(t
(j)
0 ), γ(t

(j)
1 ), . . . , γ(t

(j)
N(j))} for all j ≥ m. Then

sup
j
`
(j)
h (πj(γ)) = `h(γ) = sup

j
`
(j)
h (πn(j),j(γ̂n(j))) ≤ sup

j
`
(n(j))
h (γ̂n(j))

= sup
j

inf
γn(j)

`
(n(j))
h (γn(j)) = sup

n
inf
γn
`
(n)
h (γn),

and (3.2) holds with = replaced by ≤.

Proposition 3.11. Let x, y ∈ K. There exists a shortest path γ connecting x

and y.

Proof. First, we note that γ in the proof of Proposition 3.10 is a shortest path

connecting x and y. Therefore, the claim is true for x, y ∈ V∗.
We prove the claim for x, y ∈ K with x 6= y. For m ∈ Z+, we define Um(x) =⋃

λ∈Λm, x∈Uλ Uλ, and Um(y) in the same manner. We note that ∂Um(x) ⊂ Vm.

There exists m ∈ Z+ such that Un(x) ∩ Un(y) = ∅ for all n ≥ m. For n ≥ m,

take (x(n), y(n)) ∈ ∂Un(x) × ∂Un(y) such that ρh(x(n), y(n)) = min{ρh(x′, y′) |
(x′, y′) ∈ ∂Un(x) × ∂Un(y)}. Since any continuous curve γ connecting x and y

passes through some points of ∂Un(x) and ∂Un(y), respectively, ρh(x(n), y(n)) is

nondecreasing in n and `h(γ) ≥ ρh(x(n), y(n)). Therefore,

(3.3) ρh(x, y) ≥ ρh(x(n), y(n)) for n ≥ m.

If ρh(x(n), y(n)) = ∞ for some n, the claim is trivially true. We assume that

ρh(x(n), y(n)) <∞ for every n. For n ≥ m, take a shortest path γn ∈ C([0, 1]→ K)

connecting x(n) and y(n). For each n and k with n ≥ k ≥ m, we define sn,k =

inf{t ∈ [0, 1] | γn(t) ∈ Vk}, tn,k = sup{t ∈ [0, 1] | γn(t) ∈ Vk}, x(n,k) = γn(sn,k),

and y(n,k) = γn(tn,k). Since Vk is a finite set, by a diagonal argument, we can take

{xk}∞k=m, {yk}∞k=m ⊂ K and an increasing sequence {n(l)}∞l=0 of natural numbers

such that n(0) ≥ m, xk, yk ∈ Vk for all k, and x(n(l),k) = xk and y(n(l),k) = yk
for all l and k with l ≥ k − m ≥ 0. Define γ ∈ C([0, 1] → K) by connecting

and reparametrizing γn(l)|[sn(l),l+m,sn(l),l+m−1] (l = . . . , 3, 2, 1), γn(0)|[sn(0),m,tn(0),m],

and γn(l)|[tn(l),l+m−1,tn(l),l+m] (l = 1, 2, 3, . . . ). Then γ connects x and y and passes

through all xn and yn (n ≥ m). By construction, `h(γ|[sn,tn]) = ρh(xn, yn), where
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sn and tn are the times such that γ(sn) = xn and γ(tn) = yn. Thus, we have

(3.4) `h(γ) = lim
n→∞

`h(γ|[sn,tn]) = lim
n→∞

ρh(xn, yn).

Combining this with (3.3), we obtain `h(γ) ≤ ρh(x, y). Therefore, γ is a shortest

path connecting x and y.

We remark that identity (3.4) is true even if ρh(x(n), y(n)) =∞ for some n.

Corollary 3.12. Let x and y be distinct elements of K. Then there exist sequences

{xn}∞n=m and {yn}∞n=m in K for some m such that

(3.5) xn, yn ∈ Vn for all n, lim
n→∞

dK(xn, x) = lim
n→∞

dK(yn, y) = 0

and

ρh(x, y) = lim
k→∞

(
lim
n→∞

ρh(xk, yn)
)
.

Proof. Take a shortest path γ connecting x and y, {xn}, {yn} ⊂ K, and {sn}, {tn}
⊂ [0, 1] as in the proof of Proposition 3.11. Then (3.5) holds and

ρh(x, y) = `h(γ) = lim
k→∞

(
lim
n→∞

`h(γ|[sk,tn])
)

= lim
k→∞

(
lim
n→∞

ρh(xk, yn)
)
.

Lemma 3.13. For each x ∈ K, dh(x, y) ∈ [0,+∞] is continuous in y ∈ K.

Proof. Let x ∈ K and M > 0. There exists a maximal element of

D = {f ∈ F | f(x) = 0, f ≤M, and µ〈f〉 ≤ µ〈h〉},

in the sense that there exists g ∈ D such that g ≥ f µ-a.e. for all f ∈ D. Indeed,

from Lemma 3.1, it suffices to take f1, f2, . . . from D such that
∫
K
fk dµ converges

increasingly to sup{
∫
K
f dµ f ∈ D} and define g as supk fk. Since F ⊂ C(K),

g ≥ f on K for all f ∈ D. By the definition of dh, g is identical to dh(x, ·) ∧M .

This proves the claim.

Proof of Theorem 2.2. We divide the proof into two steps.

Step 1: x, y ∈ Vm for some m ∈ Z+. Take n ≥ m. We define ϕn(z) := ρ̂
(n)
h (x, z)

for z ∈ Vn. Then

(3.6) |ϕn(z)− ϕn(z′)| ≤ |h(z)− h(z′)|RN for z, z′ ∈ Vn with z ↔
n
z′.

Indeed, there exists an n-walk γn = {x0, x1, . . . , xM} connecting x and z such

that ϕn(z) = `
(n)
h (γn). Since γ′n := {x0, x1, . . . , xM , z

′} is an n-walk connecting x

and z′, we have

ϕn(z′) ≤ `(n)
h (γ′n) = ϕn(z) + |h(z)− h(z′)|RN .

By exchanging the roles of z and z′, we obtain (3.6).
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Let λ ∈ Λn and take {bpq}p,q∈∂Uλ in Lemma 3.9. We denote Hnϕn by fn.

Then

µ〈fn〉(Uλ) =
1

2

∑
p,q∈∂Uλ

bpq(fn(p)− fn(q))2

≤ 1

2

∑
p,q∈∂Uλ

bpq|h(p)− h(q)|2RN (from (3.6))

=
1

2

N∑
j=1

∑
p,q∈∂Uλ

bpq(hj(p)− hj(q))2 =

N∑
j=1

µ〈Hnhj〉(Uλ)

≤ µ〈h〉(Uλ) (from Lemma 3.8).

In particular, µ〈fn〉(Uλ) ≤ µ〈h〉(Uλ) for all λ ∈
⋃n
l=0 Λl. Since supn E(fn) ≤

µ〈h〉(K)/2, the sequence {fn ∧M}∞n=m is bounded in F for any M > 0. There

exists a subsequence {fn(k) ∧M}∞k=1 whose Cesàro means converge strongly in F .

Denoting the limit by fM , we have

µ〈fM 〉(Uλ)1/2 = lim
k→∞

µ〈 1k
∑k
j=1(fn(j)∧M)〉(Uλ)1/2

≤ lim inf
k→∞

1

k

k∑
j=1

µ〈fn(j)〉(Uλ)1/2 ≤ µ〈h〉(Uλ)1/2

for all λ ∈
⋃∞
l=0 Λl. Therefore, µ〈fM 〉 ≤ µ〈h〉 by the monotone class theorem.

Since convergence in F yields uniform convergence from (A2), fM (x) = 0 and

fM (y) = ρh(x, y) ∧M from Proposition 3.10. Thus,

dh(x, y) ≥ fM (y)− fM (x) = ρh(x, y) ∧M.

Since M is arbitrary, we obtain dh(x, y) ≥ ρh(x, y).

Step 2 : x, y ∈ K. We may assume that x 6= y. Take {xn}, {yn} ⊂ K as in Corol-

lary 3.12. Then, from Lemma 3.13, Step 1, and Corollary 3.12,

dh(x, y) = lim
k→∞

(
lim
n→∞

dh(xk, yn)
)
≥ lim
k→∞

(
lim
n→∞

ρh(xk, yn)
)

= ρh(x, y).

The following is a remark on the topologies of K induced by ρh and dh.

Corollary 3.14. Suppose that ρh is a [0,+∞]-valued metric on K. Then dh is

also a [0,+∞]-valued metric. Moreover, both ρh and dh provide the same topology

on K as the original one.

Proof. From Theorem 2.2, the first claim follows and the topology Oh associated

with dh is stronger than that with ρh. From Lemma 3.13, Oh is weaker than the
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original topology on K. Since a continuous bijective map from a compact Hausdorff

space to a Hausdorff space is homeomorphic, by applying this fact to the identity

map from (K, dK) to (K, ρh), the second assertion holds.

§4. Proof of Theorem 2.3

Throughout this section, we assume (B1)–(B4). Furthermore, we follow the nota-

tion used in Section 2.

For w ∈ Wm with m ∈ Z+, Vw denotes Kw ∩ Vm. For w = w1 · · ·wm ∈ Wm

and w′ = w′1 · · ·w′m′ ∈Wm′ , w1 · · ·wmw′1 · · ·w′m′ ∈Wm+m′ is represented as ww′.

For i ∈ S, in ∈Wn and i∞ ∈ Σ denote i · · · i︸ ︷︷ ︸
n

and iii · · · , respectively.

The Dirichlet forms associated with regular harmonic structures have a prop-

erty stronger than (A2): there exists c > 0 such that

(4.1)
(

sup
y∈K

f(y)− inf
x∈K

f(x)
)2

≤ cE(f), f ∈ F .

In particular, by using Theorem 2.2, ρh(x, y) ≤ dh(x, y) ≤
√
cµ〈h〉(K)/2 <∞ for

any x, y ∈ K.

Let p ∈ V0 and take i ∈ S0 such that ψi(p) = p. Recall that vi is an eigen-

vector of Ai whose components are all nonnegative. Let ui be the column vector

(Dp′p)p′∈V0
. Then ui is an eigenvector of tAi with respect to the eigenvalue ri ([10,

Lemma 5]). Since K \ V0 is connected by (B2), (B3), and [13, Proposition 1.6.8],

from [13, Theorem 3.2.11] we have

(4.2) ui(q) > 0 for all q ∈ V0 \ {p}.

We normalize vi so that (ui, vi)l(V0) = 1. The element of l(V0) taking constant

value 1 will be denoted by 1. Let l̃(V0) = {u ∈ l(V0) | (u,1)l(V0) = 0} and let

P : l(V0)→ l(V0) be the orthogonal projection onto l̃(V0). We note that ui ∈ l̃(V0)

by D1 = 0 and the definition of ui.

Lemma 4.1 (cf. [10, Lemma 6]). Let u ∈ l(V0). Then

lim
n→∞

r−ni PAni u = (ui, u)l(V0)Pvi.

In particular, for q1, q2 ∈ V0,

lim
n→∞

r−ni (Ani u(q1)−Ani u(q2)) = (ui, u)l(V0)(vi(q1)− vi(q2)).

Both convergences are uniform on the set {u ∈ l(V0) | |Pu|l(V0) ≤ 1}.

We recall a property of energy measures:
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Lemma 4.2 (cf. [6, Lemma 3.11]). For f ∈ F and m ∈ Z+, we have

µ〈f〉 =
∑

w∈Wm

1

rw
(ψw)∗µ〈ψ∗wf〉,

that is, µ〈f〉(A) =
∑
w∈Wm

1
rw
µ〈ψ∗wf〉(ψ

−1
w (A)) for any Borel subset A of K.

The following is a rough upper estimate of dh by ρh.

Lemma 4.3. Let m ∈ Z+, w ∈ Wm, and x, y ∈ Vw with x 6= y. Let γ ∈
C([0, 1] → K) be a shortest path connecting x and y, and suppose that the im-

age of γ is contained in Kw. For each n ∈ N, define zn ∈ Vm+n by

zn = γ(sn) with sn = inf{t ∈ (0, 1] | γ(t) ∈ Vm+n \ {x}}.

Then for each n ∈ N there exists c0(n) > 0, independent of m,w, x, y, γ, such that

ρh(x, zn) ≥ c0(n)dh(x, y).

Proof. Let p ∈ V0 and take i ∈ S0 such that ψi(p) = p. Let q and q′ denote

the distinct elements of V0 \ {p}, that is, V0 = {p, q, q′}. Define α ∈ l̃(V0) by

α(p) = 1, α(q) = −1, and α(q′) = 0. From (4.2), α and ui are linearly independent

in l(V0); thus, the linear span of α and ui is l̃(V0) since dim l̃(V0) = 2 from (B1).

Therefore, there exists δ > 0 such that any u ∈ l(V0) with |Pu|l(V0) = 1 satisfies

|(u, α)l(V0)| ≥ δ or |(u, ui)l(V0)| ≥ δ. Let q̂ denote q or q′. From Lemma 4.1,

Ani u(q̂)−Ani u(p) = rni (ui, u)l(V0)vi(q̂) + o(rni ) as n→∞

uniformly on {u ∈ l(V0) | |Pu|l(V0) = 1}. Therefore, for sufficiently large M ∈ N,

|AMi u(q̂)−AMi u(p)|l(V0) ≥
rMi δ

2
vi(q̂) (> 0)

for any u ∈ l(V0) such that |Pu|l(V0) = 1 and |(u, ui)l(V0)| ≥ δ.
From this argument, the map

l̃(V0) 3 u 7→
(
(u, α)2

l(V0) + |AMi u(q̂)−AMi u(p)|2l(V0)

)1/2 ∈ R

defines a norm on l̃(V0); so do the maps u 7→ E(ι(u))1/2 and u 7→ E(ψ∗in(ι(u)))1/2

for n ∈ N because of (B4). Hence, there exist c1 > 0 and c2 > 0 such that for every

h ∈ H,

E(h) ≤ c1E(ψ∗in(h))

and

E(h) ≤ c2
(
(h(q)− h(p))2 + ((ψ∗iMh)(q̂)− (ψ∗iMh)(p))2

)
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for all q, q̂ ∈ V0 \ {p}. Since there are only finitely many choices of p, q, and q̂,

we can take c1 and c2 to be constants independent of p, q, and q̂. (Note that c1
depends on n.)

Now, in the setting of the claim, let f ∈ F satisfy µ〈f〉 ≤ µ〈h〉. From

Lemma 4.2, µ〈ψ∗wf〉 ≤ µ〈ψ∗wh〉. In particular, E(ψ∗wf) ≤
∑N
j=1 E(ψ∗whj). Let p =

ψ−1
w (x) ∈ V0 and take i ∈ S0 such that ψi(p) = p. Take k, l ∈ S0 \ {i} such that

zn = π(wink∞) and zn+M = π(win+M l∞), and set q = π(k∞), q̂ = π(l∞). Then

(f(y)− f(x))2 = ((ψ∗wf)(ψ−1
w (y))− (ψ∗wf)(p))2

≤ cE(ψ∗wf) (from (4.1))

≤ c
N∑
j=1

E(ψ∗whj) ≤ cc1
N∑
j=1

E(ψ∗winhj)

≤ cc1c2
N∑
j=1

{
((ψ∗winhj)(q)− (ψ∗winhj)(p))

2

+ ((ψ∗iMψ
∗
winhj)(q̂)− (ψ∗iMψ

∗
winhj)(p))

2
}

= cc1c2

N∑
j=1

{(hj(zn)− hj(x))2 + (hj(zn+M )− hj(x))2}

≤ 2cc1c2ρh(x, zn)2.

Thus, dh(x, y) ≤ (2cc1c2)1/2ρh(x, zn).

Corollary 4.4. In the notation of Lemma 4.3, we have

(i) ρh(x, y) ≥ c0(n)dh(x, y);

(ii) ρh(x, zn) ≥ c0(n)ρh(x, y).

Proof. From Lemma 4.3, (i) is evident since ρh(x, y) ≥ ρh(x, zn); and (ii) follows

from Lemma 4.3 and Theorem 2.2.

The following technical lemma is used in the proof of Lemma 4.6.

Lemma 4.5. Let p ∈ V0 and i ∈ S0 satisfy ψi(p) = p. Let α1, . . . , αN ∈ l(V0) and

q ∈ V0 \ {p}. For n ∈ Z+, let γ
(n)
j = (Ani αj(q)− Ani αj(p))/vi(q) for j = 1, . . . , N

and γ(n) = (
∑N
j=1(γ

(n)
j )2)1/2. Write ϕ

(n)
j = ι(Ani αj)− γ

(n)
j ι(vi) ∈ H. Then, given

δ > 0 and ε > 0, there exists n0 ∈ N, independent of α1, . . . , αN , p, q, such that

for all n ≥ n0,

(4.3) E(ϕ
(n)
j ) ≤ ε(γ(n))2E(ι(vi)), j = 1, . . . , N,

as long as |(ui, αl)l(V0)| ≥ δ(
∑N
j=1 |Pαj |2l(V0))

1/2 for some l ∈ {1, . . . , N}.
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Proof. By multiplying by a constant if necessary, we may assume the additional

constraint
∑N
j=1 |Pαj |2l(V0) = 1 to prove (4.3) without loss of generality. From

Lemma 4.1, for j = 1, . . . , N ,

lim
n→∞

r−ni PAni αj = (ui, αj)l(V0)Pvi(4.4)

and

lim
n→∞

r−ni γ
(n)
j = (ui, αj)l(V0)(4.5)

uniformly on Γ := {(α1, . . . , αN ) ∈ (l(V0))N |
∑N
j=1 |Pαj |2l(V0) = 1}. Therefore,

(4.6) lim
n→∞

r−2n
i E(ϕ

(n)
j ) = 0 uniformly on Γ.

By the assumption |(ui, αl)l(V0)| ≥ δ and (4.5),

(4.7) r−2n
i (γ(n))2 ≥ r−2n

i (γ
(n)
l )2 ≥ δ2/2 for sufficiently large n.

Therefore, the assertion follows from (4.6), (4.7), and infi∈S0
E(ι(vi)) > 0.

The following is a key lemma for the proof of Theorem 2.3.

Lemma 4.6. Let m ∈ Z+, w ∈ Wm, and x ∈ Vw. Take i ∈ S0 such that x =

π(wi∞). Let δ, ε > 0. Suppose that there exists l ∈ {1, . . . , N} such that

|(ui, αw,l)l(V0)| ≥ δ
( N∑
j=1

|Pαw,j |2l(V0)

)1/2

, where αw,j = ι−1(ψ∗whj).

Then there exists M ∈ N, independent of m,w, x, l, such that for n ≥M ,

(4.8) dh(x, y) ≤ (1 + ε)|h(y)− h(x)|RN ≤ (1 + ε)ρh(x, y)

for any y ∈ Vwin \ {x}.

Proof. For s ∈ S0, let ps denote the fixed point of ψs, that is, ps = π(s∞). Let

C = max
s∈S0

{
maxq∈V0\{ps} vs(q)× (−Dvs)(q)
minq∈V0\{ps} vs(q)× (−Dvs)(q)

}
,

which is positive by (B3). Take ε1, ε2 > 0 such that

(1 + C)(1 + ε2)1/2 − C ≤ 1 + ε and ε1 = ε2/2.

We remark that any y ∈ Vwin \ {x} for n ∈ Z+ can be written as y = π(wink∞)

for some k ∈ S0 \ {i}.
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Fix k ∈ S0 \ {i}. For n ∈ N and j = 1, . . . , N , let ĥ
(n)
j denote ψ∗winhj . Note

that ĥ
(n)
j can also be written as ι(Ani αw,j). Let

g
(n)
j =

(
(ĥ

(n)
j (pk)− ĥ(n)

j (pi))/vi(pk)
)
ι(vi) and ϕ

(n)
j = ĥ

(n)
j − g(n)

j

for j = 1, . . . , N , and

g(n) =

( N∑
j=1

(
ĥ

(n)
j (pk)− ĥ(n)

j (pi)

vi(pk)

)2)1/2

ι(vi).

We note that

(4.9)

N∑
j=1

µ〈g(n)
j 〉

= µ〈g(n)〉

and

(4.10) µ〈ĥ(n)
j 〉
≤ (1 + ε1)µ〈g(n)

j 〉
+ (1 + ε−1

1 )µ〈ϕ(n)
j 〉

, j = 1, . . . , N.

From Lemma 4.5 with ε = ε1/((1 + ε−1
1 )N), there exists M ∈ N, independent of

m,w, x, l, k, such that for all n ≥M ,

(4.11) E(ϕ
(n)
j ) ≤ ε1

(1 + ε−1
1 )N

E(g(n)), j = 1, . . . , N.

Hereafter, we fix such an n and omit the superscript (n) from the notation. From

(4.9) and (4.11), we have

(4.12)

N∑
j=1

{(1 + ε1)µ〈gj〉(K) + (1 + ε−1
1 )µ〈ϕj〉(K)} ≤ (1 + ε2)µ〈g〉(K).

Let f ∈ F satisfy µ〈f〉 ≤ µ〈h〉 and f(x) = 0. Let f̂ denote ψ∗winf and define

f̌ := f̂ ∨ g ∈ F . Then

µ〈f̂〉 ≤
N∑
j=1

µ〈ĥj〉 ≤
N∑
j=1

{(1 + ε1)µ〈gj〉 + (1 + ε−1
1 )µ〈ϕj〉}

and
dµ〈f̌〉

dν
≤
dµ〈f̂〉

dν
∨
dµ〈g〉

dν
ν-a.e. with ν = µ〈f̂〉 + µ〈g〉

in view of Lemma 4.2, (4.10), and Lemma 3.1(ii). Combining these inequalities

with (4.9), we have

µ〈f̌〉 ≤
N∑
j=1

{(1 + ε1)µ〈gj〉 + (1 + ε−1
1 )µ〈ϕj〉}.

In particular, µ〈f̌〉(K) ≤ (1 + ε2)µ〈g〉(K) from (4.12).
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Let F = (1 + ε2)−1/2ι(f̌ |V0
) (= (1 + ε2)−1/2H0f̌) ∈ H. Then we have E(F ) ≤

E((1 + ε2)−1/2f̌) ≤ E(g), which implies that

0 ≤ E(F − g) = E(F )− 2E(F, g) + E(g) ≤ 2E(g − F, g).

Letting G = g − F ∈ H, we have G(pi) = 0 and

G(q) = g(q)− (1 + ε2)−1/2(f̂(q) ∨ g(q)) ≤ (1− (1 + ε2)−1/2)g(q)

for any q ∈ V0. Let q′ denote the unique element of V0 \ {pi, pk}. Since

(G|V0
,−Dvi)l(V0) =

( N∑
j=1

(
ĥj(pk)− ĥj(pi)

vi(pk)

)2)−1/2

E(g − F, g) ≥ 0,

we have

G(pk)(−Dvi)(pk) ≥ −G(pi)(−Dvi)(pi)−G(q′)(−Dvi)(q′)
≥ 0− (1− (1 + ε2)−1/2)g(q′)(−Dvi)(q′)
≥ −C(1− (1 + ε2)−1/2)g(pk)(−Dvi)(pk).

Thus,

−C(1− (1 + ε2)−1/2)g(pk) ≤ G(pk) = g(pk)− (1 + ε2)−1/2(f̂(pk) ∨ g(pk))

≤ g(pk)− (1 + ε2)−1/2f̂(pk),

which implies that

f̂(pk) ≤ ((1 + C)(1 + ε2)1/2 − C)g(pk) ≤ (1 + ε)g(pk).

Therefore, for y = π(wink∞) ∈ Vwin \ {x},

f(y)− f(x) = f(y) ≤ (1 + ε)

( N∑
j=1

(
ĥj(pk)− ĥj(pi)

vi(pk)

)2)1/2

vi(pk)

= (1 + ε)|h(y)− h(x)|RN ≤ (1 + ε)ρh(x, y).

By taking the supremum with respect to f , we obtain (4.8).

Lemma 4.7. There exists δ′ > 0 such that for any distinct points i, j of S0 and

every u ∈ l(V0), |(ui, u)l(V0)| ∨ |(uj , u)l(V0)| ≥ δ′|Pu|l(V0).

Proof. Since the linear span of ui and uj is l̃(V0),

inf{|(ui, u)l(V0)| ∨ |(uj , u)l(V0)| | u ∈ l̃(V0), |u|l(V0) = 1} > 0.

Therefore, the assertion follows.
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Now, we prove Theorem 2.3. For the proof, we make a slight generalization of

the concept of `h. Let I be a disjoint union of a finite set {Ik} of closed intervals.

For γ ∈ C(I → K), we define its length `h(γ) by
∑
k `h(γ|Ik).

Proof of Theorem 2.3. From Theorem 2.2, it suffices to prove that ρh(x, y) ≥
dh(x, y) for distinct x, y ∈ K.

Step 1: x, y ∈ Vm for somem ∈ Z+. Take δ′ as in Lemma 4.7. Let ε > 0, δ = δ′/
√
N

and take M as in Lemma 4.6. Take a shortest path γ ∈ C([0, 1]→ K) connecting

x and y. We may assume that γ is injective. Let I1 = [0, 1]. We define {In,k}l(n)
k=1,

{Jn,k}l(n)
k=1, and In+1 for n ∈ N inductively as follows. First, let {In,k}l(n)

k=1 be the

collection of closed intervals In,k = [sn,k, tn,k] such that:

•
⋃l(n)
k=1 In,k = In.

• sn,k < tn,k, γ(sn,k) ∈ Vm+Mn, γ(tn,k) ∈ Vm+Mn, and γ(t) /∈ Vm+Mn for all

t ∈ (sn,k, tn,k).

• For k 6= k′, In,k ∩ In,k′ consists of at most one point.

Next, for k = 1, . . . , l(n), take w ∈ Wm+Mn and i, î ∈ S0 such that γ([sn,k, tn,k])

⊂ Kw, γ(sn,k) = π(wi∞), and γ(tn,k) = π(wî∞). Denote ι−1(ψ∗whj) by αj for

j = 1, . . . , N . Take j ∈ {1, . . . , N} such that |Pαj |l(V0) attains the maximum of

{|Pα1|l(V0), . . . , |PαN |l(V0)}. From Lemma 4.7, at least one of the following holds:

(i) |(ui, αj)l(V0)| ≥ δ′|Pαj |l(V0);

(ii) |(uî, αj)l(V0)| ≥ δ′|Pαj |l(V0).

If (i) holds, set Jn,k = [sn,k, t
′
n,k] with t′n,k = inf{t > sn,k | γ(t) ∈ Vm+M(n+1)}.

Otherwise, set Jn,k = [s′n,k, tn,k] with s′n,k = sup{t < tn,k | γ(t) ∈ Vm+M(n+1)}.
Define In+1 =

⋃l(n)
k=1 In,k \ Jn,k.

Let n ∈ N and k = 1, . . . , l(n). From Corollary 4.4(ii),

`h(γ|Jn,k) ≥ c0(M)`h(γ|In,k),

that is,

`h(γ|
In,k\Jn,k) ≤ (1− c0(M))`h(γ|In,k).

Therefore,

`h(γ|In+1) ≤ (1− c0(M))`h(γ|In).

Then

(4.13) `h(γ|In) ≤ (1− c0(M))n−1`h(γ) = (1− c0(M))n−1ρh(x, y).

Fix R ∈ N and let J = {Jn,k | 1 ≤ n ≤ R, 1 ≤ k ≤ l(n)}. Let 0 = t0 < t1 <

· · · < tl = 1 be the arrangement of all the endpoints of the intervals Jn,k in J in



204 M. Hino

increasing order. For all i = 0, . . . , l − 1, we obtain

(4.14) ρh(γ(ti), γ(ti+1)) ≥ c0(M)dh(γ(ti), γ(ti+1))

by applying Corollary 4.4(i) to a series of adjacent points of a suitable n-walk

connecting γ(ti) and γ(ti+1), where n is the smallest number such that γ(ti) ∈ Vn
and γ(ti+1) ∈ Vn. Let Q = {i = 0, . . . , l − 1 | [ti, ti+1] ∈ J }. From Lemma 4.6,

for i ∈ Q,

ρh(γ(ti), γ(ti+1)) ≥ (1 + ε)−1dh(γ(ti), γ(ti+1)).

Then

ρh(x, y) =

l−1∑
i=0

ρh(γ(ti), γ(ti+1)) ≥
∑
i∈Q

ρh(γ(ti), γ(ti+1))

≥ (1 + ε)−1
∑
i∈Q

dh(γ(ti), γ(ti+1))

≥ (1 + ε)−1
l−1∑
i=0

dh(γ(ti), γ(ti+1))

− (1 + ε)−1c0(M)−1
∑
i/∈Q

ρh(γ(ti), γ(ti+1)) (from (4.14))

≥ (1 + ε)−1dh(x, y)− (1 + ε)−1c0(M)−1`h(γ|IR+1
)

≥ (1 + ε)−1dh(x, y)− (1 + ε)−1c0(M)−1(1− c0(M))Rρh(x, y).

Here, (4.13) was used in the last inequality. By letting R → ∞ and ε → 0, we

conclude that ρh(x, y) ≥ dh(x, y).

Step 2 : x, y ∈ K. Take {xn}, {yn} ⊂ K as in Corollary 3.12. Then, from Corol-

lary 3.12, Step 1, and Lemma 3.13,

ρh(x, y) = lim
k→∞

(
lim
n→∞

ρh(xk, yn)
)
≥ lim
k→∞

(
lim
n→∞

dh(xk, yn)
)

= dh(x, y).
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