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Crepant Resolutions of a Slodowy Slice in a
Nilpotent Orbit Closure in slN(C)
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Abstract

One of our results of this article is that every (projective) crepant resolution of a Slodowy
slice in a nilpotent orbit closure in slN (C) can be obtained as the restriction of some
crepant resolution of the nilpotent orbit closure. We also show that there is a decom-
position of the Slodowy slice into other Slodowy slices with good properties. From this
decomposition, one can count the number of crepant resolutions.

2010 Mathematics Subject Classification: Primary 14J17, 14M15; Secondary 14E30,
14L24, 17B45.
Keywords: crepant resolutions, Slodowy slices, nilpotent orbits, quiver varieties.

§1. Introduction

Throughout this article every algebraic variety is defined over C, and when we

speak of crepant resolutions, we only consider projective ones.

A normal (singular) variety X is called a symplectic variety if it has a symplec-

tic form ω on the regular part of X and ω extends without poles to some resolution

of X (cf. [B]). It is an interesting object in birational geometry, representation the-

ory and so on. A typical example of a symplectic variety is (the normalization of)

a nilpotent orbit closure O in a complex simple Lie algebra g. It has a symplectic

form ωKK which is called the Kostant–Kirillov form on the regular part O. When

we take an element x from O, we can consider an affine subspace Sx (defined in

Section 2 for g = slN (C)) of g which is called a Slodowy slice at x. Then the

intersection O∩Sx is also a symplectic variety whose symplectic structure is given

by the restriction of ωKK . When g = slN (C), nilpotent orbits are parametrized by

partitions of N . We let Od denote the nilpotent orbit in slN (C) corresponding to
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a partition d of N . If x ∈ Od′ ⊂ Od for another partition d′ of N , the isomorphism

class of Sx ∩Od depends only on d and d′. So we let Sd′,d denote the isomorphism

class. In this article, we study Sd′,d from the viewpoint of birational geometry. For

the case where Od is the nilpotent cone in slN (C), Sd′,d is studied in [LNS] by

using a Poisson deformation.

To study the birational geometry of a symplectic variety X, we want to find

a crepant resolution of X, which is a nonsingular relative minimal model of X. So

it is natural to ask whether X has a crepant resolution and how we can construct

it if it exists. When X = Od, there always exist crepant resolutions and we can

construct them explicitly. Let a = [a1, . . . , am] ∈ Zm>0 be the dual partition of d.

For a permutation σ ∈ Sm, a flag of flag type σ(a) = [aσ(1), . . . , aσ(m)] ∈ Zm>0 is a

collection of vector subspaces {0} ⊂ U0 ⊂ U1 ⊂ · · · ⊂ Um−1 ⊂ Um = CN such that

dimUi/Ui−1 = aσ(i) for 1 ≤ i ≤ m. Then G = SLN (C) acts transitively on Fσ(a),

the set of flags of flag type σ(a). Since the stabilizer group P of a flag in Fσ(a) is

a parabolic subgroup of G, Fσ(a) has the structure of a projective variety and we

call it the flag variety of flag type σ(a). The cotangent bundle T ∗Fσ(a) is identified

with the set {(x, U•) ∈ Od × Fa | x(Ui+1) ⊂ Ui, 0 ≤ i ≤ m − 1}. Then the first

projection

{(x, U•) ∈ Od ×Fa | x(Ui+1) ⊂ Ui, 0 ≤ i ≤ m− 1} → Od

gives a crepant resolution. (This map can be identified with the Springer map

sP : G ×P n(P ) → Od, (g, x) 7→ gxg−1; cf. Theorem 3.6.) By varying permu-

tations σ, we get all crepant resolutions. Since different flag types give noniso-

morphic crepant resolutions, the number of crepant resolutions of Od is given by

N(d) := ]{σ(a) ∈ Zm>0 | σ ∈ Sm}. We can also construct crepant resolutions of

Sd′,d from those of Od by the following theorem.

Theorem 1.1. Let Sd′,d be as above. Then the restriction of any crepant res-

olution of Od to Sd′,d is a crepant resolution of Sd′,d. Conversely, any crepant

resolution of Sd′,d can be obtained as the restriction of some crepant resolution

of Od.

The next natural question is counting how many crepant resolutions (up to

isomorphisms) Sd′,d has. This is answered by clarifying the chamber structure of

the relative Picard group of a crepant resolution of Sd′,d. Now we explain this

briefly for a more general situation (see Section 3 for definitions and details).

Let π : Y → X be a crepant resolution of a rational Gorenstein singularity X.

Then the R-coefficient relative Picard group Pic(π)R is finite-dimensional and it

has the movable cone Mov(π) inside it. When we are given another birational

projective morphism πi : Yi → X from a Q-factorial variety Yi which is isomorphic



Crepant Resolutions of Slodowy Slice 467

to Y in codimension one over X, the relative Picard group Pic(πi)R is naturally

isomorphic to Pic(π)R. We can regard the πi-ample cone in Pic(πi)R as the cone in

the movable cone Mov(π) via this isomorphism and we call it the ample cone of πi
in Pic(π)R. It is known that there are finitely many ample cones, and the finiteness

of (isomorphism classes of) crepant resolutions of X follows from this fact. The

closures of the ample cones cover Mov(π) and they form a chamber structure on

Mov(π). Note that the natural isomorphism of relative Picard groups identifies

movable cones and gives the same chamber structures on them.

IfX = Od or Sd′,d, then Pic(π)R is isomorphic toH2(Y,R), and all πi : Yi → X

corresponding to the ample cones are crepant resolutions. Hence the set of crepant

resolutions of X has a natural one-to-one correspondence with the set of ample

cones. In general, this property holds if X is an affine symplectic variety with a

good C∗-action [Nam3]. Moreover, by looking at the chamber structure, we can

determine which pair of crepant resolutions are related by a flop. We have the

following result.

Theorem 1.2. Let Y be a crepant resolution of Od and let Y ′ be the restric-

tion of Y to Sd′,d. Then the restriction map H2(Y,R) → H2(Y ′,R) is surjective.

Moreover, if it is an isomorphism, it maps the ample cones in H2(Y,R) to those

in H2(Y ′,R) bijectively.

The chamber structure of H2(Y,R) has already been studied in [Nam2] (cf.

Theorem 3.6). By the above theorem, the chamber structure of H2(Y,R) coincides

with that of H2(Y ′,R) if the restriction map is an isomorphism. In particular,

the number of crepant resolutions of Od is equal to that of Sd′,d in this case.

But in general, different resolutions of Od may restrict to the same resolution of

Sd′,d. Even in this case, we can determine the chamber structure H2(Y ′,R) by the

following theorem.

Theorem 1.3. There is a decomposition Sd′,d ∼= Sd′1,d1 × · · · × Sd′r,dr (r may

be 1) into Slodowy slices in other sl’s such that the following properties hold:

(i) The product of crepant resolutions of Sd′i,di ’s gives a crepant resolution of

Sd′,d. Conversely, every crepant resolution of Sd′,d is of this form.

(ii) Let Yi be a crepant resolution of Odi and Y ′i be the restriction of Yi to Sd′i,di .
Then the restriction map H2(Yi,R)→ H2(Y ′i ,R) is an isomorphism.

(iii) For Y ′ = Y ′1 × · · · × Y ′r , one has H2(Y ′,R) ∼=
⊕r

i=1H
2(Y ′i ,R) and the set

of ample cones in H2(Y ′,R) is equal to the set of products of ample cones in

H2(Y ′i ,R) via this isomorphism.
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In Section 6, we illustrate how to get the decomposition above in terms of

Young diagrams. The following is a direct corollary to the above theorems.

Corollary 1.4. The number of crepant resolutions of Sd′,d is
∏r
i=1N(di).

We will prove the above theorems in Section 5. The main idea of the proofs is

to realize Sd′,d and its special crepant resolutions as quiver varieties of type A via

the isomorphisms constructed by Maffei [M2] (cf. Theorem 4.5). A quiver variety

introduced by Nakajima [Nak1], [Nak2] is also a typical example of a symplectic

variety (see Section 4). It is obtained as a GIT quotient of some affine variety Λ

by some algebraic group Gv. To obtain a GIT quotient of Λ, one should take an

element from the (R-coefficient) character group χ(Gv)R of Gv. We say that two

characters χ1 and χ2 are GIT equivalent if they give canonically isomorphic GIT

quotients. By VGIT (Variation of Geometric Invariant Theory, cf. [DH] and [T]),

the vector space χ(Gv)R has a chamber structure determined by GIT equivalence

classes. We will construct an isomorphism between χ(Gv)R and H2(Y ′,R) for a

crepant resolution Y ′ of Sd′,d so that some GIT chambers correspond to ample

cones (Proposition 5.1). It also has the property that if a GIT chamber C corre-

sponds to an ample cone A, the GIT quotient associated to C coincides with the

crepant resolution of Sd′,d associated to A. In particular, every crepant resolution

of Sd′,d can be obtained as a quiver variety.

Thanks to the above isomorphism between the cohomology group and the

character group, we can interpret every crepant resolution as a GIT quotient (or a

quiver variety). The decomposition of Sd′,d in Theorem 1.3 can be obtained easily

from the quiver variety description. The decomposition of H2(Y ′,R) (resp. the

ample cones in H2(Y ′,R)) in the theorem follows from the fact that the character

group χ(Gv)R (resp. the GIT chambers in χ(Gv)R) decomposes into the character

groups (resp. GIT chambers) associated to Y ′i ’s.

§2. Nilpotent orbits and Slodowy slices in slN (C)

In this section we recall the definitions and the basic properties of nilpotent orbits

and Slodowy slices in slN (C). Consider the special linear group SLN (C) and its

Lie algebra slN (C) = {N × N -matrix A | trA = 0}. SLN (C) acts on slN (C) by

conjugation and we call the orbits of this action adjoint orbits. Since conjugation

preserves nilpotency, every adjoint orbit of a nilpotent matrix in slN (C) consists of

nilpotent matrices. We call such orbits nilpotent adjoint orbits or simply nilpotent

orbits. Since SLN (C)-conjugacy classes coincide with GLN (C)-conjugacy classes,

nilpotent orbits in slN (C) are in one-to-one correspondence with Jordan normal

forms whose diagonals are zero. So nilpotent orbits also have one-to-one corre-
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spondence with partitions of N , where a partition of N is a tuple d = [d1, . . . , dl]

of natural numbers di such that d1 ≥ · · · ≥ dl and
∑l
i=1 di = N . In this article

we often identify a partition d with a Young diagram whose i-th row has di boxes.

For example, d = [4, 4, 2, 1] is identified with the Young diagram

For a partition d of N , let Od denote the corresponding nilpotent orbit. The

set of nilpotent orbits has a partial order ≤ defined as follows:

Od′ ≤ Od
def⇐⇒ Od′ ⊂ Od

where the overlines mean closures in slN (C). The following proposition due to

Gerstenhaber [CM, 5.1] enables us to decide when Od′ ≤ Od in terms of the

partitions d, d′.

Proposition 2.1. Let d = [d1, . . . , dl] and d′ = [d′1, . . . , d
′
m] be two partitions

of N . Then Od′ ≤ Od if and only if

k∑
i=1

d′i ≤
k∑
i=1

di for all 1 ≤ k ≤ min{l,m}.

Next we define Slodowy slices, which were introduced in [S]. Let x be a nilpo-

tent element in slN (C). By the Jacobson–Morozov Theorem, there are two elements

y and h in sl2(C) such that

[x, y] = h, [h, x] = 2x and [h, y] = −2y

(such a triple (x, y, h) is called an sl2(C)-triple if x 6= 0). A Slodowy slice at x is

the affine subspace

Sx := x+ Ker(ad y)

of slN (C) where ad y is the C-linear map slN (C) → slN (C) defined by v 7→ [y, v].

Note that sl2(C)-triples are not unique but they are all SLN (C)-conjugate. Let

Od′ be the nilpotent orbit of x where d′ is a partition of N . Slodowy slices have

the following properties [CG, 3.7]:

• Sx ∩Od′ = {x}.
• Sx intersects Od′ transversally, i.e.

TxSx ⊕ TxOd′ = slN (C).
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Let d and d′ be two partitions of N , and x be a nilpotent element in Od′ . We

assume that x is in Od or equivalently Od′ ≤ Od. Since Sx ∩Od and Sx′ ∩Od are

isomorphic if x′ ∈ Od′ , we define Sd′,d as the isomorphism class of Sx∩Od. Note that

if x = 0 then Sd′,d = Od. Therefore we can think of Sd′,d’s as a generalization of

nilpotent orbit closures. One important feature of Sd′,d is that Sd′,d is a symplectic

variety (or has a symplectic singularity) (cf. [B]).

Definition 2.2. A normal algebraic varietyX is a symplectic variety if the regular

locus of X admits a symplectic form ω, and for some resolution π : Y → X the

pullback π∗(ω) extends to the whole Y without poles.

It is known that Od is normal [KP] and its regular locus Od has a symplectic

form called the Kostant–Kirillov form [CG, 1.1]. As we will see in Section 4, the

singular variety Od always has a resolution from a symplectic manifold, and hence

the following proposition holds.

Proposition 2.3. A nilpotent orbit closure Od in slN (C) is a symplectic variety.

The restriction of the Kostant–Kirillov form on Od to Sx∩Od gives a symplec-

tic form on Sx∩Od. We know from the argument in [S, Chs. 4, 5] that a resolution

of Sd′,d can be obtained by restricting some resolution of Od. From these facts we

conclude that Sd′,d is a symplectic variety as well.

Remark. 1. We can define nilpotent orbits and Slodowy slices for other complex

simple Lie algebras in the same way. But nilpotent orbit closures in other complex

simple Lie algebras are not normal in general. In this case, their normalizations

are symplectic varieties [P].

2. For slN (C), the fact that Sd′,d is a symplectic variety also follows from a

quiver variety description (see Section 4).

§3. Birational geometry of crepant resolutions

Our main theorems are concerned with birational geometry of crepant resolutions

of Sd′,d. In this section we introduce several notions for resolutions of more general

singularities.

Definition 3.1. Let X be a normal (singular) variety.

• X has a rational singularity if Riπ∗OY = 0 for every resolution π : Y → X and

all i > 0.

• X is Gorenstein if the canonical divisor KX is Cartier.

• A resolution π : Y → X of X is crepant if KY = π∗KX .
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Let π : Y → X be a crepant resolution of a rational Gorenstein singularity X.

We can define the relative Picard group of π as Pic(π) := Pic(Y )/ Imπ∗ where

π∗ : Pic(X) → Pic(Y ) is the pullback homomorphism. From now on, for any

Abelian group A, let AR denote the R-vector space A⊗Z R. The rationality of the

singularity of X implies the following.

Lemma 3.2. Pic(π)R is a finite-dimensional R-vector space. If X is affine and

contractible, then Pic(π), Pic(Y ) and H2(Y,Z) are isomorphic to each other.

Proof. By the Leray spectral sequence, there is the following exact sequence of

Abelian groups:

(3.1) 0→ H1(X,O∗X)
π∗−→ H1(Y,O∗Y )→ H0(X,R1π∗O∗Y )→ H2(X,O∗X).

So Pic(π) = H1(Y,O∗Y )/π∗H1(X,O∗X) is a subgroup of H0(X,R1π∗O∗Y ). The

exponential exact sequence

0→ Z→ OY → O∗Y → 1

induces a long exact sequence

(3.2) 0→ π∗Z→ π∗OY → π∗O∗Y
→ R1π∗Z→ R1π∗OY → R1π∗O∗Y
→ R2π∗Z→ R2π∗OY → · · · .

As R1π∗OY = R2π∗OY = 0, the induced map H0(X,R1π∗O∗Y )→ H0(X,R2π∗Z)

is an isomorphism. Finite generation of the relative Néron–Severi group

H0(X,R2π∗Z) implies that of Pic(π).

Suppose that X is affine and contractible. Then we have Pic(Y ) = Pic(π) =

H0(X,R2π∗Z) since H1(X,O∗X) = H2(X,O∗X) = 0 in (3.1). On the other hand, by

the Leray spectral sequence again, there is a filtration H2(Y,Z) = F 0 ⊃ F 1 ⊃ F 2

by Abelian groups such that

F 0/F 1 = Ker(H0(X,R2π∗Z)→ H2(X,R1π∗Z)),

F 1/F 2 = Ker(H1(X,R1π∗Z)→ H3(X,Z)),

F 2 = Coker(H0(X,R1π∗Z)→ H2(X,Z)).

Since π∗OY → π∗O∗Y in (3.2) coincides with the exponential map OX → O∗X ,

and R1π∗OY = 0, we have R1π∗Z = 0. Therefore F 1 = F 2 = 0 and F 0 =

H0(X,R2π∗Z).

The following lemmas are important when one treats all crepant resolutions.
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Lemma 3.3. If π′ : Y ′ → X is another crepant resolution of X, then Y and Y ′

are isomorphic in codimension one over X.

Proof. LetW ′ be the irreducible component of Y ×XY ′ which dominates Y and Y ′,

and let W be a resolution of W ′. Then there is the following commutative diagram

where r1 : W → Y and r2 : W → Y ′ are both birational morphisms of smooth

varieties.

Y Y ′

X

W

φ //

π

""
π′

||

r1

||

r2

""

We can write KW = r∗1(KY ) + E1 = r∗2(KY ) + E2 where Ei is a full ri-

exceptional divisor. Since π and π′ are both crepant, we have E1 = E2. We must

show that φ(D) is a divisor of Y ′ for every divisor D of Y . Otherwise r∗1(D) would

be r2-exceptional but not r1-exceptional. This is a contradiction.

Lemma 3.4. Let π′ : Y ′ → X be a projective morphism from a Q-factorial va-

riety Y ′ and let L′ be a π′-ample line bundle on Y ′. If the rational map f =

π′−1 ◦ π : Y 99K Y ′ is an isomorphism in codimension one, then there is a natural

isomorphism of R-vector spaces f∗ : Pic(π′)R ∼= Pic(π)R, and Y ′ is isomorphic to

ProjX(
⊕∞

i=0 π∗(f
∗L′⊗i)).

Proof. Since Y and Y ′ are Q-factorial, the first claim is clear. The second claim

follows since π∗(f
∗L′⊗i) ∼= π′∗(L

′⊗i) for all i.

Definition 3.5. A line bundle L on Y is π-movable if codim Supp(Cokerα) ≥ 2

where α : π∗π∗L → L is the natural map of sheaves on Y . The π-movable cone

Mov(π) in Pic(π)R is the cone generated by the classes of π-movable line bundles.

Now we assume that X is affine. By a result of [BCHM], π is a relative

version of a Mori dream space (cf. [HK]). So π has the following properties: There

are finitely many projective morphisms πi : Yi → X from Q-factorial varieties with

fi := π−1
i ◦ π which are isomorphisms in codimension one over X such that:

(1) f∗i Amp(πi)’s are disjoint,

(2) Mov(π) =
⋃
i f
∗
i Amp(πi),

(3) Mov(π) and f∗i Amp(πi)’s are polyhedral cones in Pic(π)R, and

(4) πi and πj are related by a flop if and only if the cones f∗i Amp(πi) and

f∗j Amp(πj) are adjacent in Pic(π)R.
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We say that f∗i Amp(πi) is the ample cone of πi in Pic(π)R. Note that Yi and Yj
are not isomorphic over X if i 6= j. Indeed, otherwise f−1

j ◦ fi : Yi 99K Yj would

extend to an isomorphism over X, contrary to the fact that the f∗i Amp(πi)’s are

disjoint.

Note that a nilpotent orbit closure Od in slN (C) has a rational Gorenstein

singularity [B, 1.3]. To end this section, we describe all crepant resolutions of Od.

The results about crepant resolutions of Od (which are not necessary to prove the

theorems in Section 1) are summarized as follows.

Theorem 3.6 ([Nam1] and [Nam2] for g = slN (C)). Let G = SLN (C). Then:

(a) There is a parabolic subgroup P of G such that the Springer map sP : G ×P

n(P )→ Od defined by (g, x) 7→ gxg−1 gives a crepant resolution of Od, where

n(P ) denotes the nilradical of Lie(P ).

(b) For a parabolic subgroup Pi of G which has the same Levi part L of P , the

Springer map sPi : G×Pi n(Pi)→ Od also gives a crepant resolution of Od.

(c) Every crepant resolution of Od is of the form in (b) up to isomorphisms.

(d) For two parabolic subgroups Pi and Pj of G, the Springer maps sPi and sPj
give isomorphic resolutions of Od if and only if Pi and Pj are G-conjugate.

(e) The symmetric group Sm for some m naturally acts on Pic(G×P n(P ))R and

the closure of the ample cone is the fundamental domain of this action.

(f) There is a finite group WL associated to L such that WL naturally acts on

Pic(G×P n(P ))R and the movable cone is the fundamental domain of this

action.

In the next section we will describe the crepant resolutions G×Pi n(Pi) as the

cotangent bundles of flag varieties.

§4. Quiver varieties of type A and GIT chambers

In this section we introduce quiver varieties of type A and prepare some GIT

notions for the next section. We will define quiver varieties not as hyper-Kähler

quotients but as GIT quotients, as in [Nak2]. Let n be a natural number. Take

complex vector spaces Vi and Wi for each i = 1, . . . , n whose dimensions are vi
and wi, which may be zero. Set v = (v1, . . . , vn) and w = (w1, . . . , wn). We define

a double quiver representation associated with the dimension vectors v and w as

M(v, w) =

n−1⊕
i=1

(Hom(Vi, Vi+1)⊕Hom(Vi+1, Vi))⊕
n⊕
j=1

(Hom(Wj , Vj)⊕Hom(Vj ,Wj))

where Hom means the vector space of all C-linear maps. An element of
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M(v, w) is usually written as a collection (Ai, Bi,Γj ,∆j)1≤i≤n−1,1≤j≤n where

Ai, Bi, Γj and ∆j are elements of Hom(Vi, Vi+1), Hom(Vi+1, Vi), Hom(Wj , Vj)

and Hom(Vj ,Wj) respectively. An element (Ai, Bi,Γj ,∆j)i,j of M(v, w) can be

understood as the configuration of linear maps in the diagram below.

V1 V2
· · · Vn−1 Vn

W1 W2 Wn−1 Wn

A1 // A2 // An−2 // An−1 //
B1

oo
B2

oo
Bn−2

oo
Bn−1

oo

Γ1

��

Γ2

��

Γn−1

��

Γn

��

∆1

OO

∆2

OO

∆n−1

OO

∆n

OO

Let Gv =
∏n
i=1 GL(Vi) be the product of the general linear groups. It acts on

M(v, w) as (g1, . . . , gn) : (Ai, Bi,Γj ,∆j)i,j 7→(gi+1Aig
−1
i , giBig

−1
i+1, gjΓj ,∆jg

−1
j )i,j

for gi ∈ GL(Vi). The vector spaceM(v, w) has a natural symplectic structure which

is preserved by the action of Gv. The associated moment map is given by

µ : M(v, w)→
n⊕
i=1

gl(Vi),

µ(Ai, Bi,Γj ,∆j)i,j = (Γ1∆1 −B1A1,

Γ2∆2 +A1B1 −B2A2,

...

Γn−1∆n−1 +An−2Bn−2 −Bn−1An−1,

Γn∆n +An−1Bn−1).

Note that µ isGv-equivariant whereGv acts on
⊕n

i=1 gl(Vi) by componentwise con-

jugation. Hence Λ = Λ(v, w) := µ−1(0) is Gv-invariant. Let χ(Gv) := Hom(Gv,C∗)
be the group of characters of Gv. Since Z → Hom(GL(Vi),C∗), m 7→ detm, is an

isomorphism for nonzero Vi, χ(Gv) is isomorphic to Zn0 where n0 is the number

of nonzero Vi’s. We sometimes identify an n0-tuple of integers with a character of

Gv via this isomorphism. For a character χ of Gv, set

R(χ) = {f ∈ Γ(Λ,OΛ) | g · f = χ(g)f for all g ∈ Gv}.

We say that a point x ∈ Λ is χ-semistable if there exist i ∈ Z>0 and f ∈ R(χi) such

that f(x) 6= 0. If moreover x has a finite stabilizer and the Gv-orbit of x is closed

in {x ∈ Λ | f(x) 6= 0}, we say that x is χ-stable. Let Λssχ (resp. Λsχ) denote the

subset of χ-semistable (resp. χ-stable) points in Λ. We define the quiver variety of

type A associated with v, w and χ as

Mχ(v, w) := Λ//χGv := Proj
( ∞⊕
i=0

R(χi)
)
.
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By definition, there is a projective morphism πχ : Mχ(v, w) → M0(v, w) =

SpecR(0) where 0 = (0, . . . , 0) ∈ Zn0 ∼= χ(Gv) is the trivial character. The follow-

ing is a fundamental result in GIT (cf. [MFK]).

Proposition 4.1. The morphism q : Λssχ → Λ//χGv induced by the inclusion

R(χi) ↪→ Γ(OΛ) is a categorical quotient. Moreover, there is an open subset U of

Λ//χGv such that q−1(U) = Λsχ and q|Λsχ : Λsχ → U is a geometric quotient.

Take the special character 1 = (1, . . . , 1). Then we can decide which points

are 1-semistable or 1-stable by the following lemma (cf. [Nak2, 3.8] and [M2,

Definition 4]).

Lemma 4.2. One has Λss1 = Λs1. A point (Ai, Bi,∆j ,Γj)i,j ∈ Λ is 1-semistable

(or equivalently 1-stable) if and only if it satisfies the following condition:

For any linear subspaces Sj of Vj (j = 1, . . . , n) such that (1) Sj contains

Im Γj, (2) Ai(Si) ⊂ Si+1 and (3) Bi(Si+1) ⊂ Si for all i and j, one has Sj = Vj
for all j.

We call a character χ of Gv generic if Λssχ = Λsχ. (For example, 1 ∈ χ(Gv)

is generic by the above lemma.) Quiver varieties have the following properties

[Nak1, 4.1].

Proposition 4.3. If a character χ is generic and Mχ(v, w) is nonempty, then

Mχ(v, w) is a symplectic manifold and πχ : Mχ(v, w)→M0(v, w) is a resolution

of singularities of the image Imπχ.

Remark. The above proposition implies that Imπχ (⊂M0(v, w)) is a symplectic

variety and always has a crepant resolution. This holds for general quiver varieties.

We can realize a nilpotent orbit closure Od and its crepant resolution as

quiver varieties. From now on we assume that d 6= [1, . . . , 1], since Od is a point

if d = [1, . . . , 1]. Let a = [a1, . . . , am] be the dual partition of d = [d1, . . . , dl],

i.e. the Young diagram corresponding to a is obtained by transposing the Young

diagram corresponding to d. For example, if d = [4, 4, 2, 1], then a = [4, 3, 2, 2].

The corresponding Young diagrams are as follows.

d = a =

Note that m ≥ 2 since d 6= [1, . . . , 1].
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Let Fa denote the flag variety of flag type a, i.e.

Fa = {subspaces {0} = U0 ⊂ U1 ⊂ · · · ⊂ Um−1 ⊂ Um = CN |
dimUi/Ui−1 = ai, 1 ≤ i ≤ m}.

Then G = SLN (C) naturally acts on Fa, and the stabilizer of the standard flag

F = (0 ⊂ Ca1 ⊂ · · · ⊂ CN−al ⊂ CN ) ∈ Fa is a parabolic subgroup P of G.

Hence Fa is isomorphic to G/P . By [CG, 1.4], the cotangent bundle T ∗(G/P ) is

isomorphic to G×P n(P ). One can check that

G×P n(P )→ {(x, U•) ∈ Od ×Fa | x(Ui+1) ⊂ Ui, 0 ≤ i ≤ m− 1},
(g, x) 7→ (gxg−1, gF ),

is an isomorphism. We identify T ∗Fa with {(x, U•) ∈ Od×Fa | x(Ui) ⊂ Ui+1, 0 ≤
i ≤ m− 1} via these isomorphisms. We define dimension vectors in Zm−1 by

ṽ = (N − a1, N − a1 − a2, . . . , am) and w̃ = (N, 0, . . . , 0).

When we take CN and Cṽi ’s as W1 and Vi’s in the definition of Λ, an element of

Λ(ṽ, w̃) corresponds to the configuration

CN−a1 CN−a1−a2 · · · Cam−1+am Cam

CN

A1 // A2 // Am−3 // Am−2 //
B1

oo
B2

oo
Bm−3

oo
Bm−2

oo

A0

��

B0

OO

In the diagram we set A0 := Γ1, B0 := ∆1 for convenience and omit {Wj}2≤j≤m−1,

{Γj}1≤j≤m−1 and {∆j}1≤l≤m−1 because they are zero. For the special character

1̃ = (1, . . . , 1) ∈ χ(Gṽ), one easily sees that a point (Ai, Bi)0≤i≤m−2 ∈ Λ(ṽ, w̃) is

1̃-stable if and only if all Ai’s are surjective by Lemma 4.2.

Proposition 4.4 ([Nak1, §7]). One has the following commutative diagram:

M1̃(ṽ, w̃)
∼−−−−→
θ

T ∗Fa

π1̃

y yp
M0(ṽ, w̃)

∼−−−−→ Od

where θ is given by

(Ai, Bi)i 7→
(
B0A0, (0 ⊂ KerA0 ⊂ KerA1A0 ⊂ · · · ⊂ KerAm−2 · · ·A1A0 ⊂ CN )

)
and p is the restriction of the first projection End(CN )×Fa → End(CN ).
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Remark. For a permutation σ ∈ Sm, we can define a new dimension vector σ(ṽ)

by replacing a by σ(a) = (aσ(1), . . . , aσ(m)) in the definition of ṽ. One can show

that the above proposition still holds if one replaces ṽ, a and M0(ṽ, w̃) by σ(ṽ),

σ(a) and Imπ1̃ respectively.

Next we consider the Slodowy slice Sd′,d introduced in Section 2 where d′ =

[d′1, . . . , d
′
n] is the partition of N such that Od′ ⊂ Od. We define dimension vectors

v = (v1, . . . , vm−1) and w = (w1, . . . , wm−1) in Zm−1 by

vi =

m∑
k=i+1

(a′k − ak) and wi = ]{k | d′k = i}

where a = [a1, . . . , am] and a′ = [a′1, . . . , a
′
m] are the dual partitions of d and d′

(now we allow a′k’s to be zero).

Maffei proved that Sd′,d and its crepant resolution can also be obtained as

quiver varieties.

Theorem 4.5 ([M2, Theorem 8] and its proof). There are an injective homo-

morphism ι : Gv ↪→ Gṽ and a closed immersion φ : Λ(v, w) ↪→ Λ(ṽ, w̃) such

that:

(1) φ is Gv-equivariant.

(2) ι induces a surjective homomorphism ψ : χ(Gṽ)→ χ(Gv) such that ψ(1̃) = 1.

(3) φ induces closed immersions

φ1 : M1(v, w) ↪→M1̃(ṽ, w̃) ∼= T ∗Fa

and

φ0 : M0(v, w) ↪→M0(ṽ, w̃) ∼= Od

making the following diagram commutative:

M1(v, w)
∼−−−−→
φ1

S̃d′,d := p−1(Sx ∩Od)⊂ T ∗Fa

π1

y yres p

M0(v, w)
∼−−−−→
φ0

Sd′,d∼= Sx ∩Od ⊂ Od

where x is some element of Od′ .

Remark. 1. Just as Proposition 4.4, the above claims still hold if one replaces v,

ṽ, a, M0(v, w) and M0(ṽ, w̃) by σ(v), σ(ṽ), σ(a), Imπ1 and Imπ1̃ respectively.

2. By (2), the homomorphism ψ is an isomorphism if and only if χ(Gṽ)R and

χ(Gv)R have the same dimensions. The latter condition is also equivalent to the

condition that every vi is nonzero.
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Now we prepare some GIT terminology for the next section. If two characters

in χ(Gv) (resp. χ(Gṽ)) give the same semistable locus in Λ(v, w) (resp. Λ(ṽ, w̃)) and

hence give the canonically isomorphic GIT quotients, we call them GIT equivalent.

It is known that GIT equivalence classes give a chamber structure in χ(Gv)R (resp.

χ(Gṽ)R) [T, 2.3], i.e.

(i) there are only finitely many GIT equivalence classes,

(ii) for every GIT equivalence class C, the closure C is a rational polyhedral cone

in χ(Gv)R (resp. χ(Gṽ)R) and C is a relative interior of C.

We call C a GIT chamber if C is not contained in any hyperplane in χ(Gv)R (resp.

χ(Gṽ)R). The complement of all GIT chambers in χ(Gv)R (resp. χ(Gṽ)R) is called

a wall. It is known that χ ∈ χ(Gṽ)R (resp. χ(Gṽ)R) is generic if and only if χ is in

a GIT chamber.

For the case of Λ(ṽ, w̃), we can describe the GIT chambers and the corre-

sponding GIT quotients explicitly. The Weyl group Sm naturally acts on χ(Gṽ)R ∼=
Rm−1. This action coincides with the usual action of the Weyl group on the weight

lattice if one changes the basis of Rm−1 so that the standard basis e1, . . . , em−1

corresponds to the fundamental weights. The GIT chambers coincide with the

Weyl chambers {σ(Cfund) | σ ∈ Sm} where Cfund = Rm−1
>0 ⊂ Rm−1 ∼= χ(Gṽ)R is

the fundamental chamber which contains 1̃.

Lemma 4.6. There is an algebraic isomorphism Φσ : Mχ(ṽ, w̃)→Mσχ(σ(ṽ), w̃)

over M0(ṽ, w̃) = Od for any σ ∈ Sm and any generic χ ∈ χ(Gṽ) such that

Φστ = Φσ ◦ Φτ for all σ, τ ∈ Sm.

Proof. The isomorphism is constructed in [M1]. To check the compatibility withOd,

it is sufficient to consider the case when σ is the transposition si = (i i + 1) (i =

1, . . . ,m−1) since every permutation σ is generated by si’s. Note that ṽj = si(ṽ)j for

all j 6= i. For x ∈Mχ(ṽ, w̃), let (Ai, Bi)0≤i≤m−2 ∈ Λssχ (ṽ, w̃) be any representative

of x. By construction of Φsi , there is (A′i, B
′
i)0≤i≤m−2 ∈ Λsssiχ(si(ṽ), w̃) such that:

(1) Aj = A′j and Bj = B′j for all j 6= i− 1, i.

(2) The sequence

0→ V ′i
B′i−1⊕A

′
i−−−−−−→ Vi−1 ⊕ Vi+1

Ai−1+Bi−−−−−−→ Vi → 0

is exact where Vi (resp. V ′i ) (i = 1, . . . ,m − 1) is the ṽi (resp. si(ṽ)i)-dimen-

sional vector space, V0 = W1 = CN and Vm = 0.

(3) The equality

(B′i−1 ⊕A′i) ◦ (A′i−1 +B′i) = (Bi−1 ⊕Ai) ◦ (Ai−1 +Bi)

in End (Vi−1 ⊕ Vi+1) holds.
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Then Φsi(x) is defined to be the class of (A′i, B
′
i)0≤i≤m−2 in Msiχ(si(ṽ), w̃). Since

the image of (Ai, Bi)0≤i≤m−2 (resp. (A′i, B
′
i)0≤i≤m−2) in Od is given by B0A0

(resp. B′0A
′
0) by Proposition 4.4 and its remark, conditions (1) and (3) imply that

B0A0 = B′0A
′
0 and hence the compatibility with Od follows.

Remark. The action of the Weyl group on the quiver varieties is also defined in

[Nak1], but this action is constructed analytically.

By the above lemma, we see that Mχ̃(ṽ, w̃) for a generic χ̃ ∈ χ(Gṽ) is iso-

morphic to T ∗Fσ(a) for some σ ∈ Sm. If σ(a) 6= a, the parabolic subgroup Pσ
of G defined as the stabilizer of the standard flag in Fσ(a) is not conjugate to P .

Moreover, every parabolic subgroup of G whose Levi part is the same as P is

conjugate to Pσ for some σ. Therefore the number of crepant resolutions of Od is

]{σ(a) ∈ Zm>0 | σ ∈ Sm} (cf. Theorem 3.6). The fact that every crepant resolution

of Od is of the form T ∗Fσ(a) also follows from the argument in the next section.

To end this section, we give an example of a chamber structure on χ(Gṽ)R.

Suppose d = [3, 2, 1]. Then a = [3, 2, 1] and hence m = 3. In this case there are

six GIT chambers on χ(Gṽ)R ∼= R2 as in the figure below. To each GIT chamber,

the corresponding GIT quotient is added there.

-

6

@
@

@
@

@
@

@
@

@
@

@@

1̃

e1

e2

T ∗F(3,2,1)T ∗F(2,3,1)

T ∗F(2,1,3)

T ∗F(1,2,3)

T ∗F(1,3,2)

T ∗F(3,1,2)

O

Figure 1. The GIT chamber structure on χ(Gṽ)R and the corresponding GIT

quotients.

We will see later that χ(Gṽ)R is naturally isomorphic to H2(T ∗F(3,2,1),R) and

the GIT chambers coincide with the ample cones via this isomorphism.

§5. The proofs of the theorems

In this section we prove the theorems stated in Section 1. The key step is to identify

some GIT chambers in the character groups with ample cones in the Picard groups

of crepant resolutions of Od and Sd′,d.
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Since q : Λss1 (ṽ, w̃) → M1(ṽ, w̃) is a geometric quotient by the connected

group Gṽ, we have the following diagram of exact sequences of Abelian groups

[KKV, 5.1].
1y

O(M1̃(ṽ, w̃))∗/C∗y
O(Λss

1̃
(ṽ, w̃))∗/C∗ 0y y
χ(Gṽ) Pic(M1̃(ṽ, w̃))y q∗

y
0 −−−−→ Kerh −−−−→ PicGṽ (Λss

1̃
(ṽ, w̃))

h−−−−→ Pic(Λss
1̃

(ṽ, w̃))y y
0 torsion group

where PicGṽ means the Abelian group of Gṽ-equivariant isomorphism classes of

line bundles with Gṽ-actions, and h forgets Gṽ-actions. The image of χ̃ ∈ χ(Gṽ) in

PicGṽ (Λss
1̃

(ṽ, w̃)) is the trivial line bundle with the twisted Gṽ-action by χ̃. By the

property of a quiver variety, the torsion group in the second column of the diagram

is trivial [Nak1, 2.12]. So q∗ is an isomorphism and there is a map f1̃ : χ(Gṽ) →
Pic(M1̃(ṽ, w̃)) which commutes with the maps in the diagram. Note that in this

case R(χ̃) is equal to the vector space H0(Λss
1̃

(ṽ, w̃), (q∗◦f1̃)(χ̃))Gṽ of Gṽ-invariant

sections of (q∗ ◦ f1̃)(χ̃). In the same way we have f1 : χ(Gv) → Pic(M1(v, w)).

This construction can be done for any generic χ ∈ χ(Gv) and χ̃ ∈ χ(Gṽ). So we

also have fχ : χ(Gv)→ Pic(Mχ(v, w)) and fχ̃ : χ(Gṽ)→ Pic(Mχ̃(ṽ, w̃)).

The following proposition plays a key role in the proofs.

Proposition 5.1. The two maps f1 and f1̃ are isomorphisms and the following

diagram commutes:
χ(Gṽ)R

∼−−−−→
f1̃

Pic(M1̃(ṽ, w̃))R

ψ

y yφ∗1
χ(Gv)R

∼−−−−→
f1

Pic(M1(v, w))R

Proof. The commutativity follows from the fact that φ : Λss1 (v, w) ↪→ Λss
1̃

(ṽ, w̃) is

Gv-equivariant. Note that M1(v, w) (resp. M1̃(ṽ, w̃)) is isomorphic to S̃d′,d (resp.
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T ∗Fa) by Theorem 4.5. As dimH2(T ∗Fa,R) = dimH2(Fa,R) = dim Pic(G/P )R
is the dimension of the center of the Levi part of P (cf. [Nam2, (P.3)]), it is equal

to m− 1, which is the dimension of χ(Gṽ)R. Consider the commutative diagram

H2(T ∗Fa,R) −−−−→ H2(π−1
1 (x),R)y ∥∥∥

H2(S̃d′,d,R) −−−−→ H2((π1|S̃d′,d)−1(x),R)

where the horizontal arrows and the left vertical arrow are restriction maps. Since

Od (resp. Sd′,d) has a C∗-acton with a unique fixed point [CG, 3.7], it is con-

tractible. (This also follows from the fact that an affine quiver variety has a

natural C∗-acton with a unique fixed point; cf. [Nak1, §5].) Hence the left ver-

tical arrow is identified with φ∗1 by Lemma 3.2. The upper horizontal map is

surjective by [BO, Corollary 2.5], and the lower horizontal map is an isomorphism

by [Nak1, 5.5]. Therefore φ∗1 is surjective. The dimension dim Pic(M1(v, w))R =

dimH2(π−1
1 (x),R) can be computed by the method of [BO, §2] and one can check

that it is equal to the number of nonzero vi’s, which is also equal to dimχ(Gv)R.

Thus the claim follows if we show that f1̃ is injective.

By considering the diagram at the beginning of this section, it is enough to

show that O(Λss
1̃

(ṽ, w̃))∗ = C∗. Recall that

Λss
1̃

(ṽ, w̃) = {(Ai, Bi)0≤i≤m−2 ∈ Λ1̃(ṽ, w̃) | all Ai’s are surjective}

by Lemma 4.2. Take any nowhere vanishing regular function f ∈ O(Λss
1̃

(ṽ, w̃))∗.

We will show that f is constant on Λss
1̃

(ṽ, w̃). To this end, we think of Λss
1̃

(ṽ, w̃)

as a subset of the “{Ai},{Bi}-plane” and show that f is constant both on the

“{Ai}-axis” and along the “{Bi}-directions”.

Since each Ai is a nonsquare matrix, the subset Λss
1̃

(ṽ, w̃) ∩ {B0 = · · · =

Bm−2 = 0} is an affine space minus a codimension at least two locus. So the

restriction of f to this subset extends without poles to the affine space and hence

f is constant on this subset. For any surjective A ∈
⊕m−2

i=1 Hom(Vi, Vi+1), the

subset Λss
1̃

(ṽ, w̃) ∩ {(A0, . . . , Am−2) = A} has a C∗-action defined by

t : (A,Bi)0≤i≤m−2 7→ (A, tBi)0≤i≤m−2

for t ∈ C∗. Note that this C∗-action has a unique fixed point (A, 0). Therefore C∗

acts on f trivially (otherwise f would have (A, 0) as a zero or a pole, which is not

the case). This implies that f is constant on Λss
1̃

(ṽ, w̃) ∩ {(A0, . . . , An) = A}. We

conclude that f is constant on the whole Λss
1̃

(ṽ, w̃).

The following lemma shows the correspondence between the special GIT

chamber in the character group and the ample cone in the Picard group.
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Lemma 5.2. Let Cfund (resp. C̃fund) be the GIT chamber in χ(Gv)R (resp.

χ(Gṽ)R) which contains 1 (resp. 1̃). Then f1(Cfund) (resp. f1̃(C̃fund)) is the

π1-ample cone (resp. the π1̃-ample cone).

Proof. Let χ ∈ Cfund and L := f1(χ). Then

Proj
( ∞⊕
i=0

H0(M1(v, w), L⊗i)
)

= Proj
( ∞⊕
i=0

H0(Λss1 (v, w), q∗L⊗i)Gv
)

= Proj
( ∞⊕
i=0

H0(Λssχ (v, w), q∗L⊗i)Gv
)

= Proj(

∞⊕
i=0

R(χi)) = Mχ(v, w) = M1(v, w)

and hence L is π1-ample. Conversely, let L ∈ Pic(M1(v, w))R be π1-ample and

χ := f−1
1 (L) ∈ Cfund. The line bundle L gives a morphism

φL : M1(v, w)→ Proj
( ∞⊕
i=0

H0(M1(v, w), L⊗i)
)

such that φ∗L(O(1)) = L. This is just the map Λ//1Gv → Λ//χGv of GIT quotients

which is induced by the inclusion Λss1 ∩Λssχ ↪→ Λssχ . Note that φL is an isomorphism

since L is π1-ample. This means that Λss1 = Λssχ and hence 1 and χ are GIT

equivalent. For the case of C̃fund, the same proof works.

Take L ∈ Pic(M1(v, w))R from an ample cone in Mov(π1) so generic that

χ := f−1
1 (L) is not in a wall. Let f : M1(v, w) 99K Y be the corresponding rational

map which is an isomorphism in codimension 1 over M0(v, w) ∼= Sd′,d. We see that

Y can be obtained as the quiver variety associated to χ by the following lemma.

Lemma 5.3. For L and χ above, one has Mχ(v, w) = Y and f1 = f∗ ◦ fχ where

f∗ : Pic(Y )R → Pic(M1(v, w))R is the natural isomorphism (cf. Lemma 3.4).

Proof. By the definition of Y and the argument in the proof of the above lemma,

Y = Proj
( ∞⊕
i=0

H0(M1(v, w), L⊗i)
)

= Proj
( ∞⊕
i=0

H0(Λss1 , q
∗L⊗i)Gv

)
= Proj

( ∞⊕
i=0

H0(Λss1 ∩ Λssχ , q
∗L⊗i)Gv

)
.

Note that M1(v, w) and Mχ(v, w) are isomorphic in codimension 1 since they are

both crepant resolutions of Sd′,d (cf. Lemma 3.3). Since M1(v, w) and Mχ(v, w)
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are the geometric quotients of Λss1 and Λssχ respectively by Proposition 4.1, Λss1
and Λssχ are also isomorphic in codimension 1. Therefore

Mχ(v, w) = Proj
( ∞⊕
i=0

H0(Λssχ , q
∗L⊗i)Gv

)
= Proj

( ∞⊕
i=0

H0(Λss1 ∩ Λssχ , q
∗L⊗i)Gv

)
= Y.

The latter claim follows directly from the construction of f1, fχ and f∗.

Remark. If we take a generic χ ∈ χ(Gv)R, then Y := Mχ(v, w) is a crepant

resolution of M0(v, w) and there are two natural isomorphisms between relative

Picard groups of M1(v, w) and Y . The first is induced by the rational map f :

M1(v, w) 99K Y which is isomorphic in codimension 1. The second is what comes

from the fact that the relative Picard groups are isomorphic to χ(Gv)R via f1
and fχ. The above lemma implies that these two isomorphisms are the same if

L := f1(χ) is in the movable cone. But this fails if L is not in Mov(π1). Consider,

for example, the cotangent bundle of the projective line. It is a unique crepant

resolution of O[2] and its Picard group is 1-dimensional. If χ = −1, then L is

anti-ample. The uniqueness of the crepant resolution implies that the rational map

f : M1(v, w) 99K Y is an isomorphism over O[2] and hence the first isomorphism f∗

preserves ampleness. On the other hand, f−1(−1) is ample (cf. Lemma 5.2) and

therefore the second isomorphism Pic(Y )R ∼= Pic(M1(v, w))R sends an ample line

bundle to an anti-ample one.

Proof of Theorem 1.1. Let Y be a crepant resolution of Od. Then Y is isomorphic

to Mχ̃(ṽ, w̃) over Od for some generic χ̃ ∈ χ(Gṽ) by Lemma 5.3. Then χ := ψ(χ̃)

is generic since ψ is surjective. The first claim of Theorem 1.1 follows from the

lemma below.

Lemma 5.4. Mχ(v, w) is the restriction of Mχ̃(ṽ, w̃) to Sd′,d.

Proof. Let Y ′ be the restriction of Y to Sd′,d. We have

φ−1(Λssχ̃ (ṽ, w̃)) ⊂ Λssχ (v, w)

by the Gv-equivariance of φ (see Theorem 4.5). This inclusion induces an open

immersion Y ′ → Mχ(v, w) over Sd′,d since Mχ(v, w) has the quotient topology

determined by the geometric quotient Λssχ (v, w) → Mχ(v, w). It must be an iso-

morphism since Y ′ → Sd′,d, which is the restriction of the projective morphism πχ̃
to Sd′,d, is proper.
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Conversely, let Y ′ → Sd′,d be any crepant resolution. Since Y ′ and M1(v, w)

are isomorphic in codimension 1, there is an L ∈ Pic(M1(v, w))R such that the

GIT quotient of Λ(v, w) associated to χ := f−1
1 (L) is Y ′ by Lemma 5.3. Take a

generic χ̃ such that ψ(χ̃) = χ. Then Y := Mχ̃(ṽ, w̃) is a crepant resolution of Od.

By the above lemma again, we see that Y ′ = Mχ(v, w) is the restriction of Y

to Sd′,d. This completes the proof of Theorem 1.1.

Proof of Theorem 1.2. The first claim follows from Lemma 3.2, Theorem 4.5 and

Proposition 5.1. The second claim follows from the lemma below.

Lemma 5.5. If ψ and φ∗1 in Proposition 5.1 are isomorphisms, then the set of

ample cones in Mov(π1) and the set of ample cones in Mov(π1̃) are in one-to-one

correspondence via φ∗1.

Proof. By Lemma 5.3, it is enough to show that φ∗1(Amp(π1̃)) = Amp(π1). The

inclusion φ∗1(Amp(π1̃)) ⊂ Amp(π1) follows since φ∗1 is the restriction map. To

show the other inclusion, take L from Amp(π1). Set L̃ := (φ∗1)−1(L). Note that

we have an isomorphism

H2(M1(v, w),R)→ H2(M1̃(ṽ, w̃),R),

which is the dual of φ∗1. Hence for every proper curve C̃ in M1̃(ṽ, w̃) which is

contracted by π1̃, there is a proper curve C in M1(v, w) which is contracted by π1
and is homologically equivalent to C̃. Therefore (L̃.C̃) = (L.C) > 0 and L̃ is

π1̃-ample.

Proof of Theorem 1.3. To get the decomposition of Sd′,d , we should focus on

Λ(v, w) which corresponds to Sd′,d. If vi = 0 for some i, one easily sees by

definition that Λ(v, w) = Λ(v′, w′) × Λ(v′′, w′′) where v′ = (v1, . . . , vi−1), w′ =

(w1, . . . , wi−1), v′′ = (vi+1, . . . , vn) and w′′ = (wi+1, . . . , wn). By repeating this

process, we get a decomposition

Λ(v, w) = Λ(v1, w1)× · · · × Λ(vr, wr)

such that vi has no zero components for every i. Note that Gv =
∏r
i=1Gvi and

χ(Gv) =
∏r
i=1 χ(Gvi). Since the action of Gv on Λ(v, w) equals the product of the

actions of Gvi on Λ(vi, wi), the χ-semistable locus Λssχ (v, w) equals the product∏r
i=1 Λssχi for every χ ∈ χ(Gv), where χi ∈ χ(Gvi) is the i-th component of χ.

Therefore

(5.1) Λ(v, w)//χGv =

r∏
i=1

Λ(vi, wi)//χiGvi .
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Take ni so that vi is in Nni . For each i, we define ṽi = (ṽi1, . . . , ṽ
i
ni) and

w̃i = (w̃i1, . . . , w̃
i
ni) by

ṽij =

{
vij +

∑ni
k=j+1(k − j)wik if j = 1, . . . , ni − 1,

vini if j = ni,

and

w̃ij =

{
vij +

∑ni
k=1 kw

i
k if j = 1,

0 if j = 2, . . . , ni.

We also define partitions di and d′i of Ni := w̃i1 for each i as

dij =

(
the number of elements in {N i − ṽi1, ṽi1 − ṽi2, . . . , ṽini−1 − ṽini}
which are at least j

)
and

d′i =

(
the Young diagram such that the number of rows which

consist of j boxes is wij

)
.

By Theorem 4.5 and its remark, one can check that there is a closed immersion

Imπ1 ↪→ Imπ1̃ which is isomorphic to Sd′i,di ↪→ Odi , where Imπ1 (resp. Imπ1̃) is

the image of π1 : M1(vi, wi) →M0(vi, wi) (resp. π1̃ : M1̃(ṽi, w̃i) →M0(ṽi, w̃i)).

Claim (i) in Theorem 1.3 follows from (5.1) since every crepant resolution is ob-

tained as Mχ(v, w) for some χ by Lemma 5.3. The restriction map H2(Xi,R) →
H2(Yi,R) in claim (ii) is an isomorphism from Proposition 5.1, since χ(Gvi)R and

χ(Gṽi)R have the same dimensions.

For claim (iii), the decomposition χ(Gv) =
∏r
i=1 χ(Gvi) gives a decomposition

of the cohomology group by Proposition 5.1. Let Z ′i be another crepant resolution

of Sd′i,di for i = 1, . . . , r and Z ′ = Z ′1 × · · · × Z ′r. Note that Y ′ and Z ′ are

isomorphic in codimension one over Sd′,d if and only if Y ′i and Z ′i are isomorphic

in codimension one over Sd′i,di for all i. Since the GIT chambers in χ(Gv)R are the

products of chambers in χ(Gvi)R’s, the ample cones in H2(Y ′,R) are the products

of ample cones in H2(Y ′i ,R)’s. This completes the proof of Theorem 1.3.

§6. Examples

In this section we apply the main results to concrete examples. Let d and d′ be

partitions of a natural number N such that Od′ ⊂ Od. One can find d′i’s and di’s in

the decomposition of Sd′,d in Theorem 1.3 by following its proof. By using Young

diagrams, this can be done visually. Let a = [a1, . . . , am] (resp. a′ = [a′1, . . . , a
′
m′ ])

be the dual partition of d (resp. d′). For natural numbers p ≤ q (≤ m), we define
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a new Young diagram dp,q (resp. d′p,q) whose i-th column consists of ai+p−1 (resp.

a′i+p−1) boxes for 1 ≤ i ≤ q − p+ 1. For example,

if d = , then d2,4 =

The Young diagrams corresponding to d′i’s and di’s are obtained as follows:

Step 1. Divide d (resp. d′) into diagrams of the forms of dp,q (resp. d′p,q) such that

(the number of boxes in dp,q) = (the number of boxes in d′p,q) as fine as possible.

Step 2. Remove the first common rows in dp,q and d′p,q for each p, q.

Then the resulting partitions are the desired ones.

Example 1. The case where d = [5, 4, 3, 3, 2, 1] and d′ = [4, 4, 4, 2, 2, 1, 1].

d = d′ =

Step 1. These Young diagrams are divided as follows:

d1,3 = d′1,3 = d4,5 = d′4,5 =

Step 2. By removing the first common rows, we get

d1 = d′1 = d2 = d′2 =
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Hence Sd′,d ∼= Sd′1,d1 × Sd′2,d2 . Since the numbers of crepant resolutions of Od1

and Od2 are ]{σ(3, 2, 1) | σ ∈ S3} = 3! and ]{σ(2, 1) | σ ∈ S2} = 2! respectively,

the number of crepant resolutions of Sd′,d is 3!× 2! = 12.

Example 2. The case where d = [5, 4, 3, 1] and d′ = [5, 3, 3, 2].

d = d′ =

Step 1. These Young diagrams are divided as follows:

d1,1 = d′1,1 = d2,4 = d′2,4 = d5,5 =

d′5,5 =

Step 2. By removing the first common rows, we get

d1 = d′1 =

Hence Sd′,d ∼= Sd′1,d1 . Since the number of crepant resolutions of Od1 is ]{σ(2, 2, 1) |
σ ∈ S3} = 3, that of Sd′,d is also 3. Note that the number of crepant resolutions

of Od is ]{σ(4, 3, 3, 2, 1) | σ ∈ S5} = 60, which is much larger than that of Sd′,d.
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