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Distributions of SL2
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Abstract

Let λ be a primitive root of unity of order `. We introduce a family of finite-dimensional
algebras {Dλ,N (sl2)}N∈N0 over the complex numbers, such that Dλ,N (sl2) is a subalgebra
of Dλ,M (sl2) if N < M , and Dλ,N−1(sl2) ⊂ Dλ,N (sl2) is a uλ(sl2)-cleft extension.

The simple Dλ,N (sl2)-modules (LN (p))0≤p<`N+1 are highest weight modules, which
admit a tensor product decomposition: the first factor is a simple uλ(sl2)-module and
the second factor is a simple Dλ,N−1(sl2)-module. This factorization resembles the corre-
sponding Steinberg decomposition, and the family of algebras resembles the presentation
of the algebra of distributions of SL2 as a filtration by finite-dimensional subalgebras.
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§1. Introduction

A difficult question regarding the simple modules over a simple, simply connected

algebraic group G over an algebraically closed field of positive characteristic k is

to find an explicit formula for their characters. A formula involving the action of

the corresponding affine Weyl group was proposed by Lusztig [L1] in 1980. Sub-

sequently this formula was shown to hold in large characteristic by the combined

efforts of Kazhdan–Lusztig, Kashiwara–Tanisaki, Lusztig and Andersen–Jantzen–

Soergel. More recently, Williamson [W1] found many counterexamples to the ex-

pected bounds in this conjecture. A different approach to a character formula with

emphasis in the Steinberg decomposition for algebraic groups is given in [L4].

Around 1990, Lusztig started to study quantum groups Uλ(g) at a primitive

root of unity λ of order ` in order to have algebras over the complex numbers whose
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representation theory resembles those of simply connected semisimple algebraic

groups over algebraically closed fields of positive characteristic. In particular, he

conjectured a similar formula for the character of simple modules [L2], which holds

in this case by a hard proof of Kazhdan–Lusztig. A remarkable fact about Uλ(g)

is that it fits into a Hopf algebra extension of the corresponding small quantum

group uλ(g) by the enveloping algebra U(g); each simple module satisfies a kind

of Steinberg decomposition: it is written as the tensor product of a simple module

of uλ(g) with a simple module U(g), viewed as a Uλ(g)-module via a (kind of)

Frobenius map.

A fundamental difference, however, between the representation theory of the

algebraic group and the corresponding quantum group at a root of unity is the form

of the Steinberg (respectively Lusztig) tensor product theorem: for the algebraic

group, the theorem involves an arbitrary number of iterations of the Frobenius

twist, whereas for the quantum group, only one Frobenius twist occurs. It has

been proposed by Soergel and Lusztig that there might exist analogues of the

quantum group that parallel to a greater and greater extent the representation

theory of the algebraic group. Such an object has the potential to deepen our

understanding of the representation theory of algebraic groups [W2].

The purpose of this paper is to propose such an object for sl2. More precisely,

we introduce a family of finite-dimensional algebras {Dλ,N (sl2)}N∈N0
over the com-

plex numbers to mimic the filtration of the algebra of distributions of SL2 as a

filtration by finite-dimensional subalgebras. This filtration is deeply motivated by

the approach proposed in [L4]. The main objective is to find a C-algebra whose

representation category behaves as those of simple simply connected algebraic

groups over algebraically closed fields of positive characteristic, even more similar

than Uλ(g).

� Each algebra Dλ,N (sl2) is presented by generators and relations; the relations

in Definition 3.2 resemble those defining finite-dimensional subalgebras of the

algebra of distributions of SL2 [T1].

� The first step corresponds to the small quantum group: Dλ,0(sl2) ' uλ(sl2).

If M < N , then Dλ,M (sl2) is a subalgebra of Dλ,N (sl2), and at the same time

there exists a surjective map Dλ,N (sl2) � Dλ,M (sl2); see Lemma 3.4. Thus there

exists a surjective map Dλ,N (sl2) � uλ(sl2), a kind of Frobenius map.

� For the algebra of distributions, there exist extensions of Hopf algebras between

consecutive terms of a filtration by (finite-dimensional) Hopf subalgebras; see

Proposition 2.6. In this case, Dλ,N−1(sl2) ⊂ Dλ,N (sl2) is a uλ(sl2)-cleft extension

for all N ∈ N; see Proposition 3.8.
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� Each Dλ,N (sl2) admits a triangular decomposition into a positive, a zero and a

negative part; see Proposition 3.9. Reasonably, each simple module is a highest

weight module; see Proposition 4.5.

� Each simple Dλ,N (sl2)-module admits a Steinberg decomposition as the tensor

product of a simple Dλ,N−1(sl2)-module and a simple uλ(sl2)-module as stated

in Theorem 4.10.

The next step is to define families of algebras Dλ,N (g) for any semisimple Lie

algebra g [An]. This will be the content of a forthcoming paper, where the first

step includes the definition of Lusztig’s isomorphisms at level N , that is, to consider

Lusztig’s isomorphisms for small quantum groups, which induce maps for Dλ,N (g).

Hence sl2 is a key step to prove the existence of a PBW basis labeled by the roots

of g. As the simple modules of these algebras satisfy a Steinberg tensor product

decomposition, we hope to attack the modular case from the approach established

by Lusztig in [L4].

§1.1. Notation

Let H be a Hopf algebra with counit ε and antipode S. Then H+ is the aug-

mentation ideal, i.e., the kernel of ε. The left adjoint action of H on itself is

Ad(a)b = a1bS(a2), a, b ∈ H. A Hopf subalgebra A is (left) normal if it is stable

by the (left) adjoint action. Given π : H → K a Hopf algebra map,

Hcoπ = {h ∈ H : (id⊗π)∆(h) = h⊗ 1},
coπH = {h ∈ H : (π ⊗ id)∆(h) = 1⊗ h}

are the sets of left, respectively right, coinvariant elements.

Let A be a right H-comodule algebra, that is, an H-comodule such that the

coaction map ρ : A→ A⊗H is an algebra map. Let

B := AcoH = {a ∈ A : ρ(h) = a⊗ 1},

the subalgebra of coinvariant elements. Then B ⊂ A is a cleft extension if there

exists an H-collinear convolution-invertible map γ : H → A; we refer to [Mo,

Section 7] for more information.

A sequence of Hopf algebra maps

k // A
ι // C

π // B // k

is exact [A, AD] if the following conditions hold:

ι is injective, π is surjective, kerπ = Cι(A+), ι(A) = Ccoπ.
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§2. Algebras of distributions of reductive groups

Let k be an algebraically closed field, p = chark. Let G be a simply connected

semisimple algebraic group with Cartan matrix A = (aij)1≤i,j≤θ, g = LieG. Fol-

lowing [J, Chap. 7]. we recall some definitions concerning algebraic groups. Then

we give some results that illustrate those results we want to mimic for the quantum

counterpart studied later.

§2.1. The algebra of distributions

Let Ie = {f ∈ k[G] | f(e) = 0}. A distribution on G (with support on e) of order

n ∈ N0 is a linear map µ : k[G]→ k such that µ|In+1
e
≡ 0. Let DistnG be the set

of all distributions of order n, which is a k-vector space. Now

DistG =
⋃
n≥0

DistnG = {µ ∈ k[G]∗ | µ|In+1
e
≡ 0 for some n ∈ N}

is the set of all distributions, which is a k[G]-module. Then DistG is a Hopf

subalgebra of k[G]∗, called the algebra of distributions (or the hyperalgebra) of G.

As algebra and coalgebra, it is filtered:

DistmG ·DistnG ⊂ Distm+nG for all m,n ∈ N0.

We describe now two basic examples. We refer to [J, 7.8] for more details.

Example 2.1. Let G = Ga (the additive group, which is the spectrum of k[t]).

For each n ∈ N0 we set γn ∈ k[Ga]∗ as the function such that γn(tm) = δn,m for

all m ∈ N0. Then (γn)n∈N0 is a basis of DistGa, and

γmγn =

(
m+ n

m

)
γm+n for all m,n ∈ N0.

In particular, γp1 = p!γp = 0.

Example 2.2. Let G = Gm (the multiplicative group, which is the spectrum

of k[t, t−1]). For each n ∈ N0 we set $n ∈ k[Ga]∗ as the function such that

$n((t − 1)m) = δn,m for all m ≤ n, $n(In+1
e ) = 0. Then ($n)n∈N0 is a basis of

DistGm, and the multiplication satisfies

$m$n =

min{m,n}∑
i=0

(m+ n− i)!
(m− i)!(n− i!i!)

$m+n−1 for all m,n ∈ N0.

By [T1], the algebra DistG is presented by generators H
(n)
i , X

(n)
i , Y

(n)
i , 1 ≤

i ≤ θ, n ∈ N0, where H
(0)
i = X

(0)
i = Y

(0)
i = 1, and relations

Hi(t)Hi(u) = Hi(t+ u+ tu),(1)
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Hi(t)Hj(u) = Hj(u)Hi(t),(2)

Xi(t)Xi(u) = Xi(t+ u),(3)

Yi(t)Yi(u) = Yi(t+ u),(4)

Xi(t)Yi(u) = Yi

(
u

1 + tu

)
Hi(tu)Xi

(
t

1 + tu

)
,(5)

Xi(t)Yj(u) = Yj(u)Xi(t),(6)

Hi(t)Xj(u) = Xj ((1 + t)aiju)Hi(t),(7)

Hi(t)Yj(u) = Yj
(
(1 + t)−aiju

)
Hi(t),(8)

ad
(
X

(n)
i

)(
X

(m)
j

)
=

n∑
k=0

(−1)kX
(n−k)
i X

(m)
j X

(k)
i = 0, n > −maij ,(9)

ad
(
Y

(n)
i

)(
Y

(m)
j

)
=

n∑
k=0

(−1)kY
(n−k)
i Y

(m)
j Y

(k)
i = 0, n > −maij ,(10)

for 1 ≤ i 6= j ≤ θ, where we consider the following elements of DistG[[t]]:

Hi(t) =

∞∑
n=0

tnH
(n)
i , Xi(t) =

∞∑
n=0

tnX
(n)
i , Yi(t) =

∞∑
n=0

tnY
(n)
i .

From (2) we have H
(m)
i H

(n)
j = H

(n)
j H

(m)
i for i 6= j, and from (1),

(11) H
(m)
i H

(n)
i =

min{m,n}∑
`=0

(
m+ n− `

m

)(
m

`

)
H

(m+n−`)
i .

From (3) and (4),

(12) X
(m)
i X

(n)
i =

(
m+ n

m

)
X

(m+n)
i , Y

(m)
i Y

(n)
i =

(
m+ n

m

)
Y

(m+n)
i .

From these formulas, the H
(n)
i ’s generate a copy of DistGm, while the X

(n)
i ’s, as

well as the Y
(n)
i ’s, generate a copy of DistGa; see Examples 2.1 and 2.2.

From (6) we have X
(m)
i Y

(n)
j = Y

(n)
j X

(m)
i for i 6= j, and from (5),

∑
n,m

tnumX
(n)
i Y

(m)
i =

∑
a,b,c

ua+btb+c

(1 + tu)a+c
Y

(a)
i H

(b)
i X

(c)
i

=
∑
a,b,c,d

(−1)d
(
a+ c+ d

d

)
ua+b+dtb+c+dY

(a)
i H

(b)
i X

(c)
i .
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Thus,

(13) X
(n)
i Y

(m)
i =

min{m,n}∑
`=0

∑̀
k=0

(−1)`−k
(
m+ n− `− k

`− k

)
Y

(m−`)
i H

(k)
i X

(n−`)
i .

A particular case of this formula is

(14) [X
(pn)
i , Y

(pm)
i ] =

min{pm,pn}∑
`=1

Y
(pm−`)
i

(∑̀
k=0

(
`+ k

`− k

)
H

(k)
i

)
X

(pn−`)
i .

From (7) and (8) we have

(15) [H
(pm)
i , X

(pn)
j ] = δn,maijX

(pn)
i , [H

(pm)
i , Y

(pn)
j ] = −δn,maijY (pn)

i .

§2.2. Hopf algebra extensions from DistG

Let DnG := Distpn G. As a consequence of these formulas we have the following

result.

Lemma 2.3. For all n ∈ N, DnG is a normal Hopf subalgebra of Dn+1G.

Proof. Since Dn+1G is generated as an algebra by X
(pk)
i , Y

(pk)
i , H

(pk)
i , 0 ≤ k ≤ n,

it is enough to prove that DnG is stable by the adjoint action of X
(pn)
i , Y

(pn)
i , H

(pn)
i

since the remaining generators belong to DnG, and DnG is a Hopf subalgebra.

As X
(pn)
i is primitive, AdX

(pn)
i = adX

(pn)
i . If m < n, then ad(X

(pn)
i )Y

(pm)
i ,

ad(X
(pn)
i )H

(pm)
i ∈ DnG, and ad(X

(pn)
i )X

(pm)
i = 0. Let j 6= i. Note that

ad(X
(pn)
i )X

(pm)
j = ad(X

(pn)
i )Y

(pm)
j = 0 since they commute, and from (15),

ad(X
(pn)
i )H

(pm)
j = 0. Therefore ad(X

(pn)
i )DnG ⊂ DnG. Analogous computations

show that ad(Y
(pn)
i )DnG, ad(H

(pn)
i )DnG ⊂ DnG.

Now define πk : Dk+1G→ D1G = U[p](g) as

πk(X
(n)
i ) =

{
X

(n′)
i if n = pkn′,

0 otherwise,
πk(H

(n)
i ) =

{
H

(n′)
i if n = pkn′,

0 otherwise,

πk(Y
(n)
i ) =

{
Y

(n′)
i if n = pkn′,

0 otherwise.

(16)

Remark 2.4. Let n < pk+1, 0 < t < p. If pk does not divide n, then
(
pkt
n

)
= 0,

otherwise n = pkn′ and
(
pkt
n

)
=
(
t
n′

)
by Lucas’ theorem.

Lemma 2.5. The Hopf algebra map πk is a surjective Hopf algebra map.
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Proof. First we have to check that πk is well defined, i.e., that the map defined

from the free algebra on generators X
(n)
i , Y

(n)
i and H

(n)
i annihilates the defining

relations. We check easily that for all i 6= j, and m,n ∈ N0,

πk(H
(m)
i H

(n)
j −H(n)

j H
(m)
i ) = πk(X

(m)
i Y

(n)
j − Y (n)

j X
(m)
i ) = 0.

For (11), πk annihilates both sides of the equation if pk does not divide m, since

either πk(H
(m+n−`)
i ) = 0 or

(
m+n−`
m

)
= 0. Now set m = pkm′, n = pkn′

H
(m)
i H

(n)
i =

min{m,n}∑
`=0

(
m+ n− `

m

)(
m

`

)
H

(m+n−`)
i

=

min{m′,n′}∑
`′=0

(
pk(m′ + n′ − `′)

pkm′

)(
pkm′

pk`′

)
H

(pk(m′+n′−`′))
i

=

min{m′,n′}∑
`′=0

(
m′ + n′ − `′

m′

)(
m′

`′

)
H

(pk(m′+n′−`′))
i ,

since
(
m
`

)
= 0 when pk does not divide `, so πk applies (11) to 0.

For (12), if pk does not divide m + n, then both sides of the equality are

annihilated by πk. If pk divides m + n but does not divide m, then again πk
annihilates both sides of (12) since

(
m+n
m

)
≡ 0 (mod p). Finally, if pk divides m

and n, then m = pkm′, n = pkn′ and

πk

(
X

(m)
i X

(n)
i −

(
m+ n

m

)
X

(m+n)
i

)
= X

(m′)
i X

(n′)
i −

(
pk(m′ + n′)

pkm′

)
X

(m′+n′)
i

= X
(m′)
i X

(n′)
i −

(
m′ + n′

m′

)
X

(m′+n′)
i = 0.

The proof for the Y
(m)
i ’s is analogous.

Notice that πk(X
(m)
i Y

(n)
j − Y (n)

j X
(m)
i ) = 0 if i 6= j. For (13), it is enough

to verify that (14) is annihilated since X
(M)
i , Y

(N)
i can be written as products

of X
(pm)
i , Y

(pn)
j . If either m < k or n < k, then πk annihilates both sides of the

equality. Let m = n = k. Then

πk

[X
(pk)
i , Y

(pk)
i ]−

pk∑
`=1

Y
(pk−`)
i

(∑̀
t=0

(
`+ t

`− t

)
H

(t)
i

)
X

(pk−`)
i


= [Xi, Yi]−Hi = 0.

Now πk annihilates both equations of (15) by direct computation.
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For (9), πk annihilates the left-hand side if pk does not divide either m or n.

If m = pkm′, n = pkn′ with n > −maij , then n′ > −m′aij and

πk

(
ad
(
X

(n)
i

)(
X

(m)
j

))
= ad

(
X

(n′)
i

)(
X

(m′)
j

)
= 0.

Finally (10) follows analogously. Hence πk is an algebra map.

To see that πk is a Hopf algebra map, it remains to prove that πk is a coalgebra

map. But it follows since the elements X
(pj)
i , Y

(pj)
i , H

(pj)
i , 0 ≤ j ≤ k, which are

primitive elements and generate Dk+1G as an algebra, are applied to primitive

elements of D1G.

The map πk fits in an exact sequence of Hopf algebras.

Proposition 2.6. The sequence of Hopf algebras

(17) k // DkG �
� // Dk+1G

πk // // D1G // k

is exact.

Proof. By Lemmas 2.3 and 2.5, it remains to prove that

• kerπk = Dk+1G(DkG)+, and

• DkG = Dk+1G
coπk = {x ∈ Dk+1G : (id⊗πk)∆(x) = x⊗ 1}.

Note that Dk+1G(DkG)+ ⊆ kerπk since (DkG)+ is spanned by X
(k)
i , Y

(k)
i , H

(k)
i ,

1 ≤ k ≤ pn−1; the equality follows because both subspaces have the same dimen-

sion, dimDk+1G−dimDkG. Now Dk+1G
coπk ⊇ DkG, and the equality follows by

[T2, Thm. 3.4].

§2.3. Steinberg decomposition for simple modules

The purpose of this section is to introduce Steinberg’s tensor product theorem. We

will prove an analogous result for our quantum version of an algebra of distributions

of SL2. In order to state this result, we fix some notation [J].

Let T ≤ G be a maximal split torus and X = X(T ) be the group of characters

of T . Then R is the associated root system, S is a fixed basis of R and R+ is the

set of positive roots corresponding to S. For each α ∈ R, let α∨ be the associated

coroot, and let 〈β, α∨〉 denote the natural pairing, with the normalization 〈α, α∨〉 =

2 for all α ∈ S.

We consider the following subsets of X:

X+ = {λ ∈ X | 〈λ, α∨〉 ≥ 0 for all α ∈ R+}, the set of dominant weights;

Xr = {λ ∈ X+ | 〈λ, α∨〉 < pr for all α∈S}, the set of r-restricted weights, r ≥ 1.
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Recall that the assignment λ 7→ L(λ) establishes a bijection between X+ and the

simple G-modules up to isomorphism.

Let B ≤ G be the Borel subgroup containing T corresponding to R− = −R+.

Given λ ∈ X+ and M a (rational) G-module, we set

• Mλ = {m ∈M | t.m = λ(t)m for all t ∈ T}, the λ-weight space;

• ∇(λ) = indGB(λ), the costandard module of highest weight λ;

• L(λ) = socG∇(λ), the simple module with highest weight λ.

Let F : G→ G be the Frobenius morphism: it arises from the map k→ k, x 7→ xp.

Then M [r] is the G-module over the underlying additive group M with G-action

obtained up to composing the original G-action with Fr.

Theorem 2.7 ([J, Prop. II.3.16]). Let r ∈ N, λ ∈ Xr, µ ∈ X+. Then

L(λ+ prµ) ' L(λ)⊗ L(µ)[r].

§3. Some cleft extensions of uλ(sl2)

We introduce the algebras Dλ,N (sl2), N ∈ N0, and prove some properties about

their algebra structure that mimic Section 2.

§3.1. q-numbers

We use the following q-numbers as in [L3]:

[m]λ :=
λm − λ−m

λ− λ−1
,

[
m
]!
λ

= (m)λ(m− 1)λ · · · (1)λ,(18) [
m

n

]
λ

:=

n∏
j=1

λm−j+1 − λ−m+j−1

λj − λ−j
, 0 ≤ n < `.(19)

Let λ be a primitive root of unity of order `; we assume that ` > 1 is odd.

Now we need q-binomial numbers associated to the `-expansion. Set

(20)

{
m

n

}
λ

:=
∏
i≥0

[
mi

ni

]
λ

, m =
∑
i≥0

mi`
i, n =

∑
i≥0

ni`
i, 0 ≤ mi, ni < `.

Lemma 3.1. Let m,n, p ≥ 0. Then{
m+ n

m

}
λ

=

{
m+ n

n

}
λ

,(21) {
m+ n

n

}
λ

{
m+ n+ p

p

}
λ

=

{
n+ p

n

}
λ

{
m+ n+ p

m

}
λ

.(22)



150 I. Angiono

Proof. For (21), if mi + ni < ` for all i, then (m+ n)i = mi + ni and{
m+ n

m

}
λ

=
∏
i≥0

[
mi + ni
ni

]
λ

=

{
m+ n

n

}
λ

.

Otherwise there exists i ≥ 0 such that mi + ni ≥ `, and we assume i is minimal

with this property. Thus (m+ n)i = mi + ni − ` < mi, ni, and both sides are 0.

For (22), if mi + ni + pi < ` for all i, then (m+ n+ p)i = mi + ni + pi and

{
m+ n

n

}
λ

{
m+ n+ p

p

}
λ

=
∏
i≥0

[
mi + ni + pi

]!
λ[

mi

]!
λ

[
ni

]!
λ

[
pi

]!
λ

=

{
n+ p

n

}
λ

{
m+ n+ p

m

}
λ

.

Otherwise there exists i ≥ 0 such that mi+ni+pi ≥ `, and we assume i is minimal

with this property.

• If mi + ni, ni + pi ≥ `, then {m+n
n }λ = { n+pn }λ = 0 since (m + n)i =

mi + ni − ` < ni, (n+ p)i = ni + pi − ` < ni.

• If mi + ni ≥ ` > ni + pi, then {m+n
n }λ = {m+n+p

m }λ = 0 since (m + n)i =

mi + ni − ` < ni, (n+ p)i = ni + pi, (m+ n+ p)i = mi + ni + pi − ` < mi.

• Finally, if mi + ni, ni + pi < `, then
{
m+n+p

p

}
λ

= {m+n+p
m }λ = 0.

In all the cases, both sides of (22) are 0.

§3.2. The Hopf algebra uλ(sl2)

Throughout this work uλ(sl2) denotes the algebra presented by generators E, K,

F , and relations

K` = 1, KF = λ−2FK,(23)

E` = F ` = 0, KE = λ2EK, EF − FE =
K −K−1

λ− λ−1
.(24)

It is slightly different from the small quantum group appearing in [L2]. Then

uλ(sl2) is a Hopf algebra with coproduct:

∆(K) = K ⊗K, ∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F.

Let u+λ (sl2), respectively u0λ(sl2), u−λ (sl2), be the subalgebra spanned by E, re-

spectively K, F . Then u0λ(sl2) ' kZ/`Z while u±λ (sl2) are isomorphic to k[x]/〈x`〉.
The multiplication induces a linear isomorphism

u−λ (sl2)⊗ u0λ(sl2)⊗ u+λ (sl2) ' uλ(sl2).
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Thus {F aKbEc | 0 ≤ a, b, c < `} is a basis of uλ(sl2) and dim uλ(sl2) = `3. To

simplify the notation in forthcoming computations, let

E(a) =
Ea[
a
]!
λ

, F (a) =
F a[
a
]!
λ

,

[
K; s

a

]
λ

=

a∏
j=1

λs−j+1K − λ−s+j−1K−1

λj − λ−j
.

By direct computation,

(25) E(m)F (n) =

min{m,n}∑
i=0

F (n−i)

[
K; 2i−m− n

i

]
λ

E(m−i), 0 ≤ m,n < `.

Let u≥0λ (sl2) be the subalgebra spanned by E and K. For each 0 ≤ z < `

the 1-dimensional representation kz of u0λ(sl2) ' kZ/`Z given by K 7→ λz can be

extended to u≥0λ (sl2) by E 7→ 0. Let M(z) = uλ(sl2) ⊗
u
≥0
λ (sl2)

kz: it is a uλ(sl2)-

module with basis vj := F (j) ⊗ 1, 0 ≤ j < `, such that for all 0 ≤ m,n < `,

F (m) · vn =

[
m+ n

m

]
λ

vm+n, K · vn = λz−2nvn,(26)

E(m) · vn =

[
z +m− n

m

]
λ

vn−m.(27)

Here vn = 0 if either n < 0 or n ≥ `. Each module M(z) has a maximal proper

submodule N (z). The quotient L(z) =M(z)/N (z) is simple, and has dimension

z + 1: indeed (vi)0≤i≤z is a basis of L(z). Moreover, the family {L(z)}0≤z<` is a

set of representatives of the classes of simple modules up to isomorphism.

§3.3. The cleft extensions Dλ,N (sl2)

We mimic the definition by generators and relations of the algebra of distributions,

but in a quantized context.

Definition 3.2. Let Dλ,N (sl2) be the algebra defined by generators E[i], F [i],

K [i], 0 ≤ i ≤ N and relations

K [i]K [j] = K [j]K [i],
(
K [i]

)`
= 1;(28)

K [i]E[j] = λ2δijE[j]K [i], K [i]F [j] = λ−2δijF [j]K [i];(29)

E[i]E[j] = E[j]E[i], F [i]F [j] = F [j]F [i];(30) (
E[i]
)`

=
(
F [i]
)`

= 0; E[i]F [j] = F [j]E[i], j 6= i;(31)

E[j]F [j] =

`j∑
t=0

F (`j−t)

{
K; 2t− 2`j

t

}
E(`j−t).(32)
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Here, K [−i] := (K [i])−1; for m =
∑N
i=0mi`

i, s =
∑N
i=0 si`

i, t =
∑N
i=0 ti`

i,

0 ≤ mi, si, ti < `,

E(m) :=

N∏
i=0

(
E[i]
)mi[

mi

]!
λ

,

{
K; s

t

}
=

N∏
i=0

[
K [i]; si
ti

]
λ

, F (m) :=

N∏
i=0

(
F [i]
)mi[

mi

]!
λ

.

Remark 3.3. The algebra Dλ,N (sl2) is Z-graded, with

degE[i] = −degF [i] = `i, degK [i] = 0, 0 ≤ i ≤ N.

Lemma 3.4. For each pair M < N , there exists a surjective algebra map πM,N :

Dλ,N (sl2)→ Dλ,M (sl2) such that

πN (X [i]) =

{
X [i−N+M ], i ≥ N −M,

0, i < N −M,
X ∈ {E,F,K}.

In particular, there exists a surjective algebra map πN : Dλ,N (sl2)→ uλ(sl2),

πN (E[i]) = δiNE, πN (F [i]) = δiNF, πN (K [i]) = KδiN , 0 ≤ i ≤ N.

Proof. Straightforward.

Let D+
λ,N (sl2), respectively D−λ,N (sl2), D0

λ,N (sl2), be the subalgebras generated

by E[i], respectively F [i], K [i], 0 ≤ i ≤ N . Let D≥0λ,N (sl2), respectively D≤0λ,N (sl2),

be the subalgebras generated by E[i] and K [i], respectively F [i] and K [i].

Remark 3.5. (a) There exists an algebra antiautomorphism φN of D+
λ,N (sl2) such

that φN (E[i]) = F [i], φN (F [i]) = E[i], φN (K [i]) = K [i], 0 ≤ i ≤ N .

(b) There exists an algebra map ιN : Dλ,N−1(sl2)→ Dλ,N (sl2) that identifies the

corresponding generators. Clearly, φN ◦ ιN = ιN ◦ φN−1.

Lemma 3.6. Let z =
∑N
i=0 zi`

i, 0 ≤ zi < `. There exists a Dλ,N (sl2)-module

M(z) with basis (vt)0≤t≤`N+1−1 such that

E[i] · vt =


[
zi + 1− ti

]
λ
vt−`i , ti > 0,

0, ti = 0,
K [i] · vt = λzi−2tivt,(33)

F [i] · vt =
[
ti + 1

]
λ
vt+`i , 0 ≤ i ≤ N.(34)

Proof. We simply check that E[i], F [i],K [i] ∈ EndM(z), 0 ≤ i ≤ N , satisfy rela-

tions (28)–(32). The first equation of (28) holds since K [i]K [j] ·vt=λzi+zj−2ti−2tjvt,
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while the second follows since λ` = 1. For the first relation in (29), both sides an-

nihilate vt if tj = 0; for tj 6= 0, (t− `j)i = ti − δij , so

K [i]E[j] · vt =
[
zj + 1− tj

]
λ
λzi−2(t−`

j)ivt−`j = λ2δijE[j]K [i] · vt.

For the second relation, both sides annihilate vt if tj = `− 1; for tj < `− 1,

K [i]F [j] · vt =
[
tj + 1

]
λ
λzi−2(t+`

j)ivt+`j = λ−2δijF [j]K [i] · vt,

since (t+ `j)i = ti + δij . For the first equation in (30), if titj 6= 0, i 6= j, then

E[i]E[j] · vt =
[
zj − tj + 1

]
λ

[
zi − (t− `j)i + 1

]
λ
vt−`i−`j

=
[
zj − tj + 1

]
λ

[
zi − ti + 1

]
λ
vt−`i−`j = E[j]E[i] · vt,

while for titj = 0, both sides are 0. The second equation follows similarly.

For the first part of (31), (E[i])ti+1 · vt = (F [i])`−ti · vt = 0, so (E[i])`, (F [i])`

are 0 as operators on M(z). For the second equality, fix i 6= j. If ti = 0, then either

(t+ `j)i = ti or tj = `− 1; in any case, E[i]F [j] · vt = 0 = F [j]E[i] · vt. If tj = `− 1,

then again both sides are 0. Finally, set ti 6= 0, tj 6= `− 1. Hence,

E[i]F [j] · vt =
[
tj + 1

]
λ

[
zi − (t+ `j)i + 1

]
λ
vt−`i+`j

=
[
(t− `i)j + 1

]
λ

[
zi − ti + 1

]
λ
vt−`i+`j = F [j]E[i] · vt.

It remains to consider (32), which can be written as

(35) E[j]F [j] − F [j]E[j] − K [j] −K [−j]

λ− λ−1
=

`j−1∑
s=1

F (`j−s)

{
K; 2s

s

}
E(`j−s).

If 1 ≤ s ≤ `j − 1, then there exists i < j such that si 6= 0. If ti ≥ `− si, then[
K [i]; 2si

si

]
λ

(E[i])`−si · vt =

`−si∏
k=1

[
zi − ti + k

]
λ

si∏
k=1

[
zi − ti + k

]
λ
vt−(`−si)`i = 0.

If ti < ` − si, then (E[i])`−si · vt = 0. In any case, {K;2s
s }E(`j−s) · vt = 0, so the

right-hand side of (35) acts by 0 on each vt. For the left-hand side,(
E[j]F [j] − F [j]E[j] − K [j] −K [−j]

λ− λ−1

)
· vt

=
([
tj + 1

]
λ

[
zj − tj

]
λ
−
[
zj − tj + 1

]
λ

[
tj

]
λ
−
[
zj − 2tj

]
λ

)
vt = 0
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when tj 6= 0, `− 1. If tj = 0, then(
E[j]F [j] − F [j]E[j] − K [j] −K [−j]

λ− λ−1

)
· vt = E[j] · vt+`j − 0−

[
zj

]
λ
vt = 0,

and finally if tj = `− 1, then(
E[j]F [j] − F [j]E[j] − K [j] −K [−j]

λ− λ−1

)
· vt = −

[
zj + 2

]
λ

(
F [j] · vt−`j + vt

)
= 0.

In any case, the left-hand side of (35) also acts by 0 on each vt.

Lemma 3.7. There exists an algebra map ρN : Dλ,N (sl2)→ uλ(sl2)⊗Dλ,N (sl2),

ρN (E[i]) = 1⊗ E[i], i < N, ρN (E[N ]) = E ⊗ 1 +K ⊗ E[N ],

ρN (F [i]) = 1⊗ F [i], i < N, ρN (F [N ]) = F ⊗K [−N ] + 1⊗ F [N ],

ρN (K [i]) = 1⊗K [i], i < N, ρN (K [N ]) = K ⊗K [N ].

Moreover, Dλ,N (sl2) is a left uλ(sl2)-comodule algebra with this map.

Proof. Let F be the free algebra generated by E[i], F [i], K [i], and ρ̃N : F →
uλ(sl2) ⊗ Dλ,N (sl2) the map defined on the generators as ρN . We check that ρ̃N
annihilates each defining relation of Dλ,N (sl2) so it induces the algebra map ρN .

For each relation r involving only generators E[i], F [i], K [i], 0 ≤ i < N we have

that ρ̃N (r) = 1 ⊗ r = 0, so we consider those relations involving at least one of

the generators E[N ], F [N ], K [N ].

For (28), ρ̃N
(
(K [N ])`

)
= K` ⊗ (K [N ])` = 1⊗ 1 and for i < N ,

ρ̃N

(
K [i]K [N ] −K [N ]K [i]

)
= K ⊗

(
K [i]K [N ] −K [N ]K [i]

)
= 0.

For (29) and (30), if i < N , then

ρ̃N (K [i]E[N ] − E[N ]K [i]) = K ⊗ (K [i]E[N ] − E[N ]K [i]) = 0,

ρ̃N (K [N ]E[i] − E[i]K [N ]) = K ⊗ (K [N ]E[i] − E[i]K [N ]) = 0,

ρ̃N (K [N ]E[N ] − λ2E[N ]K [N ]) = (KE − λ2EK)⊗K [N ]

+K2 ⊗ (K [N ]E[N ] − λ2E[N ]K [N ]) = 0,

ρ̃N (E[i]E[N ] − E[N ]E[i]) = K ⊗ (E[i]E[N ] − E[N ]E[i]) = 0.

The formulas with F in place of E follow analogously. For (31),

ρ̃N

(
(E[N ])`

)
=
∑̀
j=0

{
`

j

}
λ

E`−jKj ⊗ (E[N ])j = 0,
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and analogously ρ̃N
(
(F [N ])`

)
= 0. Finally, for (32) set rN as the difference between

the two sides of this equation; see also (35). By direct computation,

ρ̃N (rN ) = K ⊗ rN +
(
EF − FE − K −K−1

λ− λ−1
)
⊗K [−N ] = 0.

Then ρN is a well-defined algebra map, and gives a left uλ(sl2)-coaction.

Proposition 3.8. Let ρN be as above. Then ιN (Dλ,N−1(sl2)) =co ρN Dλ,N (sl2),

and ιN (Dλ,N−1(sl2)) ⊂ Dλ,N (sl2) is a uλ(sl2)-cleft extension.

Proof. Let γ : uλ(sl2)→ Dλ,N (sl2) be the linear map such that

(36) γ(F (a)KbE(c)) =
(F [N ])a[
a
]!
λ

(K [N ])b
(E[N ])c[
c
]!
λ

, 0 ≤ a, b, c < `.

By direct computation,

(id⊗γ) ◦∆(F (a)KbE(c)) =
∑
i,j

F (a−i)Kb+i+jE(c−j) ⊗ (F [N ])i[
i
]!
λ

(K [N ])b
(E[N ])j[
j
]!
λ

= ρ ◦ γ(F aKbEc),

so γ is a map of uλ(sl2)-comodules. We claim that γ is convolution invertible. By

[Mo, Lem. 5.2.10], it is enough to restrict γ to the coradical of uλ(sl2), that is, to

u0λ(sl2). Now κ : u0λ(sl2) → Dλ,N (sl2), κ(Kb) = (K [N ])−b, 0 ≤ b < ` is the inverse

of γ|u0
λ(sl2)

and the claim follows.

Let BN := {F (m)K(n)E(p) | 0 ≤ m,n, p < `N+1}. We claim that Dλ,N (sl2)

is spanned by BN .1 Let I be the subspace spanned by BN . Note that I is a left

ideal, since it is stable by left multiplication by F [n], K [n] and E[n] by (28)–(32).

Thus I = Dλ,N (sl2) since 1 ∈ I, so Dλ,N (sl2) is spanned by BN . As

F (m)K(n)E(p) = F (m′)K(n′)E(p′) (F [N ])mN[
mN

]!
λ

(K [N ])nN
(E[pN ])c[
pN

]!
λ

,

where 0 ≤ m′ = m − mN`
N , n′ = n − nN`

N , p′ = p − pN`
N < `N , and

F (m′)K(n′)E(p′) ∈ ιN (Dλ,N−1(sl2)), we have

dimDλ,N (sl2) ≤ dim ιN (Dλ,N−1(sl2))`3.

As we have a cleft extension, Dλ,N (sl2) 'co ρN Dλ,N (sl2) ⊗ uλ(sl2); using this

fact and that ιN (Dλ,N−1(sl2)) ⊂co ρN Dλ,N (sl2) since ιN sends each generator of

1In Proposition 3.9 we shall prove that BN is indeed a basis of Dλ,N (sl2)
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Dλ,N−1(sl2) to a coinvariant element, we have

dimDλ,N (sl2) = dimco ρN Dλ,N (sl2)`3 ≥ dim ιN (Dλ,N−1(sl2))`3.

Hence dimco ρN Dλ,N (sl2) = dim ιN (Dλ,N−1(sl2)), which means that these two

subalgebras of Dλ,N (sl2) coincide.

Proposition 3.9. (a) There exist algebra isomorphisms

D0
λ,N (sl2) ' k(Z`)N+1, D≥0λ,N (sl2) '

(
u≥0λ (sl2)

)N+1

,

D±λ,N (sl2) '
(
u±λ (sl2)

)N+1
, D≤0λ,N (sl2) '

(
u≤0λ (sl2)

)N+1

.

(b) BN := {F (m)K(n)E(p) | 0 ≤ m,n, p < `N+1} is a basis of Dλ,N (sl2).

(c) The multiplication induces a linear isomorphism

D−λ,N (sl2)⊗D0
λ,N (sl2)⊗D+

λ,N (sl2) ' Dλ,N (sl2).

Proof. The algebra (uλ(sl2))N+1 is generated by Ei, Fi, Ki, 0 ≤ i ≤ N , where

each 3-tuple Ei, Fi, Ki satisfies (23), (24), and generators with different subindex

commute. There are algebra maps Φ‡ :
(
u‡λ(sl2)

)N+1 → D‡λ,N (sl2), ‡ ∈ {±, 0,≥
0,≤ 0}, where Ei 7→ E[i], Fi 7→ F [i], Ki 7→ K [i], depending on each case.

For 0 ≤ z < `N+1, let Ψz : Dλ,N (sl2) → EndM(z) be the algebra map of

Lemma 3.6. Notice that ΨzΦ
− is injective, and then Φ− is also; thus D−λ,N (sl2) '(

u−λ (sl2)
)N+1

. The map Φ0 : k(Z`)N+1 → D0
λ,N (sl2), αi 7→ Ki is surjective. The

action of k(Z`)N+1 over v0 is given by character Ki 7→ λzi . Thus k(Z`)N+1 '
D0
λ,N (sl2). From here we derive that Φ≤0 is also an isomorphism. The remaining

isomorphisms in (a) follow by using the antiautomorphism φ.

For (b), we have to prove that BN is linearly independent since we have proved

that Dλ,N (sl2) is spanned by BN in the proof of Proposition 3.8. We invoke the

diamond lemma [B, Thm. 1.2]. Indeed, the lexicographical order for words written

with letters {F [i],K [i], E[i]}0≤i≤N such that

F [0] < · · · < F [N ] < K [0] < · · · < K [N ] < E[0] < · · · < E[N ]

is compatible (in the notation of [B]) with the reduction system. Each element of

BN is irreducible, so BN is contained in a basis of Dλ,N (sl2). Thus BN is a linearly

independent set. Finally (c) follows (a) and (b).

Definition 3.10. By Proposition 3.9(b), each ιN is injective. Hence we may con-

sider Dλ,N−1(sl2) as a subalgebra of Dλ,N (sl2). Moreover, we can consider the

inclusions ιM,N : Dλ,M (sl2)→ Dλ,N (sl2) for M ≤ N , where

ιN,N = idDλ,N (sl2), ιM,N = ιM ιM+1 . . . ιN−1 for M < N.
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Then we define

(37) Dλ(sl2) := lim
→
Dλ,N (sl2).

§4. Finite-dimensional irreducible Dλ,N (sl2)-modules

Next we study simple modules for the algebras Dλ,N (sl2). We prove that they

are highest weight modules as we can expect, and obtain a decomposition related

with the inclusion ιN−1,N : Dλ,N−1(sl2) → Dλ,N (sl2) and the Frobenius map

πN : Dλ,N (sl2) → uλ(sl2). The tensor product decomposition can be seen as

analogous to Steinberg decomposition; cf. Theorem 2.7.

§4.1. Highest weight modules

Now we mimic what is done for simple modules of quantum groups, e.g., [L2,

Sects. 6 & 7]. For the sake of completeness we include the proofs.

Let V be a finite-dimensional Dλ,N (sl2)-module. As D0
λ,N (sl2) is the group

algebra of ZN+1
` , V decomposes as the direct sum of eigenspaces: each K [i] acts

by a scalar λpi , 0 ≤ pi < `. Hence we may encode the data saying that V =

⊕0≤p<`N+1Vp, where

(38) Vp := {v ∈ V | K [i] · v = λpiv for all 0 ≤ i ≤ N}, p =

N∑
i=0

pi`
i.

Definition 4.1. We say that v ∈ V is a primitive vector of weight p if v ∈ Vp
and E[i] · v = 0 for all 0 ≤ i ≤ N . Also, V is called a highest weight module if

it is generated (as a Dλ,N (sl2)-module) by a primitive vector v, which is called a

highest weight vector ; its weight p is called a highest weight.

Given 0 ≤ p < `N+1, let kp be the 1-dimensional representation ofD≥0λ,N (sl2) '(
u≥0λ (sl2)

)N+1
such that K [i] · 1 = λpi and E[i] · 1 = 0. Let

MN (p) = Ind
Dλ,N (sl2)

D≥0
λ,N (sl2)

kp ' Dλ,N (sl2)⊗D≥0
λ,N (sl2)

kp.

Notice that v0 := 1⊗ 1 ∈MN (p) is a primitive vector, and moreover,MN (p) is a

highest weight module with highest weight p.

Remark 4.2. Let vt = F (t)v0 ∈ MN (p). Then (vt)0≤t<`N+1 is a basis of MN (p),

andMN (p) is isomorphic to the module M(p) in Lemma 3.6. Moreover, the action

on the basis (vt)0≤t<`N+1 is given by formulas (33) and (34).

Indeed, there is a D≥0λ,N (sl2)-linear map kp → M(p) such that 1 7→ v0; it

induces a Dλ,N (sl2)-linear map MN (p) → M(p), which is surjective by direct

computation, and both modules have dimension `N+1.
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Remark 4.3. Let V be a highest weight module of weight p. Then each proper

submodule is contained in ⊕t6=pVp; hence V has a maximal proper submodule V̂

and V/V̂ is a simple Dλ,N (sl2)-module, and at the same time a highest weight

module of highest weight p.

Definition 4.4. Let LN (p) :=MN (p)/M̂N (p), that is, the simple highest weight

module obtained as a quotient of MN (p).

Proposition 4.5. (a) Let 0 ≤ p < `N+1. Then

{v ∈ LN (p) | E[i]v = 0 for all 0 ≤ i ≤ N} = kv0.

(b) There exists a bijection between {p | 0 ≤ p < `N+1} and the finite-dimensional

simple modules of Dλ,N (sl2) given by p 7→ LN (p).

Proof. (a) Let v ∈ LN (p) − 0 be such that E[i]v = 0 for all 0 ≤ i ≤ N . We

may assume that v has weight t for some 0 ≤ t < `N+1, since E[i] applies each

eigenspace of the D0
λ,N (sl2) to another. Thus v = avn for some a ∈ k× and

some 0 ≤ n < `N+1, since each 1-dimensional summand in the decomposition

MN (p) = ⊕0≤n<`N+1kvn corresponds to a different eigenspace for the action of

D0
λ,N (sl2) ' k(Z`)N+1. As LN (p) is simple, LN (p) = Dλ,N (sl2)v, but

Dλ,N (sl2)v = D≤0λ,N (sl2)v = D≤0λ,N (sl2)vn ⊆ ⊕n≤m<`N+1kvm.

Hence n = p and the claim follows.

(b) Let L be a simple Dλ,N (sl2)-module. As a D0
λ,N (sl2)-module, L = ⊕Lt.

We pick v ∈ Lt − 0. We may assume that E[i]v = 0 for all 0 ≤ i ≤ N . Indeed, if

E[j]v = 0 for j = 0, . . . , i−1 but E[i]v 6= 0, let n ≥ 0 be such that w := (E[i])nv 6= 0,

(E[i])n+1v = 0. Then n < ` since (E[i])` = 0, and w satisfies E[j]w = 0 for

j = 0, . . . , i since E[j]E[i] = E[i]E[j].

Now there exists a D≥0λ,N (sl2)-linear map φ̃ : kt → L, 1 7→ v, which in-

duces a Dλ,N (sl2)-linear map φ : MN (t) → L such that 1 7→ v. As L is simple,

Dλ,N (sl2)v = L, so φ is surjective. Hence kerφ 6= 0 is a proper submodule of

MN (t) and L 'MN (t)/ kerφ is simple. Thus L ' LN (t).

By (a), LN (p) 6' LN (t) if p 6= t, and the claim follows.

§4.2. A tensor product decomposition

Proposition 4.6. (a) Let 0 ≤ p < `N . Then

(39) E[N ] · v = F [N ] · v = 0, K [N ] · v = v, for all v ∈ LN (p).

Moreover, LN (p) ' LN−1(p) as Dλ,N−1(sl2)-modules.
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(b) Reciprocally, LN−1(p) may be endowed of a Dλ,N (sl2)-action by extending the

Dλ,N−1(sl2)-action via (39), and LN−1(p) ' LN (p) as Dλ,N (sl2)-modules.

Proof. (a) By the first equation of (33), E[i]v`N = 0 for all 0 ≤ i ≤ N , so

Dλ,N (sl2)v`N = D≤0λ,N (sl2)v`N = ⊕n≥`Nkvn is a proper submodule of MN (p).

Hence vn = 0 in LN (p) for all n ≥ `N , and LN (p) is spanned by (the image of)

(vm)0≤m<`N . Thus (39) follows by this fact and (33)–(34).

By (39), W ⊂ LN (p) is a Dλ,N−1(sl2)-submodule if and only if W is a

Dλ,N (sl2)-submodule. Hence LN (p) is simple as a Dλ,N−1(sl2)-module and the

last statement follows.

(b) We have to check all the defining relations (28)–(32) of Dλ,N (sl2). Those

not involving E[N ], F [N ], K [N ] follow since LN−1(p) is a Dλ,N−1(sl2)-module, and

relations E[N ], F [N ], K [N ] follow easily except (32) for j = N . It is equivalent

to (35), whose left-hand side acts by 0 on each vt. For the right-hand side, if

1 ≤ s ≤ `N − 1, then there exists i < N such that si 6= 0, and as in the proof

of Lemma 3.6, {K;2s
s }E(`j−s) · vt = 0, so the right-hand side of (35) acts by 0

on each vt. Now LN−1(p) is a highest weight module as a Dλ,N (sl2)-module, with

highest weight p, and simple at the same time, so LN−1(p) ' LN (p) as Dλ,N (sl2)-

modules.

Remark 4.7. Thanks to the algebra map πN : Dλ,N (sl2)→ uλ(sl2), every uλ(sl2)-

module is canonically a Dλ,N (sl2)-module. In particular, each simple uλ(sl2)-

module L(p), 0 ≤ p < ` is a Dλ,N (sl2)-module.

Lemma 4.8. Let p = pN `
N , 0 ≤ pN < `. Then LN (p) ' L(pN ).

Proof. As πN is surjective, W is a Dλ,N (sl2)-submodule of L(pN ) if and only if W

is a uλ(sl2)-submodule. Thus L(pN ) is a simple Dλ,N (sl2)-module. Now

E[i]v0 = 0, K [i]v0 = λpNδiN v0, for all 0 ≤ i ≤ N.

Hence v0 ∈ L(pN ) − 0 is a highest weight vector of weight p = pN `
N and the

lemma follows by Proposition 4.5

Remark 4.9. Recall that Dλ,N (sl2) is a uλ(sl2)-comodule algebra, so the category

of Dλ,N (sl2)-modules is a module category over the category of uλ(sl2)-modules:

given a uλ(sl2)-module M and a Dλ,N (sl2)-module N , M ⊗ N is naturally a

Dλ,N (sl2)-module via ρ.

Finally we use Remark 4.9 to describe a tensor product decomposition of

simple Dλ,N (sl2)-modules.
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Theorem 4.10. Let p = pN `
N + p̂, where 0 ≤ p̂ < `N , 0 ≤ pN < `. Then

LN (p) ' L(pN )⊗ LN (p̂) as Dλ,N (sl2)-modules.

Proof. Let v′0, v′′0 be highest weight vectors of L(pN ), LN (p̂), respectively. We

denote L = L(pN )⊗ LN (p̂). As L(pN ) is generated by {v′t | 0 ≤ t < `} as in (26),

and LN (p̂) is generated by {v′′t = F [t]v′′0 | 0 ≤ t < `N} (see Proposition 4.6), L is

generated by {vt = v′tN ⊗ v
′′
t̂
| 0 ≤ t = t̂+ tN `

N < `N+1}. Given F (m)K(n)E(p) ∈
BN , 0 ≤ m,n, p < `N+1, we may write

F (m)K(n)E(p) = F (mN `
N )K(nN `

N )E(pN `
N )F (m′)K(n′)E(p′), 0 ≤ m′, n′, p′ < `N .

Here, F (m′)K(n′)E(p′) ∈ Dλ,N−1(sl2) =co ρN Dλ,N (sl2); cf. Proposition 3.8. Thus

F (m)K(n)E(p)(y ⊗ z) = F (mN )K(nN )E(pN )y ⊗ F (m′)K(n′)E(p′)z

for all y ∈ L(pN ), z ∈ LN (p̂), where we use (39). From here, v0 = v′0 ⊗ v′′0 is a

primitive vector, and L is a highest weight module of highest weight p. Thus it

suffices to prove that L is simple. Let W be a submodule of L. In particular, W is

a D0
λ,N (sl2)-submodule, so it decomposes as a direct sum of eigenspaces; each vt,

0 ≤ t < `N+1 spans the eigenspace of weight t, so we may assume that vt ∈W for

some t. Let t be minimal. Hence

0 = E[N ]vt = Ev′tN ⊗ v
′′
t̂
, 0 = E[j]vt = v′tN ⊗ E

[j]v′′
t̂
, 0 ≤ j < N,

so Ev′tN = 0 = E[j]v′′
t̂
, 0 ≤ j < N . From here, tN = t̂ = 0, and then W = L.

Remark 4.11. Note that the algebra Dλ,N (sl2) is an augmented algebra via the

map ε : Dλ,N (sl2)→ k,

(40) ε(E[j]) = ε(F [j]) = 0, ε(K [j]) = 1, for all 0 ≤ j ≤ N.

Thence k is a Dλ,N (sl2)-module and k ' LN (0) via ε, so LN (p) ' L(pN ) ⊗ k if

p = pN `
N , 0 ≤ pN < `.
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