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An Inverse Problem for the Magnetic Schrödinger
Equation in Infinite Cylindrical Domains
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Mourad Bellassoued, Yavar Kian and Éric Soccorsi

Abstract

We study the inverse problem of determining the magnetic field and the electric potential
entering the Schrödinger equation in an infinite 3D cylindrical domain, by the Dirichlet-
to-Neumann map. The cylindrical domain we consider is a closed waveguide in the sense
that the cross section is a bounded domain of the plane. We prove that knowledge of
the Dirichlet-to-Neumann map determines uniquely and even Hölder-stably the magnetic
field and the electric potential. Moreover, if the maximal strength of both the magnetic
field and the electric potential is attained in a fixed bounded subset of the domain, we
extend the above results by taking only finitely extended boundary observations of the
solution.
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§1. Introduction

§1.1. Statement of the problem

Let ω be a bounded and simply connected domain of R2 with C2 boundary ∂ω.

We set Ω := ω×R and for T > 0, we consider the initial boundary value problem

(IBVP)

(1.1)


(i∂t + ∆A + q)u = 0 in Q := (0, T )× Ω,

u(0, ·) = 0 in Ω,

u = f on Σ := (0, T )× Γ,
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where ∆A is the Laplace operator associated with the magnetic potential A ∈
W 1,∞(Ω)3, i.e.,

(1.2) ∆A :=

3∑
j=1

(
∂xj + iaj

)2
= ∆ + 2iA · ∇+ i(∇ ·A)− |A|2

and q ∈ L∞(Ω). We define the Dirichlet-to-Neumann (DN) map associated with

(1.1) as

(1.3) ΛA,q(f) := (∂ν + iA · ν)u, f ∈ L2(Σ),

where ν(x) denotes the unit outward normal vector to ∂Ω at x and u is the solution

to (1.1).

In the remaining part of this text, two magnetic potentials Aj ∈ W 1,∞(Ω)3,

j = 1, 2 are said to be gauge equivalent if there exists Ψ ∈ W 2,∞(Ω) obeying

Ψ|Γ = 0 such that

(1.4) A2 = A1 +∇Ψ.

In this paper we examine the uniqueness and stability issues in the inverse problem

of determining the electric potential q and the gauge class of A from knowledge of

ΛA,q.

§1.2. Physical motivations

System (1.1) describes the quantum motion of a charged particle (the various

physical constants are taken equal to 1) constrained by the unbounded domain

Ω, under the influence of the electric potential q and the magnetic field generated

by A. Carbon nanotubes, with length-to-diameter ratio up to 108/1, are commonly

modeled by infinite waveguides such as Ω. In this context, the inverse problem

under consideration in this paper can be rephrased as whether the strength of

the electromagnetic quantum disorder (modeled by the magnetic field and the

electric impurity potential q; see, e.g., [17, 30]) can be determined by boundary

measurement of the wave function u.

§1.3. State of the art

Inverse coefficient problems for partial differential equations such as the Schrö-

dinger equation are the source of challenging mathematical problems that have

attracted a lot of attention over recent decades. For instance, using the Bukhgeim–

Klibanov method (see [15, 36, 37]), [4] claims Lipschitz stable determination of the

time-independent electric potential perturbing the dynamic (i.e., nonstationary)

Schrödinger equation, from a single boundary measurement of the solution. In this



A Magnetic Schrödinger Inverse Problem 681

case, the observation is performed on a subboundary fulfilling the geometric optics

condition for the observability derived by Bardos, Lebeau and Rauch in [3]. This

geometrical condition was removed by [9] for potentials that are a priori known in

a neighborhood of the boundary, at the expense of weaker stability. In the same

spirit, using the Bukhgeim–Klibanov method, [22] determines Lipschitz-stably the

magnetic potential in the Coulomb gauge class, from a finite number of boundary

measurements of the solution. Uniqueness results in inverse problems for the DN

map related to the magnetic Schrödinger equation are also available in [25], but

they are based on a different approach involving geometric optics (GO) solutions.

The stable recovery of the magnetic field by the DN map of the dynamic magnetic

Schrödinger equation is established in [10] by combining the approach used for

determining the potential in hyperbolic equations (see [6, 8, 12, 29, 45, 48, 50]) with

the one employed for the identification of the magnetic field in elliptic equations

(see [23, 46, 51]). Notice that in the one-dimensional case, [2] proved with the

boundary control method introduced in [5] that the DN map uniquely determines

the time-independent electric potential of the Schrödinger equation. In [11] the

time-independent electric potential is stably determined by the DN map associated

with the dynamic magnetic Schrödinger equation on a Riemannian manifold. This

result was recently extended by [7] to simultaneous determination of both the

magnetic field and the electric potential. As for inverse coefficient problems of the

Schrödinger equation with either Neumann, spectral or scattering data, we refer

to [23, 24, 26, 33, 38, 39, 46, 47, 51, 53].

All the above-mentioned results are obtained in a bounded domain. Actually,

there are only a small number of mathematical papers dealing with inverse coef-

ficient problems in unbounded domains. One of them, [44], examines the problem

of determining a potential appearing in the wave equation in the half-space. As-

suming that the potential is known outside a fixed compact set, the author proves

that it is uniquely determined by the DN map. Unique determination of compactly

supported potentials appearing in the stationary Schrödinger equation in an infi-

nite slab from partial DN measurements is established in [40]. The same problem

is addressed by [38] for the stationary magnetic Schrödinger equation, and by

[54] for biharmonic operators with perturbations of order zero or one. The inverse

problem of determining the twisting function of an infinite twisted waveguide by

the DN map is addressed in [21]. The analysis carried out in [29, 45, 48, 50] is

adapted to unbounded cylindrical domains in [21] for time-independent potentials

with prescribed behavior outside a compact set. In [35], electric potentials with

suitable exponential decay along the infinite direction of the waveguide are stably

recovered from a single boundary measurement of the solution. This is by means of

a specifically designed Carleman estimate for the dynamic Schrödinger equation in
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infinite cylindrical domains, derived in [34]. The geometrical condition satisfied by

the boundary data measurements in [35] is relaxed in [13] for potentials that are

known in a neighborhood of the boundary. In [18], time-dependent potentials that

are periodic in the translational direction of the waveguide are stably retrieved by

the DN map of the Schrödinger equation, and periodic potentials are stably recov-

ered in [31] from the asymptotics of the boundary spectral data of the Dirichlet

Laplacian. As for the Calderón problem in a waveguide, translationally invariant

unknown coefficients are uniquely determined by the DN map in [28], whereas the

case of periodic coefficients is treated by [19, 20].

§1.4. Well-posedness

We start by examining the well-posedness of the IBVP (1.1) in the functional

space C([0, T ], H1(Ω)) ∩ C1([0, T ], H−1(Ω)). Namely, we are aiming for sufficient

conditions on the coefficients A, q and the nonhomogeneous Dirichlet data f ,

ensuring that (1.1) admits a unique solution in the transposition sense. We say

that u ∈ L∞(0, T ;H−1(Ω)) is a solution to (1.1) in the transposition sense if the

identity

〈u, F 〉L∞(0,T ;H−1(Ω)),L1(0,T ;H1
0 (Ω)) = 〈f, ∂νv〉L2(Σ)

holds for any F ∈ L1(0, T ;H1
0 (Ω)). Here, v denotes the unique C([0, T ], H1(Ω))-

solution to the transposition system

(1.5)


(i∂tv + ∆A + q)v = F in Q,

v(T, ·) = 0 in Ω,

v = 0 on Σ.

We refer to Section 2.3 for the full definition and description of transposition

solutions to (1.1).

Since ∂Ω is not bounded, we introduce the following notation. First, we set

Hs(∂Ω) := Hs
x3

(R, L2(∂ω)) ∩ L2
x3

(R, Hs(∂ω)), s > 0,

where x3 denotes the longitudinal variable of Ω. Next we put

Hr,s((0, T )×X) := Hr(0, T ;L2(X)) ∩ L2(0, T ;Hs(X)), r, s > 0,

where X is either Ω or ∂Ω. For the sake of shortness, we write Hr,s(Q) (resp.,

Hr,s(Σ)) instead of Hr,s((0, T )× Ω) (resp., Hr,s((0, T )× ∂Ω)). Finally, we define

H2,1
0 (Σ) := {f ∈ H2,1(Σ); f(0, ·) = ∂tf(0, ·) = 0}

and state the existence and uniqueness result of solutions to (1.1) in the transpo-

sition sense, as follows.
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Theorem 1.1. For M > 0, let A ∈W 1,∞(Ω,R)3 and q ∈W 1,∞(Ω,R) satisfy the

condition

(1.6) ‖A‖W 1,∞(Ω)3 + ‖q‖W 1,∞(Ω) 6M.

Then, for each f ∈ H2,1
0 (Σ), the IBVP (1.1) admits a unique solution u ∈

H1(0, T ;H1(Ω)) in the transposition sense and the estimate

(1.7) ‖u‖H1(0,T ;H1(Ω)) 6 C‖f‖H2,1(Σ)

holds for some positive constant C depending only on T , ω and M . Moreover, the

normal derivative ∂νu ∈ L2(Σ) and we have

(1.8) ‖∂νu‖L2(Σ) 6 C‖f‖H2,1(Σ).

It is clear from definition (1.3) and the continuity property (1.8) that the DN

map ΛA,q belongs to B(H2,1
0 (Σ), L2(Σ)), the set of linear bounded operators from

H2,1
0 (Σ) into L2(Σ).

§1.5. Nonuniqueness

There is a natural obstruction to the identification of A by ΛA,q, arising from

the invariance of the DN map under gauge transformation. More precisely, if Ψ ∈
W 2,∞(Ω) verifies Ψ|Γ = 0 then we have uA+∇Ψ = e−iΨuA, where uA (resp.,

uA+∇Ψ) denotes the solution to (1.1) associated with the magnetic potential A

(resp., A+∇Ψ), q ∈ L∞(Ω) and f ∈ H2,1
0 (Σ). Further, as

(∂ν + i(A+∇Ψ) · ν)uA+∇Ψ = e−iΨ(∂ν + iA · ν)uA = (∂ν + iA · ν)uA on Σ,

by direct calculation, we get ΛA,q = ΛA+∇Ψ,q, despite the fact that the two po-

tentials A and A+∇Ψ do not coincide in Ω (unless ψ is uniformly zero).

This shows that the best we can expect from knowledge of the DN map is to

identify (A, q) modulo gauge transformation of A. When A|∂Ω is known, this may

be equivalently reformulated as whether the magnetic field defined by the 2-form

associated with the vector curl A,

dA :=
1

2

3∑
i,j=1

(
∂xjai − ∂xiaj

)
dxj ∧ dxi,

and the electric potential q can be retrieved by ΛA,q. This is the inverse problem

that we examine in the remaining part of this article.
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§1.6. Main results

We define the set of admissible magnetic potentials as

A :=
{
A = (ai)16i63; a1, a2 ∈ L∞x3

(R, H2
0 (ω)) ∩W 2,∞(Ω)

and a3 ∈ C3(Ω) fulfills (1.9)–(1.10)
}
,

where

(1.9) sup
x∈Ω

 ∑
α∈N3

0, |α|63

〈x3〉d|∂αx a3(x)|

 <∞ for some d > 1,

and

(1.10) ∂αx a3(x) = 0, x ∈ ∂Ω, α ∈ N3
0 such that |α| 6 2.

Here and henceforth, H2
0 (ω) denotes the closure of C∞0 (ω) in the H2(ω)-topology,

〈x3〉 := (1 + x2
3)1/2 and N0 := {0, 1, 2, . . .}.

As will appear in Section 5 below, the technical conditions (1.9)–(1.10) are

useful for reducing the analysis of the inverse problem under investigation to the

particular case of unknown transverse magnetic potentials, i.e., magnetic potentials

whose third component is a priori known, which is a cornerstone of the strategy

used for proving the stability results of this article. This is made possible by (5.1),

showing that any magnetic potential A ∈ A admits a transverse magnetic potential

which is gauge equivalent to A.

The first result of this paper claims stable determination of the magnetic field

dA and unique identification of electric potential q from knowledge of the full

data, i.e., the DN map defined by (1.3) where both the Dirichlet and Neumann

measurements are performed on the whole boundary Σ.

Theorem 1.2. Fix A∗ := (ai,∗)16i63 ∈ W 2,∞(Ω,R)3 and for j = 1, 2, let qj ∈
W 1,∞(Ω) and Aj := (ai,j)16i63 ∈ A∗ +A satisfy the condition

(1.11)

2∑
i=1

∂xi (∂x3
(ai,1 − ai,2)− ∂xi(a3,1 − a3,2)) = 0 in Ω.

Then ΛA1,q1 = ΛA2,q2 yields dA1 = dA2 and q1 = q2.

Assume moreover that the estimate

(1.12)

2∑
j=1

(
‖Aj‖W 2,∞(Ω) + ‖qj‖W 1,∞(Ω) + ‖ej‖W 3,∞(Ω)

)
+ ‖A∗‖W 2,∞(Ω) 6M



A Magnetic Schrödinger Inverse Problem 685

holds for some M > 0, with

ej(x
′, x3) :=

∫ x3

−∞
(a3,j(x

′, y3)− a3,∗(x
′, y3))dy3, (x′, x3) ∈ Ω.

Then, there exist two constants µ0 ∈ (0, 1) and C > 0, both of them depending

only on T , ω and M , such that we have

(1.13) ‖dA1 − dA2‖L∞x3 (R,L2(ω)) 6 C‖ΛA1,q1 − ΛA2,q2‖µ0 .

In (1.13) and in the remaining part of this text, ‖ · ‖ denotes the usual norm

in B(H2,1(Σ), L2(Σ)), the space of linear bounded operators from H2,1(Σ) into

L2(Σ).

Notice that condition (1.11) imposes that the transverse magnetic field in-

duced by A1−A2 (i.e., the vector defined by the two first components of dA1−dA2)

has a magnetic field strength gradient. We point out that many applications, such

as magnetic resonance imaging techniques, need magnetic structures having a per-

manent transverse magnetic field with a magnetic field strength gradient; see [43,

Sect. 11.2.1].

In Theorem 1.2 we make use of the full DN map, as the magnetic field dA and

the electric potential q are recovered by observing the solution to (1.1) on the entire

lateral boundary Σ. In this case we may consider general unknown coefficients, in

the sense that the behavior of A and q with respect to the infinite variable is

not prescribed (we assume only that these coefficients and their derivatives are

uniformly bounded in Ω). In order to achieve the same result by measuring on

a bounded subset of Σ only, we need some extra information on the behavior of

the unknown coefficients with respect to x3. Namely, we impose that the strength

of the magnetic field generated by A = (ai)16i63 reaches its maximum in the

bounded subset (−r, r)× ω of Ω, for some fixed r > 0, i.e., that

(1.14) ‖∂xiaj−∂xjai‖L∞x3 (R,L2(ω)) = ‖∂xiaj−∂xjai‖L∞x3 (−r,r;L2(ω)), i, j = 1, 2, 3.

Thus, with reference to (1.14), we set Γr := ∂ω × (−r, r), introduce the space

H2,1
0 ((0, T )× Γr) :=

{
f ∈ H2,1(Σ); f(0, ·) = ∂tf(0, ·) = 0

and supp f ⊂ [0, T ]× ∂ω × [−r, r]
}
,

and define the partial DN map ΛA,q,r by

ΛA,q,r(f) := (∂ν + iA · ν)u|(0,T )×Γr , f ∈ H2,1
0 ((0, T )× Γr),

where u denotes the solution to (1.1). The following result states, for each

r > 0, that the magnetic field induced by potentials belonging (up to an addi-
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tive W 2,∞(Ω,R)3-term) to

Ar := {A = (ai)16i63 ∈ A satisfying (1.14)}

can be retrieved from knowledge of the partial DN map ΛA,q,r′ , provided we have

r′ > r.

Theorem 1.3. For j = 1, 2, let qj ∈ W 1,∞(Ω,R) and let Aj ∈ W 2,∞(Ω,R)3

satisfy A1 − A2 ∈ Ar, for some r > 0. Suppose that there exists r′ > r such that

ΛA1,q1,r′ = ΛA2,q2,r′ . Then, we have dA1 = dA2. Furthermore, if

‖q1 − q2‖L∞x3 (R,H−1(ω)) = ‖q1 − q2‖L∞x3 (−r,r;H−1(ω)),

then we have in addition q1 = q2.

Assume moreover that (1.11)–(1.12) hold. Then, the estimate

(1.15) ‖dA1 − dA2‖L∞x3 (R,L2(ω))3 6 C‖ΛA1,q1,r′ − ΛA2,q2,r′‖µ1

holds with two constants C > 0 and µ1 ∈ (0, 1) that depend only on T , ω, M , r

and r′.

We stress that Theorem 1.3 applies not only to magnetic (resp., electric)

potentials Aj (resp., qj), j = 1, 2, which coincide outside ω × (−r, r), but to a

fairly general class of magnetic potentials containing, e.g., 2r-periodic potentials

with respect to x3. More generally, if g ∈W 2,∞(R,R+) (resp., g ∈W 1,∞(R,R+))

is an even and nonincreasing function in R+ then it is easy to see that potentials

of the form g × Aj (resp., g × qj), where Aj (resp., qj) are suitable 2r-periodic

magnetic (resp., electric) potentials with respect to x3, fulfill the conditions of

Theorem 1.3.

Notice that the absence of stability for the electric potential q, manifested

in both Theorems 1.2 and 1.3, arises from the infinite extension of the spatial

domain Ω in the x3-direction. Indeed, the usual derivation of a stability equality

for q, from estimates such as (1.13) or (1.15), requires that the differential operator

d be invertible in Ω. Such a property is true in bounded domains (see, e.g., [53])

but, to the best of our knowledge, it is not known whether it can be extended

to unbounded waveguides. One way to overcome this technical difficulty is to

impose a certain gauge condition on the magnetic potentials, by prescribing their

divergence. In this case, we establish in Theorem 1.4 below, that the electric and

magnetic potentials can be simultaneously and stably determined by the DN map.



A Magnetic Schrödinger Inverse Problem 687

1.6.1. Simultaneous stable recovery of magnetic and electric potentials.

We first introduce the set of divergence-free transverse magnetic potentials,

A0 :=
{
A = (a1, a2, 0); a1, a2 ∈ L∞x3

(R, H2
0 (ω)) ∩W 2,∞(Ω),

∂x1
a1 + ∂x2

a2 = 0 in Ω
}

in such a way that we have ∇ · A = ∇ · A∗ for any A ∈ A∗ + A0, where A∗ ∈
W 2,∞(Ω)3 is an arbitrary fixed magnetic potential. Since determining A ∈ A∗+A0

from knowledge of the DN map amounts to recovering the magnetic field dA, then

we have the following result.

Theorem 1.4. Let M > 0 and let A∗ ∈ W 2,∞(Ω,R)3. For j = 1, 2, let qj ∈
W 1,∞(Ω,R) and let Aj ∈ A∗ +A0 satisfy (1.12). Then, there exist two constants

µ2 ∈ (0, 1) and C = C(T, ω,M) > 0 such that we have

(1.16) ‖A1 −A2‖L∞x3 (R,L2(ω))3 + ‖q1 − q2‖L∞x3 (R,H−1(ω)) 6 C‖ΛA1,q1 − ΛA2,q2‖µ2 .

Assume moreover that the two conditions

(1.17) ‖A1 −A2‖L∞x3 (R,L2(ω))3 = ‖A1 −A2‖L∞x3 (−r,r;L2(ω))3

and

(1.18) ‖q1 − q2‖L∞x3 (R,H−1(ω)) = ‖q1 − q2‖L∞x3 (−r,r;H−1(ω))

hold simultaneously for some r > 0. Then, for each r′ > r, we have

(1.19) ‖A1−A2‖L∞x3 (R,L2(ω)) +‖q1−q2‖L∞x3 (R,H−1(ω)) 6 C‖ΛA1,q1,r′−ΛA2,q2,r′‖µ2 ,

where C is a positive constant depending only on T , ω, M , r and r′.

We recall from [1, 53] that the DN map associated with the stationary mag-

netic Schrödinger equation (−∆A + q)u = 0 in a bounded domain, logarithmic-

stably determines the electric potential q and the magnetic field dA. Moreover,

we know from [42] that this logarithmic stability rate is the best we can expect

in this context. Therefore, it might seem surprising at first that the stability esti-

mates (1.12), (1.16) and (1.19) are of Hölder type. Actually, there is no surprise

here as the upgrade of the stability rate from logarithmic to Hölder, when sub-

stituting (1.1) for the stationary Schrödinger equation, arises from the presence

of the time variable in the dynamic Schrödinger equation. This fact, which was

previously used by [10], provides an additional level of freedom that enables us to

build GO solutions of the form (3.3), which are well suited for revealing the Hölder

stable dependency manifested in (1.13), (1.16) and (1.19) of the electromagnetic

coefficients of (1.1) with respect to the full DN map.
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It is not known whether a partial DN map associated with Neumann data

taken on (0, T )× γ ×R, where γ is an arbitrary subboundary of ∂ω with nonzero

Lebesgue measure, instead of Σ, still stably determines the electromagnetic coeffi-

cients of (1.1). Nevertheless, it is reasonable to think that the best we can expect

by adapting the analysis carried out in [9, 13] to the framework of (1.1) is a loga-

rithmic stable recovery of these coefficients, provided they are a priori known in a

neighborhood of the boundary ∂Ω.

1.6.2. Comments. The key ingredient in the analysis of the inverse problem

under examination is a suitable set of GO solutions to the magnetic Schrödinger

equation appearing in (1.1). These functions are specifically designed for the wave-

guide geometry of Ω, in such a way that the unknown coefficients can be recovered

by a separation of variables argument. More precisely, we seek GO solutions that

are functions of x = (x′, x3) ∈ Ω, but where the transverse variable x′ ∈ ω and the

translational variable x3 ∈ R are separated. This approach was previously used in

[32] for determining zeroth-order unknown coefficients of the wave equation. Since

we consider first-order unknown coefficients in this paper, the main issue here is to

take into account both the cylindrical shape of Ω and the presence of the magnetic

potential in the design of the GO solutions.

When the domain Ω is bounded, we know from [10] that the magnetic field dA

is uniquely determined by the DN map associated with (1.1). The main achieve-

ment of the present paper is to extend the above statement to unbounded cylindri-

cal domains. Actually, we also improve the results of [10] in two directions. First,

we prove simultaneous determination of the magnetic field dA and the electric

potential q. Second, the regularity condition imposed on admissible magnetic po-

tentials entering the Schrödinger equation of (1.1) is weakened from W 3,∞(Ω) to

W 2,∞(Ω).

To the best of our knowledge, this is the first mathematical paper claiming

identification by boundary measurements, of non-compactly supported magnetic

field and electric potential. Moreover, in contrast to the other works of the math-

ematical literature [13, 18, 34] dealing with the stability issue of inverse problems

for the Schrödinger equation in an infinite cylindrical domain, we no longer require

that the various unknown coefficients be periodic or decay exponentially fast with

respect to the translational direction of the waveguide.

Finally, since conditions (1.14) and (1.17)–(1.18) are imposed in ω × (−r, r)
only and since the solution to (1.1) lives in the infinitely extended cylinder (0, T )×
Ω, we point out that the results of Theorems 1.3 and 1.4 cannot be derived from

similar statements derived in a bounded domain.
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§1.7. Outline

The paper is organized as follows. In Section 2 we examine the forward problem

associated with (1.1) by rigorously defining the transposition solutions to (1.1) and

proving Theorem 1.1. In Section 3 we build the GO solutions to the Schrödinger

equation appearing in (1.1), which are the key ingredient in the analysis of the

inverse problem carried out in the two last sections of this paper. In Section 4 we

estimate the X-ray transform of first-order partial derivatives of the transverse

magnetic potential and the Fourier transform of the aligned magnetic field, in

terms of the DN map. Finally, Section 5 contains the proofs of Theorems 1.2, 1.3

and 1.4.

§2. Analysis of the forward problem

In this section we study the forward problem associated with (1.1), i.e., we prove

the statement of Theorem 1.1. Although this problem is very well documented

when Ω is bounded (see, e.g., [10]), to the best of our knowledge, it cannot be

directly derived from any published mathematical work in the framework of the

unbounded waveguide Ω under consideration in this paper.

The proof of Theorem 1.1, which is presented in Section 2.4, deals with trans-

position solutions to (1.1) that are rigorously defined in Section 2.3. As a prelimi-

nary, we start by examining the elliptic part of the dynamic magnetic Schrödinger

operator appearing in (1.1) in Section 2.1 and we establish an existence and unique-

ness result for the corresponding system in Section 2.2.

§2.1. Elliptic magnetic Schrödinger operator

For A ∈ W 1,∞(Ω,R)3 we set ∇A := ∇ + iA, where iA denotes the multiplier by

iA, and we notice for all u ∈ H1(Ω) that

(2.1) |∇Au(x)|2 > (1− ε)|∇u(x)|+ (1− ε−1)|Au(x)|2, ε > 0, x ∈ Ω.

Next, for q ∈ L∞(Ω;R), we introduce the sesquilinear form

hA,q(u, v) :=

∫
Ω

∇Au(x) · ∇Av(x)dx−
∫

Ω

q(x)u(x)v(x)dx,

u, v ∈ D(hA,q) := H1
0 (Ω)

and consider the self-adjoint operator HA,q in L2(Ω), generated by hA,q. In light

of [35, Prop. 2.5], HA,q acts on its domain D(HA,q) := H1
0 (Ω) ∩ H2(Ω) as the

operator −(∆A + q), where ∆A := ∇A · ∇A is expressed by (1.2).
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Further, for all x ∈ Ω fixed, taking ε = |A(x)|2/(1 + |A(x)|2) in (2.1), we get

|∇Au(x)|2 > |∇u(x)|2/(1 + |A(x)|2)− |u(x)|2, whence

hA,0(u, u) + ‖u‖2L2(Ω) >
‖∇u‖2L2(Ω)3

1 + ‖A‖2L∞(Ω)

, u ∈ H1
0 (Ω),

where hA,0 stands for hA,q in the particular case where q is uniformly zero. Thus,

we deduce from the Poincaré inequality and the Lax–Milgram theorem that for

any v ∈ H−1(Ω) there exists a unique φv ∈ H1
0 (Ω) satisfying

(2.2) −∆Aφv + φv = v.

Next, for u and v in H−1(Ω), we put

〈u, v〉−1 := Re

(∫
Ω

∇Aφu(x) · ∇Aφv(x)dx+

∫
Ω

φu(x)φv(x)dx

)
and check that the space H−1(Ω) endowed with the above scalar product is Hilber-

tian. Having said that, we may now prove the following technical result.

Lemma 2.1. For each A ∈ W 1,∞(Ω,R)3, the linear operator BA := ∆A with

domain D(BA) := H1
0 (Ω) is self-adjoint and negative in H−1(Ω).

Proof. We proceed as in the proof of [16, Prop. 2.6.14 and Cor. 2.6.15]. Namely,

we pick u and v in C∞0 (Ω), and write

〈BAu, v〉−1 = 〈w, v〉−1 + 〈u, v〉−1,

with w := BAu− u. Taking into account that φw = −u, we obtain

〈BAu, v〉−1 = −Re

(∫
Ω

∇Au(x) · ∇Aφv(x)dx+

∫
Ω

u(x)φv(x)dx

)
+ 〈u, v〉−1.

(2.3)

Next, integrating by parts, we get

−Re

(∫
Ω

∇Au(x) · ∇Aφv(x)dx+

∫
Ω

u(x)φv(x)dx

)
= −Re〈u,−∆Aφv + φv〉L2(Ω)

= −Re〈u, v〉L2(Ω),

so (2.3) yields

(2.4) 〈BAu, v〉−1 = −Re〈u, v〉L2(Ω) + 〈u, v〉−1.

Further, since 〈u, u〉−1 = Re〈φu, (−∆A + 1)φu〉L2(Ω) = Re〈φu, u〉L2(Ω) and

‖φu‖2L2(Ω) 6 〈u, u〉−1, we see that 〈u, u〉−1 6 ‖u‖2L2(Ω). Therefore, we obtain

(2.5) 〈BAu, u〉−1 = −‖u‖2L2(Ω) + 〈u, u〉−1 6 0
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by taking v = u in (2.4).

By density of C∞0 (Ω) in H1
0 (Ω), both estimates (2.4) and (2.5) remain valid

for all u and v in H1
0 (Ω). As a consequence, the operator BA is dissipative. Fur-

thermore, 1−BA being surjective from H1
0 (Ω) onto H−1(Ω), by (2.2), we get that

BA is m-dissipative. Moreover, it follows readily from (2.4) that

〈BAu, v〉−1 = 〈u,BAv〉−1, u, v ∈ H1
0 (Ω).

Hence the graph of BA is contained in the one of its adjoint B∗A and thus BA is

self-adjoint by virtue of [16, Cor. 2.4.10].

§2.2. Existence and uniqueness result

For further use, we establish the following existence and uniqueness result for the

system

(2.6)


(i∂t + ∆A + q)v = F in Q,

v(0, ·) = 0 in Ω,

v = 0 on Σ,

with homogeneous Dirichlet boundary condition and suitable source term F .

Lemma 2.2. Let M , A and q be the same as in Theorem 1.1.

(i) Assume that F ∈ L1(0, T ;H1
0 (Ω)). Then, system (2.6) admits a unique solu-

tion v ∈ C([0, T ], H1
0 (Ω)), satisfying

(2.7) ‖v‖C([0,T ],H1(Ω) 6 C‖F‖L1(0,T ;H1(Ω))

for some constant C > 0, depending only on T , ω and M .

(ii) If F ∈W 1,1(0, T ;L2(Ω)), then (2.6) admits a unique solution

v ∈ Z := C1([0, T ], L2(Ω)) ∩ C([0, T ], H1
0 (Ω) ∩H2(Ω))

and there exists C = C(T, ω,M) > 0 such that we have

‖v‖Z 6 C‖F‖W 1,1(0,T ;L2(Ω)).

Proof. The proof boils down to the statement, borrowed from [18, Lem. 2.1],

claiming for any Banach space X, any m-dissipative operator U in X with dense

domain D(U) and any B ∈ C([0, T ],B(D(U))), that for all v0 ∈ D(U) and all

f ∈ C([0, T ], X) ∩ L1(0, T ;D(U)) (resp., f ∈ W 1,1(0, T ;X)) there exists a unique

solution v ∈ Z0 = C([0, T ], D(U)) ∩ C1([0, T ], X) to the Cauchy problem{
v′(t) = Uv(t) +B(t)v(t) + f(t),

v(0) = v0,
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such that

‖v‖Z0
= ‖v‖C0([0,T ],D(U)) + ‖v‖C1([0,T ],X) 6 C(‖v0‖D(U) + ‖f‖∗).

Here C is some positive constant depending only on T and ‖B‖C([0,T ],B(D(U))),

and ‖f‖∗ stands for the norm ‖f‖C([0,T ],X)∩L1(0,T ;D(U)) (resp., ‖f‖W 1,1(0,T ;X)).

Notice that the operator iBA is skew-adjoint as BA is self-adjoint in H−1(Ω).

Hence, iBA is m-dissipative with dense domain in H−1(Ω). Further, the multiplier

by iq being bounded in C([0, T ], H1
0 (Ω)), we obtain (i) by applying the above result

with X = H−1(Ω), U = iBA,q, f = iF , B(t) = iq and v0 = 0.

Similarly, as HA,q is self-adjoint in L2(Ω), then the operator −iHA,q is m-

dissipative with dense domain in L2(Ω) and we derive (ii) by applying [18, Lem. 2.1]

with X = L2(Ω), U = −iHA,q, f = iF , B(t) = 0 and v0 = 0.

Remark 2.3. Put w(t, x) := v(T − t, x) for (t, x) ∈ Q. Since w is a solution to

the system

(2.8)


(i∂t + ∆A + q)w = F in Q,

w(T, ·) = 0 in Ω,

w = 0 on Σ,

whenever v is a solution to the IBVP (2.6) where the function (t, x) 7→ F (T − t, x)

is substituted for F , we infer from Lemma 2.2 that the transposed system (2.8)

admits a unique solution w in C0([0, T ], H1
0 (Ω)) (resp., Z), provided F is in

L1(0, T ;H1
0 (Ω)) (resp., W 1,1(0, T ;L2(Ω))).

§2.3. Transposition solutions

As preamble to the definition of transposition solutions to (1.1), we establish that

the normal derivative of the C([0, T ], H1
0 (Ω))-solution to (2.6) lies in L2(Σ).

Lemma 2.4. Let M , A and q be as in Lemma 2.2. Then, the linear map F 7→
∂νv, where v denotes the C([0, T ], H1

0 (Ω))-solution to (2.6) associated with F ∈
L1(0, T ;H1

0 (Ω)), given by Lemma 2.2, is bounded from L1(0, T ;H1
0 (Ω)) into L2(Σ).

Proof. Since ‖v‖C([0,T ],H1(Ω)) 6 C‖F‖L1(0,T ;H1(Ω)), by (2.7), we may assume with-

out loss of generality that A = 0 and q = 0.

Assume that F ∈ W 1,1(0, T ;L2(Ω)) in such a way that v ∈ Z, by virtue of

Lemma 2.2. Let N1 ∈ C2(ω)2 satisfy N1 = ν1 on ∂ω, where ν1 denotes the unit

outward normal vector to ∂ω. Put N(x′, x3) := (N1(x′), 0) for all x′ ∈ ω and

x3 ∈ R, so that N ∈ C2(Ω)3 ∩W 2,∞(Ω)3 verifies N = ν on ∂Ω. Then, we have

(2.9) 〈i∂tv + ∆v,N · ∇v〉L2(Q) = 〈F,N · ∇v〉L2(Q).
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By integrating by parts with respect to t, we get

〈∂tv,N · ∇v〉L2(Q) = 〈v(T, ·), N · ∇v(T, ·)〉L2(Ω) − 〈v,N · ∇∂tv〉L2(Q)

= 〈v(T, ·), N · ∇v(T, ·)〉L2(Ω) + 〈N · ∇v, ∂tv〉L2(Q) − I,(2.10)

where I :=
∫
Q
N · ∇(v∂tv)dx dt. Taking into account that N · ∇ = N1 · ∇x′ ,

where ∇x′ denotes the gradient operator with respect to x′ ∈ ω, we have I =∫
Q
N1 · ∇x′(v∂tv)dxdt and hence

I =

∫
Q

∇x′ · (v(t, x)∂tv(t, x)N1(x′))dx′ dx3 dt− 〈(∇ ·N)v, v∂tv〉L2(Q)

=

∫
Σ

v(t, x)∂tv(t, x)N1(x′) · ν1(x′)dx′ dx3 dt− 〈(∇ ·N)v, ∂tv〉L2(Q)

= −〈(∇ ·N)v, ∂tv〉L2(Q),(2.11)

by Green’s formula, since v|Σ = 0. Putting (2.10)–(2.11) together, we obtain

2Re〈i∂tv,N · ∇v〉L2(Q) = i〈v(T, ·), N · ∇v(T, ·)〉L2(Ω) − 〈(∇ ·N)v, i∂tv〉L2(Q)

= i〈v(T, ·), N · ∇v(T, ·)〉L2(Ω) + 〈(∇ ·N)v,∆v〉L2(Q)

− 〈(∇ ·N)v, F 〉L2(Q).(2.12)

Applying Green’s formula with respect to x′ ∈ ω and integrating by parts with

respect to x3 ∈ R, we find

〈(∇ ·N)v,∆v〉L2(Q) = −〈(∇ ·N)∇v,∇v〉L2(Q)3 − 〈v∇(∇ ·N),∇v〉L2(Q)3 ,

so (2.12) entails

2Re〈i∂tv,N · ∇v〉L2(Q) = i〈v(T, ·), N · ∇v(T, ·)〉L2(Ω) − 〈(∇ ·N)∇v,∇v〉L2(Q)3

− 〈v∇(∇ ·N),∇v〉L2(Q)3 − 〈(∇ ·N)v, F 〉L2(Q).

This and (2.7) yield∣∣Re〈i∂tv,N · ∇v〉L2(Q)

∣∣ 6 C‖v‖C([0,T ],H1(Ω))

(
‖v‖C([0,T ],H1(Ω)) + ‖F‖L1(0,T ;H1(Ω))

)
6 C‖F‖2L1(0,T ;H1(Ω)).

From this and (2.9), it then follows that

(2.13)
∣∣Re〈∆v,N · ∇v〉L2(Q)

∣∣ 6 C‖F‖2L1(0,T ;H1(Ω)).

On the other hand, upon applying Green’s formula with respect to x′ ∈ ω and

integrating by parts with respect to x3 ∈ R, we get

〈∆v,N · ∇v〉L2(Q) = −〈∇v,∇(N · ∇v)〉L2(Q)3 + 〈∇v · ν,N · ∇v〉L2(Σ)

= −〈∇v,∇(N · ∇v)〉L2(Q)3 + ‖∂νv‖2L2(Σ).(2.14)
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Moreover, since Re
(
∇v · ∇(N · ∇v)

)
= Re

(
(H∇v) · ∇v

)
+ 1

2N · ∇ |∇v|
2

with

H := (∂xiNj)16i,j63 and N := (Nj)16j63, we infer from (2.14) that

Re〈∆v,N · ∇v〉L2(Q) = ‖∂νv‖2L2(Σ) − Re〈H∇v,∇v〉L2(Q)3

− 1

2

∫
Q

N · ∇ |∇v|2 dxdt.
(2.15)

Further, by applying Green’s formula with respect to x′ ∈ ω once more, we find

for a.e. (t, x3) ∈ (0, T )× R, that∫
ω

N(x′, x3) · ∇ |∇v(t, x′, x3)|2 dx′ =

∫
ω

N1(x′) · ∇x′ |∇v(t, x′, x3)|2 dx′

= ‖∇v(t, ·, x3)‖2L2(∂ω)3

− 〈(∇ ·N)∇v(t, ·, x3),∇v(t, ·, x3)〉L2(ω)3 .
(2.16)

Bearing in mind that v|Σ = 0, we have |∇v|2 = |∂νv|2 on Σ, so we deduce from

(2.16) that∫
Q

N · ∇ |∇v|2 dxdt = ‖∂νv‖2L2(Σ) − 〈(∇ ·N)∇v,∇v〉L2(Q)3 .

We infer from this and (2.15) that

‖∂νv‖2L2(Σ) = 2Re〈∆v,N · ∇v〉L2(Q) + 2Re〈H∇v,∇v〉L2(Q)3

− 〈(∇ ·N)∇v,∇v〉L2(Q)3

and hence

‖∂νv‖L2(Σ)) 6 C
(
‖F‖L1(0,T ;H1(Ω)) + ‖v‖C([0,T ],H1(Ω))

)
6 C‖F‖L1(0,T ;H1(Ω)),

according to (2.7) and (2.13). By density of W 1,1(0, T ;H1
0 (Ω)) in L1(0, T ;H1

0 (Ω))

we extend the above estimate to every F ∈ L1(0, T ;H1
0 (Ω)), proving the desired

result.

Armed with Lemma 2.4, we now introduce the transposition solution to (1.1).

For F ∈ L1(0, T ;H1
0 (Ω)), we denote by v ∈ C0([0, T ], H1

0 (Ω)) the solution to (2.8)

given by Remark 2.3. Since (t, x) 7→ v(T − t, x) is a solution to (2.6) associated

with the source term (t, x) 7→ F (T − t, x), we infer from Lemma 2.4 that the

mapping F 7→ ∂νv is bounded from L1(0, T ;H1
0 (Ω)) into L2(Σ). Therefore, for

each f ∈ L2(Σ), the mapping

`f : F 7→ 〈f, ∂νv〉L2(Σ)
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is an antilinear form on L1(0, T ;H1
0 (Ω)). Thus, there exists a unique u ∈ L∞(0, T ;

H−1(Ω)) such that we have

(2.17) 〈u, F 〉L∞(0,T ;H−1(Ω)),L1(0,T ;H1
0 (Ω)) = `f (F ), F ∈ L1(0, T ;H1

0 (Ω)),

according to Riesz’s representation theorem. The function u, characterized by

(2.17), is named the solution in the transposition sense to (1.1).

§2.4. Proof of Theorem 1.1

Let w ∈ L∞(0, T ;H−1(Ω)) be the solution in the transposition sense to the system
(i∂t + ∆A + q)w = 0 in Q,

w(0, ·) = 0 in Ω,

w = ∂2
t f on Σ.

For any t ∈ (0, T ) we put v(t, ·) :=
∫ t

0
w(s, ·)ds in such a way that v is the solution

in the transposition sense to the system

(2.18)


(i∂t + ∆A + q) v = 0 in Q,

v(0, ·) = 0 in Ω,

v = ∂tf on Σ.

We have v = ∂tf ∈ H1,1/2(Σ) by [41, Sect. 4, Prop. 2.3]. Next, since H1,1/2(Σ) ⊂
L2(0, T ;H1/2(∂Ω)) from the very definition of H1,1/2(Σ), and −∆Av = iw+ qv in

Q, from the first line of (2.18), then v ∈ L2(0, T ;H1(Ω)) ∩W 1,∞(0, T ;H−1(Ω)).

Moreover, we have the estimate

‖v‖L2(0,T ;H1(Ω)) 6 C
(
‖w‖L2(0,T ;H−1(Ω)) + ‖qv‖L2(0,T ;H−1(Ω))

+ ‖∂tf‖L2(0,T ;H1/2(∂Ω))

)
,

(2.19)

where the constant C > 0 depends only on T , ω and M .

On the other hand, from the very definition of the transposition solution w,

we obtain

‖w‖L2(0,T ;H−1(Ω)) 6 T 1/2‖w‖L∞(0,T ;H−1(Ω))

6 C‖∂2
t f‖L2(Σ) 6 C‖f‖H2,1(Σ),(2.20)

with the aid of Lemma 2.4. As a consequence we have

(2.21) ‖qv‖L2(0,T ;H−1(Ω)) 6 ‖q‖W 1,∞(Ω)T‖w‖L2(0,T ;H−1(Ω)) 6 C‖f‖H2,1(Σ).
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Putting (2.19)–(2.21) together, we find

(2.22) ‖v‖L2(0,T ;H1(Ω)) 6 C‖f‖H2,1(Σ),

for some constant C = C(T, ω,M) > 0.

Finally, as u(t) =
∫ t

0
v(s)ds is a solution to (1.1) in the transposition sense,

we have

‖u‖H1(0,T ;H1(Ω)) 6 (1 + T )1/2‖v‖L2(0,T ;H1(Ω))

and (1.7) follows from this and (2.22).

We turn now to proving (1.8). To do that, we pick f ∈ C∞([0, T ] × ∂Ω) ∩
H2,1

0 (Σ) and proceed as in the derivation of Lemma 2.4. We get

‖∂νu‖L2(Σ) 6 C
(
‖u‖H1(0,T ;H1(Ω)) + ‖f‖H2,1(Σ)

)
,

for some constant C = C(T, ω,M) > 0, so we deduce from (1.7) that

‖∂νu‖L2(Σ) 6 C‖f‖H2,1(Σ).

The desired result follows from this by invoking the density of C∞([0, T ]× ∂Ω) ∩
H2,1

0 (Σ) in H2,1
0 (Σ).

§3. GO solutions

In this section we build GO solutions to the magnetic Schrödinger equation in Ω.

These functions are essential tools in the proofs of Theorems 1.2, 1.3 and 1.4. As

in [33], we take advantage of the translational invariance of Ω with respect to the

longitudinal direction x3, in order to adapt the method suggested by Bellassoued

and Choulli in [10] for building GO solutions to the magnetic Schrödinger equation

in a bounded domain, to the framework of the unbounded waveguide Ω. Moreover,

as we aim to reduce the regularity assumption imposed on the magnetic potential

by the GO solutions construction method, we follow the strategy developed in

[23, 38, 39, 46] for magnetic Laplace operators, and rather build GO solutions to

the Schrödinger equation associated with a suitable smooth approximation of the

magnetic potential.

Throughout the entire section, we consider two magnetic potentials

Aj = (A]j , aj,3) ∈W 2,∞(Ω,R)2 ×W 2,∞(Ω,R), j = 1, 2

and two electric potentials qj ∈W 1,∞(Ω,R), obeying the conditions

(3.1) ‖Aj‖W 2,∞(Ω)3 + ‖qj‖W 1,∞(Ω) 6M, j = 1, 2
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and

(3.2) ∂αxA1 = ∂αxA2 on ∂Ω, for all α ∈ N3
0 such that |α| 6 1.

For σ > 0, we denote by A]j,σ a suitable C∞(R3,R)2∩W∞,∞(R3,R)2-approximation

of A]j that we shall make precise in Lemma 3.3 below. We seek solutions uj,σ to

the magnetic Schrödinger equation of (1.1) where (Aj , qj) is substituted for (A, q),

of the form

uj,σ(t, x′, x3) := Φj(2σt, x)bj,σ(2σt, x)eiσ(x′·θ−σt) + ψj,σ(t, x),(3.3)

t ∈ R, x = (x′, x3) ∈ ω × R.

Here, θ ∈ S1 := {y ∈ R2 : |y| = 1} is fixed,

bj,σ(t, x) := exp

(
−i
∫ t

0

θ ·A]j,σ(x′ − sθ, x3)ds

)
,(3.4)

t ∈ R, x = (x′, x3) ∈ ω × R,

Φj is a solution to the transport equation

(3.5) (∂t + θ · ∇x′) Φj = 0 in R× Ω

and we impose that the remainder term ψj,σ ∈ L2(Q) scales at best like σ−1/2

when σ is large, i.e.,

(3.6) lim
σ→+∞

σ1/2‖ψj,σ‖L2(Q) = 0.

As it will appear in the coming subsection, such a construction requires that A]j,σ
be sufficiently close to A]j .

§3.1. Magnetic potential mollification

We aim to define a suitable smooth approximation

A]j,σ ∈ C
∞(R3,R)2 ∩W∞,∞(R3,R)2, j = 1, 2

of A]j = (a1,j , a2,j). This preliminarily requires that A]j be appropriately extended

to a larger domain than Ω.

Lemma 3.1. Let A]j, for j = 1, 2 be in W 2,∞(Ω,R)2 and fulfill (3.2). Let ω̃ be a

smooth open bounded subset of R2 containing ω. Then, there exist two potentials

Ã]1 and Ã]2 in W 2,∞(R3,R)2, both of them supported in Ω̃ := ω̃ × R, such that we

have

(3.7) Ã]j = A]j in Ω, for j = 1, 2 and Ã]1 = Ã]2 in Ω̃ \ Ω.
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Moreover, the two estimates

(3.8) ‖Ã]j‖W 2,∞(R3)2 6 C max
(
‖A]1‖W 2,∞(Ω)2 , ‖A]2‖W 2,∞(Ω)2

)
, j = 1, 2

hold for some constant C > 0, depending only on ω and ω̃.

Proof. By [49, Sect. 3, Thm. 5] and [35, Lem. 2.7], there exists Ã]1 ∈W 2,∞(R3,R)2

such that Ã]1 = A]1 in Ω and (3.8) holds true for j = 1. Then, upon possibly

substituting χÃ]1 for Ã]1, where χ ∈ C∞(R3,R) is supported in Ω̃ and verifies

χ(x) = 1 for all x ∈ Ω, we may assume that Ã]1 is supported in Ω̃ as well.

Next, putting

(3.9) Ã]2(x) :=

{
A]2(x) if x ∈ Ω,

Ã]1(x) if x ∈ R3 \ Ω,

it is clear from (3.2) that Ã]2 ∈ W 2,∞(R3,R)2 and that it satisfies (3.8) with

j = 2.

Having seen this, we define for each σ > 0 the smooth approximation aσ ∈
C∞(R3,R) ∩W∞,∞(R3,R) of a function ã ∈W 2,∞(R3,R), supported in Ω̃, by

(3.10) aσ(x) :=

∫
R3

χσ(x− y) (ã(y) + (x− y) · ∇ã(y)) dy, x ∈ R3.

Here we have set χσ(x) := σχ(σ1/3x) for all x ∈ R3, where χ ∈ C∞0 (R3,R+) is

such that

supp χ ⊂ {x ∈ R3; |x| 6 1} and

∫
R3

χ(x)dx = 1.

As can be seen from the following result, the function aσ gets closer to ã as the

parameter σ becomes large.

Lemma 3.2. Let ã ∈ W 2,∞(R3,R) be supported in Ω̃ and satisfy ‖ã‖W 2,∞(R3) 6
M , for some M > 0. Then, there exists a constant C > 0, depending only on ω,

ω̃ and M , such that for all σ > 0 we have

(3.11) ‖aσ − ã‖Wk,∞(R3) 6 Cσ(k−2)/3, k = 0, 1,

where W 0,∞(Ω) stands for L∞(Ω), and

(3.12) ‖aσ‖Wk,∞(R3) 6 Cσ(k−2)/3, k > 2.

Proof. We establish only (3.11), the estimate (3.12) being obtained in a similar

fashion. For x ∈ R3 fixed, we make the change of variable η = σ1/3(x−y) in (3.10)
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and get

aσ(x) =

∫
R3

χ(η)ã(x− σ−1/3η)dη

+ σ−1/3

∫
R3

χ(η)
(
η · ∇ã(x− σ−1/3η)

)
dη.(3.13)

On the other hand, we have∫
R3

χ(η)ã(x− σ−1/3η)dη − ã(x) =

∫
R3

χ(η)
(
ã(x− σ−1/3η)− ã(x)

)
dη

= −σ−1/3

∫
R3

χ(η)

(∫ 1

0

η · ∇ã(x− sσ−1/3η)ds

)
dη,

so we infer from (3.13) that

(3.14)

aσ(x)−ã(x) = σ−1/3

∫
R3

χ(η)

(∫ 1

0

η ·
(
∇ã(x−σ−1/3η)−∇ã(x− sσ−1/3η)

)
ds

)
dη.

By the Sobolev embedding theorem (see, e.g., [27, Thm.1.4.4.1] and [52, Lem.3.13]

we know that ã ∈ C1,1(R3) satisfies the estimate ‖ã‖C1,1(R3) 6 C‖ã‖W 2,∞(R3) for

some constant C > 0 that is independent of ã. Thus, (3.14) yields

|aσ(x)− ã(x)| 6 C‖ã‖W 2,∞(R3)

(∫
R3

χ(η)|η|2dη

)
σ−2/3

and (3.11) with k = 0 follows readily from this and the estimate ‖ã‖W 2,∞(R3) 6M .

Further, upon differentiating (3.14) with respect to xi, for i = 1, 2, 3, and upper

bounding the integrand function (η, s) 7→ ∇∂iã(x− σ−1/3η)−∇∂iã(x− sσ−1/3η)

by 2‖ã‖W 2,∞(R3), uniformly over R3 × (0, 1), we obtain (3.11) for k = 1.

We notice, for further use, from (3.10) and the expression of χσ, that

aσ(x) =

∫
R3

(χσ(x− y)−∇ · ((x− y)χσ(x− y))) ã(y)dy

=

∫
R3

(
4σχ(σ1/3(x− y)) + σ4/3(x− y) · ∇χ(σ1/3(x− y))

)
ã(y)dy, x ∈ R3.

Making the change of variable z = σ1/3(x− y) in the above integral, we find

aσ(x) =

∫
R3

(4χ(z) + z · ∇χ(z)) ã(σ−1/3z − x)dz, x ∈ R3.

Since χ is compactly supported in R3, this entails that

(3.15) ‖aσ‖L∞(R3) 6 C‖ã‖L∞(R3), σ > 0,
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where the constant C > 0 depends only on χ.

Let Ã]j = (ã1,j , ã2,j), j = 1, 2 be given by Lemma 3.1. With reference to

(3.10), we define the smooth magnetic potentials

A]j,σ = (a1,j,σ, a2,j,σ) ∈ C∞(R3,R)2 ∩W∞,∞(R3,R)2

by setting

ai,j,σ(x) :=

∫
R3

χσ(x− y) (ãi,j(y) + (x− y) · ∇ãi,j(y)) dy,(3.16)

x ∈ R3, i, j = 1, 2.

Thus, applying Lemma 3.2 with ã = ãi,j for i, j = 1, 2, we obtain the following

result.

Lemma 3.3. For j = 1, 2, let A]j be the same as in Lemma 3.1 and fulfill (3.1).

Then, there exists a constant C > 0, depending only on ω and M , such that for

all σ > 0 we have

‖A]j,σ −A
]
j‖Wk,∞(Ω)2 6 ‖A]j,σ − Ã

]
j‖Wk,∞(R3)2

6 Cσ(k−2)/3, j = 1, 2, k = 0, 1,
(3.17)

where Ã]j is given by Lemma 3.1, and

(3.18) ‖A]j,σ‖Wk,∞(R3)2 6 Cσ(k−2)/3‖Ã]j‖W 2,∞(R3) 6 Cσ(k−2)/3, k > 2.

For further use, we notice from (3.4) and from (3.18) with k = 2, that the

estimate

(3.19) ‖bj,σ‖W 2,∞(R×Ω) + ‖∂tbj,σ‖W 2,∞(R×Ω) 6 C, j = 1, 2

holds uniformly in σ > 0, for some constant C > 0 that is independent of σ.

Moreover, it can be checked from (3.4) through direct calculation, that

θ · ∇x′bj,σ(t, x) = −i

(
2∑

m=1

θm

∫ t

0

2∑
k=1

θk∂xkaj,m,σ(x′ − sθ, x3)ds

)
bj(t, x)

= i

(
2∑
k=1

θk

∫ t

0

d

ds
aj,k,σ(x′ − sθ, x3)ds

)
bj(t, x)

= i
(
θ ·A]j,σ(x′ − tθ, x3)− θ ·A]j,σ(x′, x3)

)
bj(t, x), (t, x) ∈ Q.

Therefore, bj,σ is a solution to the transport equation

(3.20) (∂t + θ · ∇x′ + iθ ·A]j,σ)bj,σ = 0 in Q, σ ∈ R∗+, j = 1, 2.
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We turn now to building suitable GO solutions to the magnetic Schrödinger

equation of (1.1).

§3.2. Building GO solutions to magnetic Schrödinger equations

For j = 1, 2, we seek GO solutions to the magnetic Schrödinger equation of (1.1)

where (A, q) is replaced by (Aj , qj). We assume that (Aj , qj) fulfills the conditions

(3.3)–(3.6), where the function A]j,σ, appearing in (3.4), is the smooth magnetic

potential described by Lemma 3.3. This requires that the functions Φj in (3.3) be

preliminarily defined. To do that, we set B(0, r) := {x′ ∈ R2; |x′| < r} for all

r > 0 and take R > 1 so large that ω̃ ⊂ B(0, R − 1), where ω̃ is the same as in

Lemma 3.1. Next we pick φj ∈ C∞0 (R3) such that

(3.21) supp φj(·, x3) ⊂ DR := B(0, R+ 1)\B(0, R), x3 ∈ R,

and put

(3.22) Φj(t, x) := φj(x
′ − tθ, x3), (t, x) ∈ R× R3.

It is clear from (3.21) and the embedding ω ⊂ B(0, R− 1) that

(3.23) supp φj(·, x3) ∩ ω = ∅, x3 ∈ R,

and from (3.22) that Φ is a solution to the transport equation (3.5).

In the sequel, we choose σ > σ∗ := (R+ 1)/T in such a way that

supp Φj(±2σt, ·, x3) ∩ ω = supp φj(· ∓ 2σtθ, x3) ∩ ω
= ∅, (t, x3) ∈ [T,+∞)× R.

(3.24)

Notice that upon possibly enlarging R, we may assume that σ∗ > 1, which will

always be the case in the remaining part of this text.

Next we introduce

Hkθ :=
{
φ ∈ Hk(R3); θ ·∇x′ ·φ ∈ Hk(R3) and supp φ(·, x3) ⊂ DR for a.e. x3 ∈ R

}
,

a subspace of Hk(R3) for k ∈ N0, endowed with the norm

(3.25) Nk,θ(φ) := ‖φ‖Hk(R3) + ‖θ · ∇x′φ‖Hk(R3), φ ∈ H2
θ.

For notational simplicity, we put

(3.26) Nθ,σ(φ) := N2,θ(φ) + σ1/3N0,θ(φ).

The coming statement claims existence of GO solutions uj,σ, given by (3.3), where

the L2(0, T ;Hk(Ω))-norm of the correction term ψj,σ is bounded by Nθ,σ(φj)/

σ1−k for k = 0, 1.
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Proposition 3.4. Let M > 0 and let Aj ∈ W 2,∞(Ω,R3) and qj ∈ W 1,∞(Ω,R),

j = 1, 2 fulfill (3.1)–(3.2). Then, for all σ > σ∗, there exists uj,σ ∈ C1([0, T ],

L2(Ω))∩C([0, T ], H2(Ω)) obeying (3.3)–(3.6), where Φj is defined by (3.21)–(3.22),

such that we have (
i∂t + ∆Aj + qj

)
uj,σ = 0 in Q

and the correction term satisfies ψj,σ = 0 on Σ, for j = 1, 2, and ψ1,σ(T, ·) =

ψ2,σ(0, ·) = 0 in Ω.

Moreover, the estimate

(3.27) σ‖ψj,σ‖L2(Q) + ‖∇ψj,σ‖L2(Q)3 6 CNθ,σ(φj), j = 1, 2

holds for some constant C > 0 depending only on T , ω and M , where the function

φj ∈ C∞0 (R3) fulfills (3.21).

Proof. We prove the result for j = 2, the case j = 1 being obtained in the same

way.

In light of (3.3)–(3.5) and the identity (i∂t + ∆A2
+ q2)u2,σ = 0 imposed on

u2,σ in Q, we seek a solution ψ2,σ to the IBVP

(3.28)


(i∂t + ∆A2

+ q2)ψ2,σ = gσ in Q,

ψ2(0, ·) = 0 in Ω,

ψ2 = 0 on Σ,

where

gσ := − (i∂t + ∆A2 + q2) (wσϕσ) ,

with

(3.29) wσ(t, x′) := eiσ(x′·θ−σt) and ϕσ(t, x) := ϑσ(2σt, x), where ϑσ := Φ2b2,σ.

Next, taking into account that (i∂t+∆A2 +q2)wσ = (i∇·A2−|A2|2−2σθ·A]2+

q2)wσ and recalling from (3.5) and (3.20) that i(∂t + 2σθ · ∇x′)ϕσ = 2σθ ·A]2,σϕσ,

we get by straightforward computations that

gσ(t, x) = −wσ(t, x)
∑
m=0,1

gm,σ(2σt, x),(3.30)

with g0,σ := (∆A2 + q2)ϑσ, g1,σ := 2σθ · (A]2,σ −A
]
2)ϑσ.

As gσ ∈ W 1,1(0, T ;L2(Ω)), by (3.21)–(3.22), we know from Lemma 2.2 that

(3.28) admits a unique solution ψ2,σ ∈ C1([0, T ], L2(Ω))∩C([0, T ], H1
0 (Ω)∩H2(Ω)).

Moreover, since

ψ2,σ(t, x) = −i
∫ t

0

e−i(t−s)HA2,q2 gσ(s, x)ds, (t, x) ∈ Q,
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where HA2,q2 is the self-adjoint operator acting in L2(Ω) which is defined in Sec-

tion 2.1, we have

‖ψ2,σ(t, ·)‖L2(Ω) 6
∫ t

0

‖e−i(t−s)HA2,q2 gσ(s, ·)‖L2(Ω)ds 6 ‖gσ‖L1(0,T ;L2(Ω)),

uniformly in t ∈ (0, T ). This entails ‖ψ2,σ‖L2(Q) 6 T 1/2‖gσ‖L1(0,T ;L2(Ω)) so (3.30)

yields

‖ψ2,σ‖L2(Q) 6 T 1/2
∑
m=0,1

∫ T

0

‖gm,σ(2σt, ·)‖L2(Ω)dt

6 σ−1T 1/2
∑
m=0,1

‖gm,σ‖L1(R,L2(Ω)).(3.31)

We are left with the task of bounding each term ‖gm,σ‖L1(R,L2(Ω)), for m = 0, 1,

separately. We start with m = 0 and obtain

‖g0,σ‖L1(R,L2(Ω)) =

∫
R
‖(∆A2 + q2)(Φ2b2,σ)(s, ·)‖L2(Ω)ds

6 C‖b2,σ‖W 2,∞(R×Ω)‖φ2‖H2(R3) 6 C‖φ2‖H2(R3)(3.32)

by combining estimate (3.19) with definitions (3.21)–(3.22) and (3.30). Next, ap-

plying (3.17) with k = 0, we get

(3.33) ‖g1,σ‖L1(R,L2(Ω)) 6 Cσ‖A]2,σ −A
]
2‖L∞(Ω)‖φ2‖L2(R3) 6 Cσ1/3‖φ2‖L2(R3).

Putting this together with (3.31)–(3.32), we find with the aid of (3.25) that

σ‖ψ2,σ‖L2(Q) 6 C
(
‖φ2‖H2(R3) + σ1/3‖φ2‖L2(R3)

)
6 C

(
N2,θ(φ2) + σ1/3N0,θ(φ2)

)
.(3.34)

It remains to bound ‖∇ψ2,σ‖L1(R,L2(Ω)) from above. To do that, we apply [11,

Lem. 3.2], which is permitted since gσ(0, ·) = 0, with ε = σ−1. In light of (3.29)–

(3.30), we get

‖∇ψ2,σ(t, ·)‖L2(Ω) 6 C
(
σ‖gσ‖L1(0,T ;L2(Ω)) + σ−1‖∂tgσ‖L1(0,T ;L2(Ω))

)
6 C

∑
m=0,1

(
σ

∫ T

0

‖gm,σ(2σt, ·)‖L2(Ω)dt

+

∫ T

0

‖∂tgm,σ(2σt, ·)‖L2(Ω)dt

)
6 C

∑
m=0,1

(
‖gm,σ‖L1(R,L2(Ω)) + ‖∂tgm,σ‖L1(R,L2(Ω))

)
, t ∈ (0, T ).(3.35)
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Further, as we have

∂tg0,σ(t, x) = −(∆A2
+ q2)θ ·

(
∇x′φ2 + iA]2,σφ2

)
(x′ − tθ, x3)b2,σ(t, x),

(t, x) ∈ R× Ω,

we obtain

(3.36) ‖∂tg0,σ‖L1(R,L2(Ω)) 6 CN2,θ(φ2)

from (3.4), (3.18) with k = 2, (3.19) with j = 2, (3.21)–(3.22) and (3.29)–(3.30).

Similarly, as

∂tg1,σ(t, x) = −2σθ · (A]2 −A
]
2,σ)(x)θ ·

(
∇x′φ2 + iA]2,σφ2

)
(x′ − tθ, x3)b2,σ(t, x),

(t, x) ∈ R× Ω,

we find

(3.37) ‖∂tg1,σ‖L1(R,L2(Ω)) 6 Cσ‖A]2 −A
]
2,σ‖L∞(Ω)N0,θ(φ2) 6 Cσ1/3N0,θ(φ2)

by virtue of (3.17) with j = 2 and k = 0. Thus, we infer from (3.32)–(3.33) and

(3.35)–(3.37) that

‖∇ψ2,σ(t, ·)‖L2(Ω)3 6 C
(
N2,θ(φ2) + σ1/3N0,θ(φ2)

)
, t ∈ (0, T ), σ > σ∗.

This and (3.34) yield (3.27) with j = 2, upon recalling definition (3.26).

Let us now prove that we may substitute σ−1/6uj,σ for ψj,σ in estimate (3.27).

Corollary 3.5. For j = 1, 2, let qj, Aj, φj and uj,σ be the same as in Proposi-

tion 3.4. Then, there exists a constant C > 0, depending only on T , ω and M ,

such that the estimate

(3.38) σ‖uj,σ‖L2(Q) + ‖∇uj,σ‖L2(Q)3 6 Cσ1/6Nθ,σ(φj), j = 1, 2

holds for all σ > σ∗.

Proof. Notice from (3.22) and (3.24) that∫ T

0

‖Φj(2σt, ·)‖2Hk(Ω)dt =

∫ +∞

0

‖Φj(2σt, ·)‖2Hk(Ω)dt

= (2σ)−1

∫ 2R

0

‖Φj(s, ·)‖2Hk(Ω)ds,

so we have

(3.39) ‖Φj(2σ·, ·)‖L2(0,T ;Hk(Ω)) 6 R1/2σ−1/2‖φj‖Hk(R3), j = 1, 2, k ∈ N0.
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From this, (3.3), (3.19) and (3.25)–(3.27), it follows for each j = 1, 2 that

‖uj,σ‖L2(Q) 6 ‖bj,σ‖L∞(R×Ω)‖Φj(2σ·, ·)‖L2(Q) + ‖ψj,σ‖L2(Q)

6 C
(
σ−1/2‖φj‖L2(R3) + σ−1Nθ,σ(φj)

)
6 Cσ−5/6Nθ,σ(φj)

and

‖∇uj,σ‖L2(Q)3 6 ‖bj,σ‖W 1,∞(R×Ω)

(
σ‖Φj(2σ·, ·)‖L2(Q) + ‖Φj(2σ·, ·)‖L2(0,T ;H1(Ω))

)
+ ‖∇ψj,σ‖L2(Q)3

6 C
(
σ1/2‖φj‖L2(R3) + σ−1/2‖φj‖H1(R3) +Nθ,σ(φj)

)
6 Cσ1/6Nθ,σ(φj),

which yields (3.38).

In the coming subsection we probe the medium with the GO solutions de-

scribed in Proposition 3.4 in order to upper bound the transverse magnetic poten-

tial in terms of a suitable norm of the DN map.

§3.3. Probing the medium with GO solutions

Let us introduce

(3.40) Ã] := Ã]2 − Ã
]
1 and A]σ := A]2,σ −A

]
1,σ for σ > 0,

where the functions Ã]j and A]j,σ, j = 1, 2 are defined in Lemmas 3.1 and 3.3,

respectively. Evidently, Ã] is the function A]2 − A
]
1 extended by zero outside Ω,

and we have

(3.41) ‖A]σ − Ã]‖W 1,∞(R3)2 6
∑
j=1,2

‖A]j,σ − Ã
]
j‖W 1,∞(R3)2 6 2Cσ−1/3, σ > 0,

from (3.17) with k = 1. Thus, writing A]σ = (a1,σ, a2,σ) and Ã] = (ã1, ã2), it

follows readily from (3.16) that

(3.42) ai,σ(x) =

∫
R3

χσ(x− y) (ãi(y) + (x− y) · ∇ãi(y)) dy, x ∈ R3, i = 1, 2.

The main purpose of this subsection is the following technical result.

Lemma 3.6. Let M > 0 and θ ∈ S1 be fixed. For j = 1, 2, let Aj ∈W 2,∞(Ω,R)3,

let qj ∈ W 1,∞(Ω,R3) fulfill (3.1)–(3.2) and let φj be defined by (3.21). Then, for

every σ > σ∗, there exists a constant C > 0 depending only on T , ω and M , such
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that we have

σ

∣∣∣∣∣
∫

(0,T )×R3

θ · Ã](x)(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dx′ dx3 dt

∣∣∣∣∣
6 C

(
σ5‖ΛA1,q1 − ΛA2,q2‖+ σ−5/6

)
Nθ,σ(φ1)Nθ,σ(φ2),(3.43)

where ‖ · ‖ stands for the usual norm in B(H2,1(Σ), L2(Σ)) and Ã] is given by

(3.40).

Proof. We proceed in two steps. The first step is to establish a suitable orthogo-

nality identity for A := A2−A1 and V := i∇ ·A− (|A2|2− |A1|2) + q2− q1, which

is the key ingredient in the derivation of estimate (3.43), presented in the second

step.

Step 1: Orthogonality identity. We probe the system with the GO functions uj,σ,

j = 1, 2, given by Proposition 3.4. We recall that uj,σ ∈ C1([0, T ], L2(Ω)) ∩
C([0, T ], H2(Ω)) is expressed by (3.3) and satisfies the equation

(3.44)
(
i∂t + ∆Aj + qj

)
uj,σ = 0 in Q.

Since A]2,σ ∈ W 2,∞(Ω)2 and φ2 ∈ C∞0 (R3), it follows readily from (3.3)–

(3.4) and (3.22) that u2,σ − ψ2,σ ∈ C∞([0, T ],W 2,∞(Ω)). Thus, we have F :=

− (i∂t + ∆A1
+ q1) (u2,σ − ψ2,σ) ∈ W 1,1(0, T ;L2(Ω)) and there is consequently a

unique solution z ∈ C1([0, T ], L2(Ω)) ∩ C([0, T ], H1
0 (Ω) ∩H2(Ω)) to the IBVP

(3.45)


(i∂t + ∆A1

+ q1) z = F in Q,

z(0, ·) = 0 in Ω,

z = 0 on Σ,

according to Lemma 2.2. Further, as (u2,σ −ψ2,σ)(0, ·) = 0 in Ω, by (3.22)–(3.23),

we infer from (3.45) that v := z+u2,σ−ψ2,σ ∈ C1([0, T ], L2(Ω))∩C([0, T ], H2(Ω))

verifies

(3.46)


(i∂t + ∆A1

+ q1) v = 0 in Q,

v(0, ·) = 0 in Ω,

v = fσ on Σ,

where we have set

fσ(t, x) := u2,σ(t, x) = u2,σ(t, x)− ψ2,σ(t, x)

= (Φ2b2,σ)(2σt, x)eiσ(x′·θ−σt), (t, x) ∈ Σ.(3.47)
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From this and Proposition 3.4, it then follows that w := v − u2,σ is the C1([0, T ],

L2(Ω)) ∩ C([0, T ], H1
0 (Ω) ∩H2(Ω))-solution to the IBVP

(3.48)


(i∂t + ∆A1

+ q1)w = 2iA · ∇u2,σ + V u2,σ in Q,

w(0, ·) = 0 in Ω,

w = 0 on Σ.

In light of (3.48), we deduce from (3.44) with j = 1, upon applying Green’s

formula, that

〈2iA · ∇u2,σ + V u2,σ, u1,σ〉L2(Q) = 〈(i∂t + ∆A1 + q1)w, u1,σ〉L2(Q)

= 〈(∂ν + iA1 · ν)w, u1,σ〉L2(Σ).(3.49)

Next, taking into account that A1 = A2 on ∂Ω, by (3.2), we see that

(∂ν + iA1 · ν)w = (∂ν + iA1 · ν) v − (∂ν + iA1 · ν)u2,σ

= (∂ν + iA1 · ν) v − (∂ν + iA2 · ν)u2,σ

= (ΛA1,q1 − ΛA2,q2)fσ

from (3.47) and the last line of (3.46). This and (3.49) yield the orthogonality

identity

2i〈A · ∇u2,σ, u1,σ〉L2(Q) + 〈V u2,σ, u1,σ〉L2(Q)

= 〈(ΛA1,q1 − ΛA2,q2)fσ, gσ〉L2(Σ),(3.50)

where

gσ(t, x) := u1,σ(t, x) = u1,σ(t, x)− ψ1,σ(t, x)

= (Φ1b1,σ)(2σt, x)eiσ(x′·θ−2σt), (t, x) ∈ Σ.(3.51)

Having established (3.50), we turn now to proving estimate (3.43).

Step 2: Derivation of (3.43). In light of (3.3), we have

〈A · ∇u2,σ, u1,σ〉L2(Q)

= Iσ + iσ

∫
Q

θ ·A](x)(Φ1Φ2)(2σt, x)(b1,σb2,σ)(2σt, x)dxdt,(3.52)
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with

Iσ :=

∫
Q

A · ∇(Φ2b2,σ)(2σt, x)
(

(Φ1b1,σ)(2σt, x) + eiσ(x′·θ−σt)ψ1,σ(t, x)
)

dxdt

+

∫
Q

A · ∇ψ2,σ(t, x)
(
eiσ(x′·θ−σt)(Φ1b1,σ)(2σt, x) + ψ1,σ(t, x)

)
dx dt

+ iσ

∫
Q

θ ·A](x)(Φ2b2,σ)(2σt, x)ψ1,σ(t, x)eiσ(x′·θ−σt)dx dt.

We infer from (3.19), (3.27) and (3.39) that

|Iσ| 6 Cσ−5/6Nθ,σ(φ1)Nθ,σ(φ2), σ > σ∗.

Putting this together with (3.50) and (3.52), we find

σ

∣∣∣∣∫
Q

θ ·A](x)(φ2φ1)(x′ − 2σtθ, x3)(b2,σb1,σ)(2σt, x)dx′ dx3 dt

∣∣∣∣(3.53)

6 C
( ∣∣〈V u2,σ, u1,σ〉L2(Q)

∣∣+
∣∣〈(ΛA1,q1 − ΛA2,q2)fσ, gσ〉L2(Σ)

∣∣
+ σ−5/6Nθ,σ(φ1)Nθ,σ(φ2)

)
.

Next we notice from (3.38) that

(3.54)
∣∣〈V u2,σ, u1,σ〉L2(Q)

∣∣ 6 Cσ−5/3Nθ,σ(φ1)Nθ,σ(φ2).

Moreover, in view of (3.47) and (3.51), we have∣∣〈(ΛA1,q1 − ΛA2,q2)fσ, gσ〉L2(Σ)

∣∣
6 ‖ΛA1,q1 − ΛA2,q2‖‖fσ‖H2,1(Σ)‖gσ‖L2(Σ)

6 ‖ΛA1,q1 − ΛA2,q2‖‖u2,σ − ψ2,σ‖H2,1(Σ)‖u1,σ − ψ1,σ‖L2(Σ),

with

‖u1,σ − ψ1,σ‖L2(Σ) 6 ‖u1,σ − ψ1,σ‖L2(0,T ;H1(Ω))

6 Cσ‖Φ1(2σ·, ·)‖L2(0,T ;H1(Ω))‖b1,σ‖W 1,∞(R×Ω)

6 Cσ1/2Nθ,σ(φ1)

and

‖u2,σ − ψ2,σ‖H2,1(Σ)

6 C
(
‖u2,σ − ψ2,σ‖H2(0,T ;H1(Ω)) + ‖u2,σ − ψ2,σ‖L2(0,T ;H2(Ω)

)
6 Cσ5‖Φ2(2σ·, ·)‖L2(0,T ;H2(Ω))

(
‖b2,σ‖W 2,∞(R×Ω) + ‖∂tb2,σ‖W 2,∞(R×Ω)

)
6 Cσ9/2Nθ,σ(φ2),
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according to (3.3), (3.19), (3.25) and (3.39). As a consequence, we have

(3.55)
∣∣〈(ΛA1,q1−ΛA2,q2)fσ, gσ〉L2(Σ)

∣∣ 6 Cσ5‖ΛA1,q1−ΛA2,q2‖Nθ,σ(φ1)Nθ,σ(φ2).

This and (3.53)–(3.54) yield (3.43).

§4. Preliminary estimates

§4.1. X-ray transform

In this subsection we estimate the partial X-ray transform of the functions

(4.1) ρ̃j(x
′, x3) := θ · ∂Ã

]

∂xj
(x) =

∑
i=1,2

θi
∂ãi
∂xj

(x), x ∈ R3, j = 1, 2, 3

in terms of the DN map. We recall that the partial X-ray transform of a function

(4.2) f ∈X :=
{
ϕ ∈ L1

loc(R3); x′ 7→ ϕ(x′, x3) ∈ L1(R2) for a.e. x3 ∈ R
}

in the direction θ ∈ S1 is defined by

(4.3) P(f)(θ, x′, x3) :=

∫
R
f(x′ + sθ, x3)ds, x′ ∈ R2, x3 ∈ R.

The X-ray transform stability estimate is as follows.

Lemma 4.1. Let M > 0 and let Aj and qj, for j = 1, 2 be as in Proposition 3.4.

Then, there exists a constant C > 0, depending only on T , ω and M , such that

for all θ ∈ S1, all ξ′ ∈ R2 and all φ ∈ C∞0 (R3) fulfilling supp φ(·, x3) ⊂ D−R(θ) :=

{x′ ∈ DR, x′ · θ 6 0} for every x3 ∈ R, the estimate∣∣∣∣∫
R3

φ2(x)P(ρ̃j)(θ, x
′, x3) exp

(
−i
∫
R
θ ·A]σ(x′ + sθ, x3)ds

)
dx

∣∣∣∣
6 C

(
σ5‖ΛA1,q1 − ΛA2,q2‖+ σ−5/6

)
Nθ,σ(φ)Nθ,σ(∂xjφ)(4.4)

holds uniformly in σ > σ∗ and j = 1, 2, 3.

Proof. Let φj ∈ C∞0 (R3), j = 1, 2 be supported in DR×R. Then, bearing in mind

that ω̃ ⊂ B(0, R− 1), we infer from (3.42) that Ã] and A]σ are both supported in

B(0, R)× R. Further, as |x′ − 2σtθ| > 2σ∗T −R > R+ 1 for all x′ ∈ B(0, R) and

t > T , we see that

Ã](x)(φ1φ2)(x′ − 2σtθ, x3) = A]σ(x)(φ1φ2)(x′ − 2σtθ, x3) = 0,

x = (x′, x3) ∈ R3, t > T.
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As a consequence we have∫ T

0

∫
R3

θ ·
(
Ã](x)−A]σ(x)

)
(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dxdt

=

∫ +∞

0

∫
R3

θ ·
(
Ã](x)−A]σ(x)

)
(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dxdt.

Next, making the substitution s = σt in the above integral, we get

σ

∣∣∣∣∣
∫ T

0

∫
R3

θ ·
(
Ã](x)−A]σ(x)

)
(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dxdt

∣∣∣∣∣
=

∣∣∣∣∣
∫ +∞

0

∫
B(0,R)×R

θ ·
(
Ã](x)−A]σ(x)

)
(φ1φ2)(x′−2sθ, x3)(b1,σb2,σ)(2s, x)dxds

∣∣∣∣∣
6 ‖Ã] −A]σ‖L∞(R3)2

∫ R+1

0

∫
B(0,R)×R

∣∣(φ1φ2)(x′ − 2sθ, x3)
∣∣dxds

6 ‖Ã] −A]σ‖L∞(R3)2

∫ R+1

0

∫
R3

∣∣(φ1φ2)(x′ − 2sθ, x3)
∣∣dxds

6 (R+ 1)‖Ã] −A]σ‖L∞(R3)2‖φ1‖L2(R3)‖φ2‖L2(R3).

From this, (3.17) with k = 0 and (3.25), it follows that

σ

∣∣∣∣∣
∫ T

0

∫
R3

θ ·
(
Ã](x)−A]σ(x)

)
(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dxdt

∣∣∣∣∣
6 Cσ−2/3‖φ1‖L2(R3)‖φ2‖L2(R3) 6 Cσ−4/3Nθ,σ(φ1)Nθ,σ(φ2).(4.5)

On the other hand, since

(b1,σb2,σ)(2σt, x′ + 2σtθ, x3) = exp

(
−i
∫ 2σt

0

θ ·A]σ(x′ + (2σt− s)θ, x3)ds

)
= exp

(
−i
∫ 2σt

0

θ ·A]σ(x′ + sθ, x3)ds

)
for a.e. (t, x) ∈ (0, T )× R3, we have

σ

∫ T

0

∫
R3

θ ·A]σ(x)(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dx′ dx3 dt

= σ

∫ T

0

∫
R3

θ ·A]σ(x′+2σtθ, x3)(φ1φ2)(x)(b1,σb2,σ)(2σt, x′+2σtθ, x3)dx′ dx3 dt
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=

∫
R3

(φ1φ2)(x)

(∫ T

0

σθ ·A]σ(x′ + 2σtθ, x3)

× exp

(
−i
∫ 2σt

0

θ ·A]σ(x′ + sθ, x3)ds

)
dt

)
dx′ dx3

=
i

2

∫
R3

(φ1φ2)(x)

(∫ T

0

d

dt
exp

(
−i
∫ 2σt

0

θ ·A]σ(x′ + sθ, x3)ds

)
dt

)
dx′ dx3

=
i

2

∫
R3

(φ1φ2)(x)

(
exp

(
−i
∫ 2σT

0

θ ·A]σ(x′ + sθ, x3)ds

)
− 1

)
dx′ dx3.

(4.6)

As A]σ is supported in B(0, R) × R and |x′ + sθ| > 2σ∗T − (R + 1) > R for all

x′ ∈ DR and all s > 2σT , then we have

(4.7)

∫ 2σT

0

θ ·A]σ(x′+sθ, x3)ds =

∫ +∞

0

θ ·A]σ(x′+sθ, x3)ds, x′ ∈ DR, x3 ∈ R.

Similarly, as |x′ + sθ|2 = |x′|2 + s2 + 2sx′ · θ > R2 for every x′ ∈ D−R(θ) and s < 0,

it holds true that∫ 0

−∞
θ ·A]σ(x′ + sθ, x3)ds = 0, x′ ∈ D−R(θ), x3 ∈ R.

This and (4.7) entail

(4.8)

∫ 2σT

0

θ ·A]σ(x′+sθ, x3)ds =

∫
R
θ ·A]σ(x′+sθ, x3)ds, x′ ∈ D−R(θ), x3 ∈ R.

Having seen this, we take φ1 := ∂xjφ for j = 1, 2, 3 and φ2 := φ in (4.6). We find

σ

∫ T

0

∫
R3

θ ·A]σ(x)(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dx′ dx3 dt

=
i

4

∫
R3

∂xjφ
2(x)

(
exp

(
−i
∫ 2σT

0

θ ·A]σ(x′ + sθ, x3)ds

)
− 1

)
dx′ dx3

= −1

4

∫
R3

φ2(x)

(∫ 2σT

0

θ · ∂xjA]σ(x′ + sθ, x3)ds

)

× exp

(
−i
∫ 2σT

0

θ ·A]σ(x′ + sθ, x3)ds

)
dx,(4.9)
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upon integrating by parts. Taking into account that φ is supported in D−R(θ)×R,

we deduce from (4.8)–(4.9) that

σ

∫ T

0

∫
R3

θ ·A]σ(x)(φ1φ2)(x′ − 2σtθ, x3)(b1,σb2,σ)(2σt, x)dx′ dx3 dt

= −1

4

∫
R3

φ2(x)

(∫
R
θ · ∂xjA]σ(x′ + sθ, x3)ds

)
× exp

(
−i
∫
R
θ ·A]σ(x′ + sθ, x3)ds

)
dx′ dx3

= −1

4

∫
R3

φ2(x)P(ρj,σ)(θ, x′, x3) exp

(
−i
∫
R
θ ·A]σ(x′+sθ, x3)ds

)
dx′ dx3.(4.10)

Here we used (4.3) and the notation

ρj,σ(x) := θ · ∂xjA]σ(x) =
∑
i=1,2

θi∂xjai,σ(x), x ∈ R3, j = 1, 2, 3.

Finally, using once more that the functions A]σ and Ã] are supported in B(0, R),

we infer from (3.41) and (4.1)–(4.3) that

|(P(ρj,σ)− P(ρ̃j)) (θ, x′, x3)| 6 Cσ−1/3, (x′, x3) ∈ B(0, R)× R,

for some positive constant C depending only on ω and M . This entails∣∣∣∣∫
R3

φ2(x) (P(ρj,σ)− P(ρ̃j)) (θ, x′, x3) exp

(
−i
∫
R
θ ·A]σ(x′ + sθ, x3)ds

)
dx′ dx3

∣∣∣∣
6 Cσ−1/3‖φ‖2L2(R3),

which, together with (3.43), (4.5) and (4.10), yields (4.4).

As will be seen in the coming section, the result of Lemma 4.1 is a key ingre-

dient in the estimation of the partial Fourier transform of the aligned magnetic

field, in terms of the DN map. For this purpose, we recall for all f ∈X , where X

is defined in (4.2), that the partial Fourier transform of f with respect to x′ ∈ R2,

is expressed as

(4.11) f̂(ξ′, x3) := (2π)−1

∫
R2

f(x′, x3)e−ix
′·ξ′dx′, ξ′ ∈ R2, x3 ∈ R.

Further, setting θ⊥ := {x′ ∈ R2; x′ · θ = 0}, we recall for further use from [10,

Lem. 6.1] that x′ 7→ P(f)(θ, x′, x3) ∈ L1(θ⊥) for a.e. x3 ∈ R, and that

P̂(f)(θ, ξ′, x3) := (2π)−1/2

∫
θ⊥
P(f)(θ, x′, x3)e−ix

′·ξ′dx′

= (2π)1/2f̂(ξ′, x3), ξ′ ∈ θ⊥, x3 ∈ R.(4.12)
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§4.2. Aligned magnetic field estimation

Let us now estimate the Fourier transform of the aligned magnetic field

(4.13) β̃(x) := (∂x1
ã2 − ∂x2

ã1) (x), x ∈ R3,

with the aid of Lemma 4.1. More precisely, we aim to establish the following result.

Lemma 4.2. Let M > 0 and let Aj and qj, for j = 1, 2, be as in Proposition 3.4.

Then, there exist two constants ε ∈ (0, 1) and C > 0, both of them depending only

on T , ω and M , such that the estimates

(4.14) ‖β̂(ξ′, ·)‖L∞(R) 6 C〈ξ′〉7
(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−ε

)
and

(4.15) ‖∂x3 β̂(ξ′, ·)‖L∞(R) 6 C〈ξ′〉8
(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−ε

)
hold for all σ > σ∗ and all ξ′ ∈ R2, with 〈ξ′〉 :=

(
1 + |ξ′|2

)1/2
.

Proof. We shall prove (4.14) only, the derivation of (4.15) being obtained in a

similar way.

We fix θ ∈ S1 ∩ ξ′⊥ and we introduce the following partition of B(0, R) ∩ θ⊥.

For N ∈ N := {1, 2, . . .} fixed, we pick x′1, . . . , x
′
N in B(0, R+1/2)∩θ⊥ and choose

ϕ1, . . . , ϕN in C∞0 (R2, [0, 1]) such that

(4.16)

supp ϕk ⊂ B(x′k, 1/8) ∩ θ⊥ for k = 1, . . . , N

and

N∑
k=1

ϕk(x′) = 1 for x′ ∈ B(0, R) ∩ θ⊥.

Next we set rx′k :=
(

(R+ 3/4)
2 − |x′k|

2 )1/2
in such a way that

(4.17) B(x′k − rx′kθ, 1/4) ⊂ D−R(θ), k = 1, . . . , N.

In order to define a suitable set of test functions φ∗,k, k = 1, . . . , N , we fix x3 ∈ R,

pick a function α ∈ C∞0 (R,R+) which is supported in (−1, 1) and normalized in

L2(R), and put

(4.18) ασ(s) := σµα
(
σ2µ(x3 − s)

)
, s ∈ R,

where µ is a positive real parameter that we shall make precise below. Then, the

test function φ∗,k is defined for all y = (y′, y3) ∈ R3 by

φ∗,k(y) := h
(
y′ · θ + rx′k

)
e−

i
2y
′·ξ′ϕ

1/2
k (y′ − (y′ · θ)θ)

× exp

(
i

2

∫
R
θ ·A]σ(y′ + sθ, y3)ds

)
ασ(y3),(4.19)
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where h ∈ C∞0 (R) is supported in (0, 1/8) and normalized in L2(R).

Further, for every y′ ∈ R2 \B(x′k − rx′kθ, 1/4), it is easily seen from the basic

inequality

|y′ − (x′k − rx′kθ)| 6 |y
′ − (y′ · θ)θ − x′k|+ |y′ · θ + rx′k |

that either of the two real numbers |y′ − (y′ · θ)θ − x′k| or |y′ · θ + rx′k | is greater

than 1/8 and hence that h(y′ · θ + rx′k)ϕ
1/2
k (y′ − (y′ · θ)θ) = 0. As a consequence,

we have

(4.20) supp φ∗,k(·, y3) ⊂ B
(
x′k − rx′kθ, 1/4

)
⊂ D−R(θ), y3 ∈ R, k = 1, . . . , N,

directly from (4.17) and (4.19). Moreover, since

θ · ∇y′
(∫

R
θ ·A]σ(y′ + sθ, y3)ds

)
= θ ·

∫
R

d

ds
A]σ(y′+ sθ, y3)ds = 0, (y′, y3) ∈ R3,

we derive from Lemma 3.3 that for all m ∈ N0,

〈ξ′〉 ‖φ∗,k‖Hm(R3) + ‖θ · ∇x′φ∗,k‖Hm(R3) 6 C 〈ξ′〉m+1
σ2µm+max(0,(m−2)/3),

where C is a positive constant that is independent of σ. Therefore, we have

N0,θ(φ∗,k) 6 C 〈ξ′〉 and N2,θ(φ∗,k) 6 C 〈ξ′〉3 σ4µ, whence

(4.21) Nθ,σ(φ∗,k) 6 C 〈ξ′〉3 σ4µ+1/3.

Similarly, we find

〈ξ′〉 ‖∂xjφ∗,k‖Hm(R3) + ‖θ · ∇x′∂xjφ∗,k‖Hm(R3) 6 C 〈ξ′〉m+2
σ2µm+max(0,(m−1)/3),

j = 1, 2

and

〈ξ′〉 ‖∂x3
φ∗,k‖Hm(R3)+‖θ·∇x′∂x3

φ∗,k‖Hm(R3) 6 C 〈ξ′〉m+1
σ2µ(m+1)+max(0,(m−1)/3).

Thus, we have N0,θ(∂xjφ∗,k) 6 C 〈ξ′〉2 σ2µ and N2,θ(∂xjφ∗,k) 6 C 〈ξ′〉4 σ6µ+1/3 for

j = 1, 2, 3 and consequently

Nθ,σ(∂xjφ∗,k) 6 C 〈ξ′〉4 σ6µ+1/3, j = 1, 2, 3,

according to (3.25). From this and (4.21) it then follows that

(4.22) Nθ,σ(φ∗,k)Nθ,σ(∂xjφ∗,k) 6 C 〈ξ′〉7 σ10µ+2/3, j = 1, 2, 3.

Having seen this, we turn now to estimating ̂̃ρj , where ρ̃j is defined by (4.1).

As A]σ ∈ W∞,∞(R3,R)2, we infer from (4.19) that φ∗,k ∈ C∞0 (R3), and from
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(4.20) that supp φ∗,k ⊂ DR × R. Thus, by performing the change of variable

y′ = x′ + tθ ∈ θ⊥ ⊕ Rθ in the following integral, we deduce from (4.18)–(4.19)

that ∫
R

∫
R2

φ2
∗,k(y′, y3)P(ρ̃j)(θ, y

′, y3) exp

(
−i
∫
R
θ ·A]σ(y′ + sθ, y3)ds

)
dy′ dy3

=

∫
R

∫
R

∫
θ⊥
φ2
∗,k(x′ + tθ, y3)P(ρ̃j)(θ, x

′ + tθ, y3)

× exp

(
−i
∫
R
θ ·A]σ(x′ + sθ, y3)ds

)
dx′ dtdy3

=

∫
R

∫
R

∫
θ⊥
h2(t+ rx′k)e−ix

′·ξ′ϕk(x′)α2
σ(y3)P(ρ̃j)(θ, x

′, y3)dx′ dtdy3

=

∫
R

∫
θ⊥
e−iy

′·ξ′ϕk(y′)α2
σ(y3)P(ρ̃j)(θ, y

′, y3)dy′ dy3.(4.23)

Thus, taking µ > 0 so small that κ := 1/6 − 10µ > 0, we deduce from this, (4.4)

and (4.22) that∣∣∣∣∫
R

∫
θ⊥
e−iy

′·ξ′ϕk(y′)α2
σ(y3)P(ρ̃j)(θ, y

′, y3)dy′ dy3

∣∣∣∣
6 C〈ξ′〉7

(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−κ

)
, x3 ∈ R.(4.24)

Moreover, we see from (4.1) that ρ̃j ∈ C0,1(R3). Since supp ρ̃j ⊂ B(0, R) × R, by

Lemma 3.1, then x 7→ P(ρ̃j)(θ, x) ∈ C0,1(R3) and we deduce from (3.18) upon

making the substitution s = σ2µ(x3 − y3) in the following integral, that∣∣∣∣ ∫
R

∫
θ⊥
e−iy

′·ξ′ϕk(y′)P(ρ̃j)(θ, y
′, y3)α2

σ(y3)dy′ dy3

−
∫
θ⊥
e−iy

′·ξ′ϕk(y′)P(ρ̃j)(θ, y
′, x3)dy′

∣∣∣∣
=

∣∣∣∣ ∫
R

∫
θ⊥
e−iy

′·ξ′ϕk(y′)α2(s)

×
(
P(ρ̃j)(θ, y

′, x3 − σ−2µs)− P(ρ̃j)(θ, y
′, x3)

)
dy′ ds

∣∣∣∣
6
∫ 1

−1

∫
θ⊥∩B(0,R+1)

α2(s)
∣∣P(ρ̃j)(θ, y

′, x3 − σ−2µs)− P(ρ̃j)(θ, y
′, x3)

∣∣dy′ ds
6 Cσ−2µ

for some constant C > 0 depending only on ω and M . Here, we used the fact that

φ∗,k and α are supported in B(0, R+ 1) and (−1, 1), respectively. This and (4.24)



716 M. Bellassoued, Y. Kian and É. Soccorsi

yield ∣∣∣∣∫
θ⊥
e−iy

′·ξ′ϕk(y′)P(ρ̃j)(θ, y
′, x3)dy′

∣∣∣∣
6 C〈ξ′〉7

(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−2µ + σ−κ

)
,(4.25)

for all x3 ∈ R and k = 1, . . . , N . Further, as A] is supported in B(0, R) × R by

assumption, it holds true that ∂xjA
](y′ + sθ, x3) = 0 for all s ∈ R, all x3 ∈ R and

all y′ ∈ θ⊥ such that |y′| > R. Therefore, we have

P(ρ̃j)(θ, y
′, x3) = 0, y′ ∈ θ⊥ ∩ (R2 \B(0, R)), x3 ∈ R,

by virtue of (4.1), and hence∫
θ⊥
e−iy

′·ξ′P(ρ̃j)(θ, y
′, x3)dy′ =

∫
θ⊥∩B(0,R)

e−iy
′·ξ′P(ρ̃j)(θ, y

′, x3)dy′, x3 ∈ R.

In light of (4.12) and (4.16), this entails that

(4.26) ̂̃ρj(ξ′, x3) =
1

2π

N∑
k=1

∫
θ⊥∩B(0,R)

e−iy
′·ξ′ϕk(y′)P(ρ̃j)(θ, y

′, x3)dy′, x3 ∈ R.

Taking µ ∈ (0, 1/72] in such a way that we have κ > 2µ, we infer from (4.25)–(4.26)

that

‖̂̃ρj(ξ′, ·)‖L∞(R) 6
N∑
k=1

(
sup
x3∈R

∣∣∣∣∫
θ⊥
e−iy

′·ξ′ϕk(y′)P(ρ̃j)(θ, y
′, x3)dy′

∣∣∣∣)
6 C〈ξ′〉7

(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−2µ

)
, x3 ∈ R.(4.27)

The last step of the proof is to notice from (4.1), (4.11) and the identity∑
m=1,2 θmξm = θ · ξ′ = 0 that

̂̃ρj(ξ′, x3) = i
∑
m=1,2

θmξĵ̃am(ξ′, x3)

= i
∑
m=1,2

θm

(
ξĵ̃am − ξm̂̃aj) (ξ′, x3), x3 ∈ R, j = 1, 2.

Thus, assuming that ξ′ = (ξ1, ξ2) ∈ R2 \ {0}, we get from (4.13) upon choosing

θ = (ξ2/ |ξ′| ,−ξ1/ |ξ′|) that

̂̃ρj(ξ′, x3) = − ξj
|ξ′|
̂̃
β(ξ′, x3), x3 ∈ R.
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From this and (4.27), it then follows that

‖̂̃β(ξ′, ·)‖L∞(R) 6
|ξ1|+ |ξ2|
|ξ′|

‖̂̃β(ξ′, ·)‖L∞(R)

6 C〈ξ′〉7
(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−2µ

)
,

which yields (4.14) for ξ′ 6= 0. Since
̂̃
β(0, x3) = 0 for every x3 ∈ R, by (4.13), then

(4.14) holds for ξ′ = 0 as well and the proof is complete.

Armed with Lemma 4.2, we turn now to proving the three main results of this

paper.

§5. Proofs of Theorems 1.2, 1.3 and 1.4

Let us start by reducing the analysis of the inverse problem under investiga-

tion to the case of transverse magnetic potentials. To do that, we consider A′ =

(a′i)16i63 ∈ A and put A := (a1, a2, 0), where

(5.1) ai(x
′, x3) := a′i(x

′, x3)−
∫ x3

−∞
∂xia

′
3(x′, s)ds, x = (x′, x3) ∈ ω×R, i = 1, 2.

Since a′3 ∈ C3(Ω) fulfills (1.9)–(1.10), from the very definition of A, then we have

a′3 ∈ L1
x3

(R, H3
0 (ω)), where H3

0 (ω) denotes the closure of C∞0 (ω) in H3(ω). Thus

e(x) :=
∫ x3

−∞ a′3(x′, s)ds lies in W 3,∞(Ω) ∩ L∞x3
(R, H3

0 (ω)) and we deduce from the

identity A = A′ −∇e arising from (5.1) that

dA′ = dA and ΛA∗+A′,q = ΛA∗+A,q, A∗ ∈W 2,∞(Ω)3, q ∈W 1,∞(Ω).

Moreover, it is easy to see that A obeys (1.9) in the sense that we have

(5.2) ∂αxA(x) = 0, x ∈ ∂Ω, α ∈ N3
0, |α| 6 1.

Therefore, for each A∗ ∈W 2,∞(Ω,R)3 and any Aj ∈ A∗ +A, for j = 1, 2, we may

assume without loss of generality that the difference A2 −A1 reads

(5.3) A = (a1, a2, 0)

and fulfills (5.2). We shall systematically assume that A verifies (5.2)–(5.3) in the

sequel. For further reference, we put A] := (a1, a2), where aj , j = 1, 2, are extended

by zero outside Ω.

§5.1. Proof of Theorem 1.2

We establish the uniqueness result (dA1, q1) = (dA2, q2) in Section 5.1.1, whereas

the proof of the stability estimate (1.13) can be found in Section 5.1.2.
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5.1.1. Uniqueness result. For ξ′ = (ξ1, ξ2) ∈ R2 \ {0}, we set ξ′⊥ := (−|ξ′|−1ξ2,

|ξ′|−1ξ1) and we decompose A] into the sum (A] · ξ′)|ξ′|−2ξ′ + (A] · ξ′⊥)ξ′⊥ in such

a way that the partial Fourier transform of ∂x3A
] reads

∂x3
Â](ξ′, x3) =

(
1

2π

∫
R2

e−ix
′·ξ′∂x3

A](x′, x3) · ξ′dx′
)

ξ′

|ξ′|2

+ i
∂x3

β̂(ξ′, x3)

|ξ′|
ξ′⊥, x3 ∈ R.(5.4)

Next, by recalling the hypothesis ΛA1,q1 = ΛA2,q2 , we get

(5.5) β = ∂x1
a2 − ∂x2

a1 = 0 in Ω

upon sending σ to infinity in (4.14). Moreover, we have ∇x′ ·∂x3
A] = ∇·∂x3

A = 0

by virtue of (1.11), whence∫
R2

e−ix
′·ξ′∂x3A

](x′, x3) · ξ′dx′ = i

∫
R2

∇x′e−ix
′·ξ′ · ∂x3A

](x′, x3)

= −i
∫
R2

e−ix
′·ξ′∇x′ · ∂x3

A](x′, x3)dx′ = 0.(5.6)

Putting this together with (5.4)–(5.5), we find |ξ′|∂x3Â
](ξ′, x3) = 0 for a.e. x3 ∈ R.

Since ξ′ is arbitrary in R2 \ {0}, this entails that ∂x3
A] = 0 and hence that

∂x3
a1 = ∂x3

a2 = 0 in R2. From this, (5.5) and the fact that a3 is uniformly zero,

it follows that dA1 = dA2.

Further, taking into account that ∂αxA1 = ∂αxA2 = ∂αxA∗ on ∂Ω for every α ∈
N3

0 such that |α| 6 1, we infer that A ∈W 2,∞(R3,R)3. This and the identity dA =

0 yield A = ∇Ψ, where the function Ψ(x) :=
∫ 1

0
x · A(tx)dt lies in W 3,∞(R3,R).

Moreover, since A vanishes in R3 \ Ω we may assume, upon possibly adding a

suitable constant, that the same is true for Ψ. Therefore, Ψ|∂Ω = 0 and we find

ΛA2,q2 = ΛA2+∇Ψ,q2 = ΛA1,q2 by combining the identity A1 = A2 + ∇Ψ with

the gauge invariance property of the DN map. From this and the assumption

ΛA1,q1 = ΛA2,q2 , it then follows that

(5.7) ΛA1,q2 = ΛA1,q1 .

It remains to show that the function q = q2− q1, duly extended by zero outside Ω,

is uniformly zero in R3. This can be done upon applying the orthogonality identity

(3.50) with A1 = A2, i.e., with A = 0 and V = q. In light of (5.7), we obtain

(5.8) 〈qu2,σ, u1,σ〉L2(Q) = 0, σ > σ∗.

Here uj,σ, for j=1, 2, is given by (3.3) and sinceA1 =A2, we have (b1,σb2,σ)(t, x)=1

for all (t, x) ∈ (0, T )× R3, by (3.4).
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Next we pick φ ∈ C∞0 (R3) with support in {x ∈ R3; |x| < 1} and such that

‖φ‖2L2(R3) = 1, we fix y ∈ DR(θ) × R and we choose δ > 0 so small that φ1(x) =

φ2(x) := δ−3/2φ(δ−1(x−y)) is supported in DR×R. Thus, upon multiplying (5.8)

by σ and sending σ to infinity, we find with the aid of (3.19) and (3.27) that

(5.9)

∫ +∞

0

(∫
R3

q(δx′ + y′ + sθ, δx3 + y3)|φ(x′, x3)|2dx′ dx3

)
ds = 0, δ > 0.

Actually, if y′ ∈ D−R(θ) then we have |y′ + sθ| > R for any s 6 0 and hence

q(δx′ + y′ + sθ, δx3 + y3) = 0 uniformly in |x| < 1, provided δ ∈ (0, 1). This and

(5.9) yield ∫
R

(∫
R3

q(δx′ + y′ + sθ, δx3 + y3)|φ(x′, x3)|2dx′ dx3

)
ds = 0,(5.10)

δ ∈ (0, 1), (y′, y3) ∈ D−R(θ)× R.

By performing the change of variable t = −s in the above integral and then

substituting (−θ) for θ in the resulting identity, we get∫
R

(∫
R3

q(δx′ + y′ + sθ, δx3 + y3)|φ(x′, x3)|2dx′ dx3

)
ds = 0,

δ ∈ (0, 1), (y′, y3) ∈ D−R(−θ)× R.

This and (5.10) yield∫
R

(∫
R3

q(δx′ + y′ + sθ, δx3 + y3)|φ(x′, x3)|2dx′ dx3

)
ds = 0,

δ ∈ (0, 1), (y′, y3) ∈ DR × R.

Next, sending δ to zero in the above identity and taking into account that φ is

normalized in L2(R3), we obtain for each θ ∈ S1 that

P(q)(θ, y′, y3) =

∫
R
q(y′ + sθ, y3)ds = 0, (y′, y3) ∈ DR × R.

This entails q = 0 since the partial X-ray transform is injective.

5.1.2. Proof of the stability estimate (1.13). We have

|ξ′|
∣∣∣∂x3Â

](ξ′, x3)
∣∣∣ =

∣∣∣∂x3 β̂(ξ′, x3)
∣∣∣ , ξ′ ∈ R2, x3 ∈ R,

by (5.4) and (5.6), so we infer from (4.14)–(4.15) for all σ > σ∗ that

|β̂(ξ′, x3)|+ |ξ′||∂x3
Â](ξ′, x3)| 6 C〈ξ′〉8

(
σ6‖ΛA1,q1 − ΛA2,q2‖+ σ−ε

)
,(5.11)

ξ′ ∈ R2, x3 ∈ R,
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the constants C and ε being the same as in Lemma 4.2.

Fix ρ ∈ (1,+∞) and put Cρ := {ξ′ ∈ R2; ρ−1 6 |ξ′| 6 ρ}. Then, applying the

Plancherel theorem, we obtain

‖∂x3
aj(·, x3)‖2L2(ω) 6 ‖∂x3

âj(ξ
′, x3)‖2L2(B(0,ρ−1))

+ ρ−2

∫
R2\B(0,ρ)

〈ξ′〉2|∂x3
âj(ξ

′, x3)|2dξ′

+ ‖∂x3 âj(ξ
′, x3)‖2L2(Cρ), x3 ∈ R, j = 1, 2.(5.12)

Further, since we have ‖∂x3
âj(ξ

′, x3)‖2L2(B(0,ρ−1)) 6 |ω|ρ−2‖aj‖2W 1,∞(Ω) and∫
R2\B(0,ρ)

〈ξ′〉2|∂x3
âj(ξ

′, x3)|2dξ′ 6 ‖aj‖2W 1,∞(Ω), there exists a constant C > 0,

depending only on M and ω, such that we have

(5.13) ‖∂x3 âj(ξ
′, x3)‖2L2(B(0,ρ−1)) + ρ−2

∫
R2\B(0,ρ)

〈ξ′〉2|∂x3 âj(ξ
′, x3)|2dξ′ 6

M

ρ2
,

according to (1.12). On the other hand, we derive from (5.11) that

‖∂x3 âj(ξ
′, x3)|2 6 Cρ14(σ12δ2 + σ−2ε),

ξ′ ∈ Cρ ∩B(0, ρ), x3 ∈ R, σ > σ∗, j = 1, 2,

where δ := ‖ΛA1,q1 − ΛA2,q2‖. Putting this and (5.12)–(5.13) together, we get for

every σ > σ∗ that

(5.14) ‖∂x3
aj‖2L∞x3 (R,L2(ω)) 6 C

(
ρ16σ12δ2 + ρ16σ−2ε + ρ−2

)
, x3 ∈ R, j = 1, 2.

Now, choosing ρ so large that ρ > σ
ε/8
∗ , we get upon taking σ = ρ8/ε > σ∗ in (5.14)

that

(5.15) ‖∂x3
aj(., x3)‖2L2(ω) 6 C

(
ρMεδ2 + ρ−2

)
, x3 ∈ R, j = 1, 2,

with Mε := 16 + 96/ε. Thus, if δ < δ0 := σ
−ε(Mε+2)/16
∗ we have δ−2/(Mε+2) > σ

ε/8
∗

and we may apply (5.15) with ρ = δ−2/(Mε+2). This leads to

(5.16) ‖∂x3
aj‖2L∞x3 (R,L2(ω)) 6 2Cδ2µ0 , with µ0 :=

2

Mε + 2
∈ (0, 1), j = 1, 2.

Then, from this and the fact, arising from (1.12), that ‖∂x3
aj‖L∞x3 (R,L2(ω)) 6

(2Mδ−2µ0

0 )δ2µ0∗ for all δ > δ0, it follows that (5.16) remains valid for every δ > 0.

Finally, arguing as before with β instead of ∂x3A
], we obtain in a similar way

to (5.11) that ‖β‖L∞x3 (R,L2(ω)) is upper bounded, up to some multiplicative constant

depending only on M and ω, by δµ0 . Finally (1.13) follows from this and (5.16).
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§5.2. Proof of Theorem 1.3

The proof is an adaptation of the one of Theorem 1.2, where the adaptation is

to take into account the extra information given by (1.14). Actually, since Aj =

(a1,j , a2,j , a3,∗) and A = (A], 0) with A] = (a1, a2), by (5.3), then (1.14) yields

(5.17) ‖∂x1a2 − ∂x2a1‖L∞x3 (R,L2(ω)) = ‖∂x1a2 − ∂x2a1‖L∞x3 (−r,r;L2(ω))

and

(5.18) ‖∂x3
aj‖L∞x3 (R,L2(ω)) = ‖∂x3

aj‖L∞x3 (−r,r;L2(ω)), j = 1, 2.

More precisely, we still consider GO solutions u1,σ and u2,σ, defined by (3.3)–(3.4)

and (3.22), with φ1 = ∂xjφ, for j = 1, 2, 3, and φ2 = φ, where φ is given by

(4.18)–(4.19). The parameter x3 appearing in (4.18) is taken in (−r, r) and we

impose σ > (r′ − r)−24 in such a way that φ ∈ C∞0 (D−R(θ) × (−r′, r′)). Moreover,

the functions

fσ(t, x) = Φ2(2σt, x)b2(2σt, x)eiσ(x.θ−σt)

and gσ = Φ1(2σt, x)b1(2σt, x)eiσ(x.θ−σt), (t, x) ∈ Σ

lie in H2,1
0 ((0, T )×Γr′) and we infer from (3.50) upon arguing as for the derivation

of Lemma 4.2 that

‖β̂(ξ′, ·)‖L∞(−r′,r′) 6 C〈ξ′〉7
(
σ6‖ΛA1,q1,r′ − ΛA2,q2,r′‖+ σ−ε

)
and that

‖∂x3 β̂(ξ′, ·)‖L∞(r′,r′) 6 C〈ξ′〉8
(
σ6‖ΛA1,q1,r′ − ΛA2,q2,r′‖+ σ−ε

)
for all ξ′ ∈ R2 and some ε > 0. Here, the constant C depends only on ω, T , M , r,

r′ and ε. The desired result follows from this and (5.17)–(5.18) by arguing in the

same way as in the proof of Theorem 1.2.

§5.3. Proof of Theorem 1.4

We prove only (1.16), the derivation of (1.19) being similar to that of (1.15). To

this end, we fix ξ′ ∈ R2, recall that A = (A], 0) ∈ A0, where A] = (a1, a2) satisfies

∂x1a1 + ∂x2a2 = 0 in R2, and get

Â](ξ′, x3) · ξ′ = i(2π)−1

∫
R2

A](x′, x3) · ∇x′e−ix
′·ξ′dx′

= −i(2π)−1

∫
R2

e−ix
′·ξ′ (∂x1a1 + ∂x2a2) (x′, x3)dx′ = 0, x3 ∈ R,
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upon integrating by parts. Hence, remembering that ξ′⊥ = (−|ξ′|−1ξ2, |ξ′|−1ξ1)

whenever ξ′ 6= 0, we obtain

Â](ξ′, x3) = (Â](ξ′, x3) · ξ′⊥)ξ′⊥ = (−ξ2â1 + ξ1â2)(ξ′, x3)
ξ′⊥
|ξ′|

, x3 ∈ R,

and consequently

(5.19) |ξ′|Â](ξ′, x3) = −iβ̂(ξ′, x3), x3 ∈ R,

by (4.13), the above identity being still valid for ξ′ = 0. Therefore, arguing as in

the derivation of (1.13) from (4.14), we infer from (4.15) and (5.19) that

(5.20) ‖A‖3L∞x3 (R,L2(ω)) 6 C‖ΛA1,q1 − ΛA2,q2‖µ1 ,

where C > 0 and µ1 ∈ (0, 1) are two constants depending only on T , ω and M .

We turn now to estimating ‖q‖L∞x3 (R,H−1(ω))3 , where q = q1−q2. With reference

to (4.16)–(4.17) we fix x3 ∈ R and k ∈ {1, . . . , N}, pick a function φ∗,k expressed

by (4.18)–(4.19) in the particular case where A]σ is uniformly zero, i.e.,

φ∗,k(y) := h
(
y′ · θ + rx′k

)
e−

i
2y
′·ξ′ϕ

1/2
k (y′ − (y′ · θ)θ)ασ(y3),(5.21)

y′ ∈ R2, y3 ∈ R,

and, in view of Proposition 3.4, we consider a GO solution uj,σ, j = 1, 2 to the

magnetic Schrödinger equation (i∂t + ∆Aj + qj)uj,σ = 0 in Q, given by (3.3) with

Φ1 = Φ∗,k, Φ2 = Φ∗,k and Φ∗,k(t, x) := φ∗,k(x′ − tθ, x3),(5.22)

t ∈ R, x′ ∈ R2, x3 ∈ R.

Bearing in mind that ∇ · A = 0, we apply (3.50) with V = q − A · (A1 + A2). We

obtain

〈qu2,σ, u1,σ〉L2(Q) = 〈A · ((A1 +A2)u2,σ − 2i∇u2,σ) , u1,σ〉L2(Q)

+ 〈(ΛA1,q1 − ΛA2,q2)fσ, gσ〉L2(Σ),

where fσ and gσ are given by (3.47) and (3.51), respectively. Thus, we have∣∣〈qu2,σ, u1,σ〉L2(Q)

∣∣ 6 C‖A‖L∞(Ω)3‖u1,σ‖L2(Q)‖u2,σ‖L2(0,T ;H1(Ω))

+
∣∣〈(ΛA1,q1 − ΛA2,q2)fσ, gσ〉L2(Σ)

∣∣
and hence

(5.23)
∣∣〈qu2,σ, u1,σ〉L2(Q)

∣∣ 6 Cσ8µ
(
‖A‖L∞(Ω)3 + σ17/3‖ΛA1,q1 − ΛA2,q2‖

)
〈ξ′〉6 ,

from (3.38), (3.55) and (4.21).
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On the other hand, it follows readily from (3.3) and (5.22) that

(5.24) 〈qu2,σ, u1,σ〉L2(Q) =

∫
Q

q(y)Φ2
∗,k(2σt, y)(b1,σb2,σ)(2σt, y)dy dt+Rk,σ,

where bj,σ, j = 1, 2, is given by (3.4) and

Rk,σ :=

∫
Q

q(y)Φ∗,k(2σt, y)
(
b2,σ(2σt, y)eiσ(y′·θ−σt)ψ1,σ(t, y)

+ ψ2,σ(t, y)b1,σ(2σt, y)e−iσ(y′·θ−σt)
)

dy dt

+

∫
Q

q(y)(ψ2,σψ1,σ)(t, y)dy dt.

Therefore, we have

|Rk,σ| 6 ‖q‖L∞(Ω)

(
‖Φ∗,k(2σ·, ·)‖L2(Q)

(
‖ψ1,σ‖L2(Q) + ‖ψ2,σ‖L2(Q)

)
+ ‖ψ1,σ‖L2(Q)‖ψ2,σ‖L2(Q)

)
6 Cσ−11/6Nθ,σ(φ∗,k)2,

according to (3.25)–(3.27) and (3.39), and consequently

(5.25) |Rk,σ| 6 Cσ8µ−7/6 〈ξ′〉6 ,

by (4.21). We turn now to examining the first term in the right-hand side of (5.24).

In light of (3.4), we have

(5.26)

∫
Q

q(y)Φ2
∗,k(2σt, y)(b1,σb2,σ)(2σt, y)dy dt =

∫
Q

q(y)Φ2
∗,k(2σt, y)dy dt+rk,σ,

with

(5.27) rk,σ :=

∫
Q

q(y)Φ2
∗,k(2σt, y)

(
e−i

∫ 2σt
0

θ·A]σ(y′−sθ,y3)ds − 1
)

dy dt.

Now, e−i
∫ 2σt
0

θ·A]σ(y′−sθ,y3)ds−1 = −i
∫ 2σt

0
θ ·A]σ(y′−τθ, y3)e−i

∫ τ
0
θ·A]σ(y′−sθ,y3)dsdτ ,

and so we have∣∣∣e−i ∫ 2σt
0

θ·A]σ(y′−sθ,y3)ds − 1
∣∣∣ 6 2σT‖A]σ‖L∞(R3)2 6 Cσ‖A‖L∞(Ω)3 , (t, y) ∈ Q.

Here we used the fact, arising from (3.9) and (3.15)–(3.16), that for any σ > 0,

‖A]σ‖L∞(R3)2 is majorized, up to some multiplicative constant that is independent

of σ, by ‖A]‖L∞(Ω)2 . Therefore, we infer from (1.12), (3.39) and (4.21) that

|rk,σ| 6 Cσ‖A‖L∞(R3)3‖Φ∗,k(2σ·, ·)‖2L2(Q)

6 C‖A‖L∞(R3)3‖φ∗,k‖2L2(R3) 6 C‖A‖L∞(R3)3〈ξ′〉6σ8µ.(5.28)
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We are left with the task of examining the integral∫
Q

q(y)Φ2
∗,k(2σt, y)dy dt =

∫ T

0

∫
R3

q(y)φ2
∗,k(y′ − 2σtθ, y3)dy′ dy3 dt

=
1

2σ

∫ 2σT

0

∫
R3

q(y′ + sθ, y3)φ2
∗,k(y)dy′ dy3 ds,(5.29)

appearing in the right-hand side of (5.26). To do that, we notice for all σ > σ∗
that

q(y′ + sθ, y3)φ2
∗,k(y) = 0, s ∈ (−∞, 0) ∪ (2σT,+∞), y′ ∈ R2, y3 ∈ R,

since q and φ∗,k are supported in B(0, R) × R and D−R(θ) × R, respectively, and

that |y′ + sθ| > R whenever y′ ∈ D−R(θ) and s ∈ (−∞, 0) ∪ (2σT,+∞). In view of

(4.3) and (5.29), this entails that∫
Q

q(y)Φ2
∗,k(2σt, y)dy dt =

1

2σ

∫
R

∫
R3

q(y′ + sθ, y3)φ2
∗,k(y)dy′ dy3 ds

=
1

2σ

∫
R3

P(q)(θ, y′, y3)φ2
∗,k(y)dy′ dy3.

Thus, arguing in the same way as in the derivation of (4.23), we infer from (5.21)

that

|q̂(ξ′, x3)| 6 C〈ξ′〉6
(
σ20/3‖ΛA1,q1−ΛA2,q2‖+ σ8µ+1‖A‖L∞(Ω)3 + σ8µ−1/6

)
,(5.30)

σ > σ∗.

The next step of the proof is to upper bound ‖A‖L∞(Ω)3 in terms of ‖ΛA1,q1−
ΛA2,q2‖. To do that, we pick p > 2 and apply Sobolev’s embedding theorem (see,

e.g., [14, Cor. IX.14]), getting ‖A(·, x3)‖L∞(ω)3 6 C‖A(·, x3)‖W 1,p(ω)3 for a.e. x3 ∈
R, the constant C > 0 depending only on ω. By interpolating, we obtain

‖A(·, x3)‖L∞(ω)3 6 C‖A(·, x3)‖1/2W 2,p(ω)3‖A(·, x3)‖1/2Lp(ω)3 , x3 ∈ R.

This and (5.20) yield

‖A‖L∞(Ω)3 6 C‖A‖1/2L∞x3
(R,Lp(ω)3) 6 C‖A‖1/pL∞x3

(R,L2(ω)3) 6 C‖ΛA1,q1 − ΛA2,q2‖µ1/p,

for some constant C > 0 that depends only on ω, M and T . Next, by substituting

the right-hand side of the above estimate for ‖A‖L∞(Ω)3 in (5.30), we get

|q̂(ξ′, x3)| 6 C 〈ξ′〉6
(
σ20/3‖ΛA1,q1 − ΛA2,q2‖+ σ8µ+1‖ΛA1,q1 − ΛA2,q2‖µ1/p

+ σ8µ−1/6
)
, σ > σ∗.(5.31)



A Magnetic Schrödinger Inverse Problem 725

With the notation of Section 5.1.2, we infer from (5.31) and the estimate∫
R2\B(0,ρ)

〈ξ′〉−2|q̂(ξ′, x3)|2dξ′ 6
M

ρ2
, x3 ∈ R, ρ ∈ (1,+∞)

that

(5.32) ‖q‖L∞x3 (R,H−1(ω)) 6 C
(
ρ6σ20/3δµ1/p + σ8µ−1/6 + ρ−1

)
, σ > σ∗,

where δ = ‖ΛA1,q1 − ΛA2,q2‖ ∈ (0, 1). Thus, for µ ∈ (0, 1/48) and δ ∈(
0, σ
−(41−48µ)p/(6µ1)
∗

)
, we obtain (1.16) with µ2 := (1 − 48µ)µ1/(7p(41 − 48µ))

by taking ρ = δ−µ2 and σ = δ−42µ2/(1−48µ) in (5.32).
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Schrödinger operator from partial Cauchy data, Comm. Math. Phys. 271 (2007), 467–488.
Zbl 1148.35096 MR 2287913

[24] G. Eskin, Global uniqueness in the inverse scattering problem for the Schrödinger op-
erator with external Yang-Mills potentials, Comm. Math. Phys. 222 (2001), 503–531.
Zbl 0999.35066 MR 1888087

[25] G. Eskin, Inverse problems for the Schrödinger equations with time-dependent electro-
magnetic potentials and the Aharonov-Bohm effect, J. Math. Phys. 49 (2008), 022105.
Zbl 1153.81355 MR 2392842

[26] G. Eskin and J. Ralston, Inverse scattering problem for the Schrödinger equation with
magnetic potential at a fixed energy, Commun. Math. Phys. 173 (1995), 199–224.
Zbl 0843.35133 MR 1355624

[27] P. Grisvard, Elliptic problems in nonsmooth domains, Pitman, London, 1985.
Zbl 0695.35060 MR 0775683

[28] O. Yu. Imanuvilov and M. Yamamoto, Calderón problem for Maxwell’s equations in the
waveguide, in Spectral theory and partial differential equations, Contemporary Mathemat-
ics 640, American Mathematical Society, Providence, RI, 2015, 137–168. Zbl 1346.35231
MR 3381020

[29] V. Isakov and Z. Sun, Stability estimates for hyperbolic inverse problems with local bound-
ary data, Inverse Problems 8 (1992), 193–206. Zbl 0754.35184 MR 1158175

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1110.35098&format=complete
http://www.ams.org/mathscinet-getitem?mr=2263922
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1337.35164&format=complete
http://www.ams.org/mathscinet-getitem?mr=3473448
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0511.46001&format=complete
http://www.ams.org/mathscinet-getitem?mr=0697382
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0497.35082&format=complete
http://www.ams.org/mathscinet-getitem?mr=0630135
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0786.35070&format=complete
http://www.ams.org/mathscinet-getitem?mr=1299976
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1335.35293&format=complete
http://www.ams.org/mathscinet-getitem?mr=3427046
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1390.35413&format=complete
http://www.ams.org/mathscinet-getitem?mr=3713341
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:06898064&format=complete
http://www.ams.org/mathscinet-getitem?mr=3812814
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1321.35258&format=complete
http://www.ams.org/mathscinet-getitem?mr=3355453
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1230.78001&format=complete
http://www.ams.org/mathscinet-getitem?mr=2832220
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1148.35096&format=complete
http://www.ams.org/mathscinet-getitem?mr=2287913
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0999.35066&format=complete
http://www.ams.org/mathscinet-getitem?mr=1888087
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1153.81355&format=complete
http://www.ams.org/mathscinet-getitem?mr=2392842
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0843.35133&format=complete
http://www.ams.org/mathscinet-getitem?mr=1355624
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0695.35060&format=complete
http://www.ams.org/mathscinet-getitem?mr=0775683
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1346.35231&format=complete
http://www.ams.org/mathscinet-getitem?mr=3381020
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0754.35184&format=complete
http://www.ams.org/mathscinet-getitem?mr=1158175


A Magnetic Schrödinger Inverse Problem 727

[30] C. Kane, L. Balents and M. P. A. Fisher, Coulomb interactions and mesoscopic effects in
carbon nanotubes, Phys. Rev. Lett. 79 (1997), 5086–5089.

[31] O. Kavian, Y. Kian and E. Soccorsi, Uniqueness and stability results for an inverse
spectral problem in a periodic waveguide, J. Math. Pures Appl. 104 (2015), 1160–1189.
Zbl 1335.35300 MR 3420415

[32] Y. Kian, Stability of the determination of a coefficient for wave equations in an infinite
waveguide, Inverse Probl. Imaging 8 (2014), 713–732. Zbl 06377643 MR 3295942

[33] Y. Kian, A multidimensional Borg-Levinson theorem for magnetic Schrödinger operators
with partial spectral data, J. Spectr. Theory 8 (2018), 235–269. Zbl 06852562 MR 3762132

[34] Y. Kian, Q. S. Phan and E. Soccorsi, A Carleman estimate for infinite cylindrical quan-
tum domains and the application to inverse problems, Inverse Problems 30 (2014), 055016.
Zbl 1309.35136 MR 3207158

[35] Y. Kian, Phan, Q. S. and E. Soccorsi, Hölder stable determination of a quantum scalar
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