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Integrality of v-adic Multiple Zeta Values

by

Yen-Tsung Chen

Abstract

In this article, we prove the integrality of v-adic multiple zeta values (MZVs). For any
index s ∈ Nr and finite place v ∈ A := Fq[θ], Chang and Mishiba introduced the notion
of the v-adic MZVs ζA(s)v, which is a function field analogue of Furusho’s p-adic MZVs.
By estimating the v-adic valuation of ζA(s)v, we show that ζA(s)v is a v-adic integer for
almost all v. This result can be viewed as a function field analogue of the integrality of
p-adic MZVs, which was proved by Akagi–Hirose–Yasuda and Chatzistamatiou.
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Keywords: Multizeta values, integrality.

§1. Introduction

§1.1. Classical multiple zeta values

Real multiple zeta values, abbreviated as MZVs, are real numbers defined by

ζ(s1, . . . , sr) :=
∑

n1>···>nr≥1

1

ns1
1 · · ·nsr

r
∈ R×,

where s := (s1, . . . , sr) ∈ Nr and s1 ≥ 2. Here dep(s) := r is called the depth,

wt(s) :=
∑r

i=1 si is called the weight and ht(s) := the cardinality of {i | si ̸= 1} is

called the height. Interesting properties of MZVs have been established in recent

years, but there remain mysteries. For example, although many relations between

MZVs have been discovered, the exact Q-linear structure of MZVs is still unclear.

We refer the reader to [BGF18, IKZ06, K19, Zh16] for more details.
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Real MZVs come in many variants; we first briefly review the p-adic MZVs

introduced by Furusho [F04]. Consider the one-variable multiple polylogarithm

Li(s1,...,sr)(z) :=
∑

n1>n2>···>nr≥1

zn1

ns1
1 · · ·nsr

r
,

where (s1, . . . , sr) ∈ Nr and s1 ≥ 2. We have

ζ(s1, . . . , sr) = Li(s1,...,sr)(z)|z=1.

We write Li(s1,...,sr)(z)p for the p-adic function defined by the same series on

Cp. Then Li(s1,...,sr)(z)p converges on the open unit disk centered at 0. Thus, in

the non-archimedean context, it does not make sense to take the limit z → 1.

But Furusho [F04] applied Coleman integration [Col82] to p-adically analytically

continue Li(s1,...,sr)(z)p to Cp \ {1}, and then took a certain limit z → 1 to define

the p-adic MZV ζ(s1, . . . , sr)p. These p-adic MZVs have features in common with

real MZVs; for example, it is shown in [FJ07] that p-adic MZVs satisfy the same

regularized double shuffle relations as real MZVs satisfy [IKZ06].

Furusho [F04, Que. 2.26] asked whether his p-adic MZVs are p-adic integers,

that is, whether ζ(s1, . . . , sr)p ∈ Zp for all primes p and (s1, . . . , sr) ∈ Nr. Recently,

this question was answered by Akagi–Hirose–Yasuda and Chatzistamatiou.

Theorem 1.1.1 ([AHY, Cha17]). Every p-adic MZV is a p-adic integer. More-

over, fix an index (s1 . . . , sr) ∈ Nr; then for all but finitely many primes p, the

p-adic valuation of p-adic MZVs is greater than the weight
∑r

i=1 si.

Now we describe an application of Theorem 1.1.1, given in [AHY]. Consider

the Q-algebra A := (
∏

p Z/pZ)⊗Z Q, where p runs over all primes p. Kaneko and

Zagier defined finite multiple zeta values (abbreviated as FMZVs) by

ζA(s1, . . . , sr) := (ζA(s1 . . . , sr)p)p ∈ A,

where the p-component ζA(s1, . . . , sr)p is defined by∑
p>n1>n2>···>nr≥1

1

ns1
1 · · ·nsr

r
mod p.

Let w ∈ N, and let p ∈ N be a prime number. We set Zw to be the Q-vector

space generated by all real MZVs of weight w, Zw,p to be the Q-vector space

generated by all p-adic MZVs of weight w, and Zw,A to be the Q-vector space

generated by all FMZVs of weight w. Then we have the following conjectures

which concern the dimensions.
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Conjecture 1.1.2. For each w ∈ N, the following identities hold:

(1) (Zagier)
1

1−X2 −X3
=

∑
w≥0

(dimQ Zw)X
w.

(2) (Furusho–Yamashita [Ya10, Conj. 2])

1−X2

1−X2 −X3
=

∑
w≥0

(dimQ Zw,p)X
w.

(3) (Kaneko–Zagier)

1−X2

1−X2 −X3
=

∑
w≥0

(dimQ Zw,A)X
w.

Akagi–Hirose–Yasuda combine the integrality of p-adic MZVs and the special

case of Jarossay’s result [J20, Eqn. (1.19)] to give the upper bound of the above

conjecture for FMZVs.

Theorem 1.1.3 ([AHY]). For each integer w ∈ N, let

1−X2

1−X2 −X3
=

∑
w≥0

(dw,A)X
w.

Then we have dimQ Zw,A ≤ dw,A.

It is natural to ask whether or not the same phenomenon occurs in the char-

acteristic p analogue. The main purpose of this article is to study the function field

analogue of Theorem 1.1.1 and to build a suitable framework for future study of

the function field analogue of Theorem 1.1.3.

§1.2. MZVs in positive characteristic

The function field analogues of real MZVs were defined by Thakur [T04], general-

izing Carlitz zeta values [Ca35]. Let A := Fq[θ], k := Fq(θ), and define k∞ to be the

completion of k at the infinite place denoted by∞. For any index (s1, . . . , sr) ∈ Nr,

the ∞-adic MZV is defined by the series

ζA(s1, . . . , sr) :=
∑ 1

as11 · · · asrr
∈ k∞,

where (a1, . . . , ar) ∈ Ar with ai monic and degθ ai strictly decreasing. In [T09]

Thakur showed that ζA(s1, . . . , sr) is non-vanishing for all indices (s1, . . . , sr) ∈ Nr.

For the transcendence problem, Yu [Yu91] proved that all single zeta values ζA(s1)

are transcendental and Chang [C14] proved the transcendence of ζA(s1, . . . , sr)
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for all indices (s1, . . . , sr). This problem remains open for real MZVs in classical

transcendence theory. Some interesting features of real MZVs remain valid for

their characteristic p counterpart. For example, Terasoma [Te02] and Goncharov

[Gon02] showed that real MZVs are periods of mixed Tate motives, and Anderson–

Thakur [AT09] showed that ∞-adic MZVs appear as periods of t-motives.

Inspired by Furusho’s definition of p-adic MZVs, Chang and Mishiba consid-

ered the Carlitz multiple star polylogarithms (abbreviated as CMSPLs)

Li⋆(s1,...,sr)(z1, . . . , zr) :=
∑

i1≥···≥ir≥0

zq
i1

1 · · · zqirr

Ls1
i1
· · ·Lsr

ir

,

where (s1, . . . , sr) ∈ Nr, L0 := 1 and Li := (θ − θq) · · · (θ − θq
i

) for i ≥ 1. Chang

and Mishiba [CM21, Thm. 5.2.5] proved that ∞-adic MZVs can be written as

k-linear combinations of CMSPLs at some precise integral points with explicit

coefficients. Let v be a fixed finite place of k and regard Li⋆(s1,...,sr)(z1, . . . , zr)v as

a v-adic function defined by the same series on Cr
v where Cv is the completion

of an algebraic closure of the completion of k at v. Then the series converges on

the open unit disk centered at 0. Chang and Mishiba [CM19, Prop. 4.1.1] use the

logarithmic interpretation to do the analytic continuation of CMSPLs v-adically.

Moreover, they defined v-adic MZVs in [CM21, Def. 6.1.1] by using the same

k-linear combinations of CMSPLs, viewed v-adically, and they used Yu’s sub-t-

module theory [Yu97] to prove that v-adic MZVs satisfy the same k-linear relations

as the corresponding ∞-adic MZVs do. This result can be viewed as a positive

answer to the function field analogue of Furusho’s conjecture [F06, Conj. A], [F07,

Sect. 3.1] (see also [CM21, Conj. 1.1.1]), which predict that the p-adic MZVs satisfy

the same Q-linear relations that the corresponding real MZVs satisfy. These v-adic

MZVs are the main objects of study in this paper.

§1.3. Outline and main result

In Section 2 we fix our notation and setting, then briefly review the terminology

of t-modules as in [A86].

In Section 3 we first follow [CM19] closely to review the logarithmic inter-

pretation and v-adic analytic continuation of CMSPLs. Based on the logarithmic

interpretation and the functional equation for logarithms of t-modules, it is rea-

sonable to establish certain functional equations for CMSPLs arising from loga-

rithms of t-modules. But the difficulty here is that the logarithmic interpretation

for CMSPLs relies on specific evaluation of the logarithm of t-modules at some

special points, and this situation may not hold after analytic continuation. We

overcome this issue in Section 3. As an application, we study the v-adic valuation
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of v-adic CMSPLs and prove that the k-vector space generated by the values of

v-adic CMSPLs forms an algebra. The latter result is clear for ∞-adic CMSPLs

by stuffle relations, but the stuffle relations are still unclear for the v-adic analytic

continuation of CMSPLs. Here, we prove it by the functional equation to avoid

the use of stuffle relations.

In Section 4 we first follow [CM21] closely to construct v-adic MZVs via v-adic

CMSPLs. Then we explain how to arrive at our main result via the properties of

v-adic CMSPLs obtained in Section 3. Our main result, stated as Theorem 4.2.1

later, is the following:

Theorem 1.3.1. Let s = (s1, . . . , sr) ∈ Nr and qv be the cardinality of the residue

field A/vA. If we set

Bw,v := min
n≥0

{qnv − n · w},

then we have

ordv(ζA(s)v) ≥ Bwt(s),v −
wt(s)− dep(s)− ht(s)

qv − 1
.

In particular, if we set Av to be the valuation ring inside the completion of k at v,

then we have

ζA(s)v ∈ Av if qv ≥ wt(s).

We will provide an example which shows that certain conditions for the inte-

grality of v-adic MZVs are necessary.

In Section 5 we formulate a new framework, the adelic MZVs, based on our in-

tegrality result. We develop some properties of adelic MZVs and we hope that they

may be helpful for the later study of the function field analogue of Theorem 1.1.3.

§2. Preliminaries

§2.1. Notation

Fq := a finite field with q elements, for q a power of a prime number p.

A := Fq[θ], the polynomial ring in the variable θ over Fq.

v := a monic, irreducible polynomial in A.

ϵv := degθ(v), the degree of v with respect to θ.

qv := qϵv , the cardinality of the residue field A/vA.

k := Fq(θ), the fraction field of A.

| · |v := the normalized absolute value on k such that |v|v = q−1
v .

| · |∞ := the normalized absolute value on k such that |θ|∞ = q.
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ordv(·) := the associated valuation of | · |v.
ord∞(·) := the associated valuation of | · |∞.

kv := the completion of k with respect to | · |v.
k∞ := the completion of k with respect to | · |∞.

Av := the valuation ring inside kv.

A∞ := the valuation ring inside k∞.

Cv := the completion of an algebraic closure of kv.

C∞ := the completion of an algebraic closure of k∞.

k̄ := a fixed algebraic closure of k with fixed embeddings into Cv and C∞

respectively.

wt(s) := s1 + · · ·+ sr, the weight of s := (s1, . . . , sr) ∈ Nr.

dep(s) := r, the depth of s := (s1, . . . , sr) ∈ Nr.

§2.2. Basic setting

In this section we briefly recall some basic objects which are fundamental for the

arithmetic of A. First, we set D0 := 1, L0 := 1 and for i ∈ N, we set

[i] := θq
i

− θ ∈ A, Di := [i][i− 1]q · · · [1]q
i−1

, and Li := (−1)i[i][i− 1] · · · [1].

Next, we recall the Carlitz factorials. For each non-negative integer n, we write

n =
∑
j≥0

njq
j , 0 ≤ nj ≤ q − 1.

The Carlitz factorial is defined by

Γn+1 :=
∏
j

D
nj

j ∈ A.

Given an index s = (s1, . . . , sr) ∈ Nr, we further define Γs := Γs1 · · ·Γsr . For these

objects, we have the following basic but useful proposition on its v-adic valuation.

Proposition 2.2.1. The following assertions hold:

(1) Let i ∈ Z≥0. If we write i = α · ϵv + β, α, β ∈ Z≥0, and 0 ≤ β < ϵv, then

ordv(Di) = qβ · q
α
v − 1

qv − 1
and ordv(Li) = α.

(2) Let s ∈ N≥2 and s = (s1, . . . , sr) ∈ Nr. Then ordv(Γ1) = 0,

ordv(Γs) ≤
s− 2

qv − 1
and ordv(Γs) ≤

wt(s)− dep(s)− ht(s)

qv − 1
.
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Proof. The case i = 0 is clear, so we may assume that i ≥ 1. Since [i] is the

product of all monic irreducible polynomials f in A with deg(f) divides i [Go96,

Prop. 3.1.6], we have that ordv([i]) = 1 if and only if ϵv divides i and ordv([i]) = 0

otherwise. Then direct calculation shows that

ordv(Di) =

i∑
j=1

qi−j · ordv([j]) =
α∑

j′=1

qi−j′·ϵv · ordv([j′ · ϵv]) = qβ · q
α
v − 1

qv − 1

and

ordv(Li) =

α∑
j=1

ordv([j · ϵv]) = α.

The first assertion now follows. To prove the second part, we write n := s − 1 =∑
j≥0 njq

j and j = αj · ϵv +βj for each non-negative integer j, where αj , βj ∈ Z≥0

and 0 ≤ βj < ϵv. Then

ordv(Γs) =
∑
j≥0

nj · ordv(Dj) =
∑
j≥0

nj · qβj · q
αj
v − 1

qv − 1

=
1

qv − 1

(∑
j≥0

njq
j −

∑
j≥0

njq
βj

)

≤ 1

qv − 1

(
n−

∑
j≥0

nj

)
≤ n− 1

qv − 1
=

s− 2

qv − 1
.

Finally,

ordv(Γs) =

r∑
j=1

ordv(Γsj )

≤
( r∑

j=1

si − 1

qv − 1

)
− ht(s)

qv − 1
=

wt(s)− dep(s)− ht(s)

qv − 1
.

§2.3. Anderson’s t-modules

In this section we quickly review the theory of t-modules introduced by Ander-

son [A86]. Let τ be the Frobenius qth power operator

τ := (x 7→ xq) : Cv → Cv.

This τ -action naturally extends to matrices by componentwise action. Let Cv[τ ] be

the non-commutative polynomial ring generated by τ equipped with the relation

τα = αqτ for α ∈ Cv.



130 Y.-T. Chen

For any d-dimensional additive algebraic group Gd
a defined over Cv, one may iden-

tify the ring of Fq-linear endomorphisms of Gd
a with Matd(Cv[τ ]). We also define

the partial differential operator

∂ :=

(∑
i≥0

αiτ
i 7→ α0

)
: Matd(Cv[τ ]) → Matd(Cv).

Now we are ready to give a precise definition of t-modules.

Definition 2.3.1. Let d ∈ N. A d-dimensional t-module is a pair G = (Gd
a, ρ),

where

ρ : Fq[t] → Matd(Cv[τ ]),

a 7→ ρa

is an Fq-linear ring homomorphism so that ∂ρt − θId is a nilpotent matrix.

The exponential function of G is an Fq-linear power series of the form

expG := Id +
∑
i≥1

Qiτ
i, Qi ∈ Matd(Cv).

It is the unique power series satisfying the property that

expG ◦∂ρa = ρa ◦ expG for all a ∈ Fq[t].

The logarithm of G, denoted by logG, is defined to be the formal inverse of expG.

It is an Fq-linear power series of the form

logG := Id +
∑
i≥1

Piτ
i, Pi ∈ Matd(Cv),

with the property that

logG ◦ρa = ∂ρa ◦ logG for all a ∈ Fq[t].

The logarithm logG is one of the most important objects in our study as it has a

deep connection to CMSPLs and MZVs (see [AT90, CM19, CM21]).

§3. v-adic CMSPL

In this section we will follow [CM19] closely to construct a specific t-module Gs,u

and an explicit special point vs,u to define the v-adic CMSPL. Then we study

the properties of the k-vector space generated by certain values of v-adic CMSPLs

with the same weight.
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§3.1. Formulation through iterated extension of Carlitz tensor powers

Throughout this section we fix s = (s1, . . . , sr) ∈ Nr and u = (u1, . . . , ur) ∈ (k×)r.

We define the sth Carlitz multiple polylogarithm (CMPL) as (see [C14])

Lis(z1, . . . , zr) :=
∑

i1>···>ir≥0

zq
i1

1 . . . zq
ir

r

Ls1
i1
· · ·Lsr

ir

∈ k[[z1, . . . , zr]].

We also define the sth CMSPL as (see [CM19])

Li⋆s(z1, . . . , zr) :=
∑

i1≥···≥ir≥0

zq
i1

1 · · · zqirr

Ls1
i1
· · ·Lsr

ir

∈ k[[z1, . . . , zr]].

We write Lis(z1, . . . , zr)v and Li⋆s(z1, . . . , zr)v when we consider the v-adic conver-

gence of these two infinite series.

For 1 ≤ ℓ ≤ r, we set dℓ := sℓ + · · · + sr and d := d1 + · · · + dr. Let B be a

d× d-matrix of the form 
B[11] · · · B[1r]

...
...

B[r1] · · · B[rr]

 ,

where B[ℓm] is a dℓ × dm-matrix for each ℓ and m. We call B[ℓm] the (ℓ,m)th

block submatrix of B.

For 1 ≤ ℓ ≤ m ≤ r, we set

Nℓ :=



0 1 0 · · · 0

0 1
. . .

...
. . .

. . . 0

. . . 1

0


∈ Matdℓ

(k),

N :=


N1

N2

. . .

Nr

 ∈ Matd(k),

E[ℓm] :=


0 · · · · · · 0
...
. . .

...

0
. . .

...

1 0 · · · 0

 ∈ Matdℓ×dm
(k) (if ℓ = m),
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E[ℓm] :=


0 · · · · · · 0
...

. . .
...

0
. . .

...

(−1)m−ℓ
∏m−1

e=ℓ ue 0 · · · 0

 ∈ Matdℓ×dm
(k) (if ℓ < m),

E :=


E[11]E[12] · · · E[1r]

E[22]
. . .

...
. . . E[r−1, r]

E[rr]

 ∈ Matd(k).

Also, we define 1ℓ := (δℓ,j)1≤j≤d to be the vector in Mat1×d(k̄) where δℓ,j = 1

if ℓ = j and δℓ,j = 0 otherwise. Finally, we define the t-module Gs,u := (Gd
a, ρ) by

(3.1.1) ρt = θId +N + Eτ ∈ Matd(k[τ ]).

Note that Gs,u depends only on u1, . . . , ur−1.

Let

(3.1.2) vs,u :=



0


d1
...

0

(−1)r−1u1 · · ·ur

0
d2

...

0

(−1)r−2u2 · · ·ur

...
...

0
dr

...

0

ur

∈ Gs,u(k).

If we denote |M |v := max{|Mij |v} for each matrix M = (Mij) with entries in Cv,

then |vs,u|v < 1 when |um|v ≤ 1 for each 1 ≤ m < r and |ur|v < 1. In this case,

logGs,u
(vs,u) converges v-adically. Furthermore, we have the following theorem.
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Theorem 3.1.3 ([CM19, Thm. 3.3.3]). Let u1, . . . , ur ∈ k× with |um|v ≤ 1 for

each 1 ≤ m < r and |ur|v < 1. Let Gs,u and vs,u be as above. Then we have

logGs,u
(vs,u) =



∗


d1
...

∗
(−1)r−1 Li⋆(sr,...,s1)(ur, . . . , u1)v

∗
d2

...

∗
(−1)r−2 Li⋆(sr,...,s2)(ur, . . . , u2)v

...
...

∗
dr

...

∗
Li⋆sr (ur)v

∈ LieGs,u(Cv).

In [CM19], the logarithmic interpretation was used to analytically continue

CMSPLs v-adically. In what follows, we will recall their result and give the formu-

lation of v-adic CMSPLs via the logarithm of the t-module Gs,u.

We let OCv
be the valuation ring inside Cv and mv be the maximal ideal of

OCv . We further denote by v(t) := v(θ)|θ=t ∈ Fq[t].

Proposition 3.1.4 ([CM19, Prop. 4.1.1]). Let u1, . . . , ur ∈ k× with |ui|v ≤ 1 for

each 1 ≤ i ≤ r. Let Gs,u be the t-module defined in (3.1.1) and vs,u ∈ Gs,u(k) be

defined in (3.1.2). Let ℓ ≥ 1 be an integer such that each image of ui in OCv
/mv

∼=
Fq is contained in Fqℓ . We further set

(3.1.5) a(t) := (v(t)d1ℓ − 1)(v(t)d2ℓ − 1) · · · (v(t)drℓ − 1).

Then

ρa(vs,u) ∈ Gs,u(mv).

In particular, logGs,u
(ρa(vs,u)) converges in LieGs,u(Cv).

From Proposition 3.1.4, we can make the following formulation.

Definition 3.1.6. Let

s = (s1, . . . , sr) ∈ Nr, u = (u1, . . . , ur) ∈ k× with |ui|v ≤ 1.

We define

s̃ = (sr, . . . , s1), ũ = (ur, . . . , u1), d̃ℓ := sr+1−ℓ + · · ·+ s1, 1 ≤ ℓ ≤ r.
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Consider the t-module Gs̃,ũ defined in (3.1.1), the special point vs̃,ũ defined in

(3.1.2), and any polynomial a(t) ∈ Fq[t] so that

a(t) ̸= 0 and ρa(vs̃,ũ) ∈ Gs̃,ũ(mv).

Then we define Li⋆s(u1, . . . , ur)v to be the value

(3.1.7)
(−1)r−1

a(θ)
× the d̃1th coordinate of logGs̃,ũ

(ρa(vs̃,ũ)).

Remark 3.1.8. The proposition above guarantees the existence of such an a(t).

Moreover, the definition above is independent of the choice of a(t) (see [CM19,

Rem. 4.1.3]).

Remark 3.1.9. If u = (u1, . . . , ur) ∈ k̄× with |u1|v < 1 and |ui|v ≤ 1 for 2 ≤
i ≤ r, then the definition above coincides with the original power series expansion,

namely

Li⋆s(u1, . . . , ur)v =
∑

i1≥···≥ir≥0

uqi1

1 . . . uqir
r

Ls1
i1
· · ·Lsr

ir

∈ Cv.

§3.2. The k-vector space spanned by v-adic CMSPLs

The aim of this subsection is to study the properties of the k-vector space spanned

by Li⋆s(u)v with the same weight. More precisely, we get a lower bound of the v-adic

valuation of Li⋆s(u)v in terms of wt(s) and ϵv. In addition, we prove a functional

equation of v-adic CMSPLs arising from the logarithm of the t-module. As an

application, we will prove that the k-vector space spanned by Li⋆s(u)v forms an

algebra.

Definition 3.2.1. Let w ∈ Z≥0, S0,v := {1}, and

Sw,v :=
{
Li⋆s(u)v | r ∈ N, s ∈ Nr, wt(s) = w,u ∈ Ar

}
for w > 0.

We define Lw,v to be the k-vector space generated by Sw,v.

To study the properties of Lw,v, we need some further information on Li⋆s(u)v.

For the convenience of our later use, we adopt the following setting: for any x ∈ Cv,

we define

x(i) := τ i(x) = xqi .

For any M = (Mij) ∈ Matm×n(Cv), we define M (ℓ) = (M
(ℓ)
ij ). Furthermore, given

any two square matrices M1, M2 with the same size, we define

ad(M1)
0(M2) := M2



v-adic Multiple Zeta Values 135

and for non-negative integers j,

ad(M1)
j+1(M2) := M1(ad(M1)

j(M2))− (ad(M1)
j(M2))M1.

Proposition 3.2.2. Let

s := (s1, . . . , sr) ∈ Nr, u := (u1, . . . , ur) ∈ (k̄×)r,

and let Gs,u be the t-module defined in (3.1.1). Consider

logGs,u
:=

∑
i≥0

Piτ
i, P0 = Id,

and put

d1th row of Pi := (Y
⟨i⟩
1 , . . . , Y ⟨i⟩

r ), where Y ⟨i⟩
m ∈ k̄dm for 1 ≤ m ≤ r.

If we set

Y ⟨i⟩
m = (y

⟨i⟩
m,1, . . . , y

⟨i⟩
m,dm

),

then for 1 ≤ j ≤ d1 we have

(3.2.3) y
⟨i⟩
1,j =

(−[i])d1−j

Ld1
i

,

and for m ≥ 2, 1 ≤ j ≤ dm we have

(3.2.4) y
⟨i⟩
m,j = (−1)m−1(−[i])dm−j

∑
0≤i1≤···≤im−1<i

u
(i1)
1 · · ·u(im−1)

m−1

Ls1
i1
· · ·Lsm−1

im−1
Ldm
i

.

Remark 3.2.5. This proposition is an improvement of [CM19, Prop. 3.2.1], us-

ing the strategy of [AT90]. More precisely, Chang and Mishiba proved in [CM19,

Prop. 3.2.1] that

y
⟨i⟩
1,d1

=
1

Ld1
i

,

and for m ≥ 2,

y
⟨i⟩
m,dm

= (−1)m−1
∑

0≤i1≤···≤im−1<i

u
(i1)
1 · · ·u(im−1)

m−1

Ls1
i1
· · ·Lsm−1

im−1
Ldm
i

.

Remark 3.2.6. For the depth 1 case, i.e., s = s, u = u, our t-module Gs,u is

the sth tensor power of the Carlitz module and our result coincides with [Pp,

Cor. 4.1.5].

Proof of Proposition 3.2.2. Consider the functional equation

logGs,u
◦ρt = ∂ρt ◦ logGs,u

.
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We have (∑
i≥0

Piτ
i

)
· (θId +N + Eτ) = (θId +N) ·

(∑
i≥0

Piτ
i

)
.

By comparison with the coefficient matrix of τ i+1, we obtain

Pi+1(θ
qi+1

· Id +N) + PiE
(i) = (θ · Id +N) · Pi+1.

Therefore,

[i+ 1]Pi+1 + Pi+1N −NPi+1 = −PiE
(i)

and thus

Pi+1 −
ad(N)1(Pi+1)

[i+ 1]
= −PiE

(i)

[i+ 1]
.

By applying ad(N)j(Pi+1)
[i+1]j and using a telescopic sum, we may use the fact

ad(N)2d1−1(Pi+1) = 0

to obtain

Pi+1 = −
2d1−2∑
j=0

ad(N)j(PiE
(i))

[i+ 1]j+1
.

Now we consider the vector 1d1
= (δd1,ℓ)1≤ℓ≤d. Note that 1d1

N = 0 and

ad(N)j(PiE
(i)) can be expressed as

ad(N)j(PiE
(i)) = NB + (−1)jPiE

(i)N j

for some B ∈ Matd(k̄). Hence

(3.2.7) 1d1Pi+1 = −
2d1−2∑
j=0

1d1
ad(N)j(PiE

(i))

[i+ 1]j+1
=

2d1−2∑
j=0

1d1PiE
(i)N j

(−[i+ 1])j+1
.

For each i, j, we have

E(i)N j =


E[11](i) E[12](i) · · · E[1r](i)

E[22](i)
. . .

...
. . . E[r − 1, r](i)

E[rr](i)



N j

1

N j
2

. . .

N j
r



=


E[11](i)N j

1 E[12](i)N j
2 · · · E[1r](i)N j

r

E[22](i)N j
2

. . .
...

. . . E[r − 1, r](i)N j
r

E[rr](i)N j
r

 .
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For 1 ≤ ℓ ≤ m ≤ r, 0 ≤ j ≤ dm − 1, we have

E[ℓm](i)N j
m =


0 · · · · · · 0 · · · · · · 0
...

...
...

... 0
...

0 · · · 0 (−1)m−ℓ
∏m−1

e=ℓ u
(i)
e 0 · · · 0


where the only non-zero element appears in the (dm, j + 1)th entry. If we denote

Y ⟨i⟩
m = (y

⟨i⟩
m,1, . . . , y

⟨i⟩
m,dm

),

then by comparing with both sides of (3.2.7), we obtain

Y
⟨i+1⟩
1 =

(
y
⟨i⟩
1,d1

−[i+ 1]
,

y
⟨i⟩
1,d1

(−[i+ 1])2
, . . . ,

y
⟨i⟩
1,d1

(−[i+ 1])d1

)
and for m ≥ 2,

Y ⟨i+1⟩
m =

(
y
⟨i⟩
m,dm

+
∑m−1

n=1 y
⟨i⟩
n,dn

(−1)m−n
∏m−1

e=n u
(i)
e

−[i+ 1]
,

. . . ,
y
⟨i⟩
m,dm

+
∑m−1

n=1 y
⟨i⟩
n,dn

(−1)m−n
∏m−1

e=n u
(i)
e

(−[i+ 1])dm

)
.

Consequently, we get that

y
⟨i⟩
m,j = (−[i])dm−jy

⟨i⟩
m,dm

.

The desired result now follows immediately from the relation Li+1 = −[i + 1]Li

and [CM19, Prop. 3.2.1].

For convenience, we define Li⋆∅ = 0. Finally, we consider the Carlitz difference

operator △1, which acts on f ∈ k[[z1, . . . , zr]] by

(△1 f)(z1, . . . , zr) := f(θz1, z2, . . . , zr)− θf(z1, . . . , zr).

Lemma 3.2.8. Let △j
1:=△1 ◦ · · · ◦ △1 be the j-fold composition of the Carlitz

difference operator. Then we have

(△j
1 f)(z1, . . . , zr) =

j∑
ℓ=0

(−1)ℓ
(
j

ℓ

)
θℓf(θj−ℓz1, z2, . . . , zr).

Proof. The lemma is essentially an application of the binomial theorem. We in-

troduce two operators Sθ and Iθ. Here Sθ is the operator defined by

(Sθf)(z1, . . . , zr) := f(θz1, z2, . . . , zr).
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We let Iθ be the multiplication operator defined by

(Iθf)(z1, . . . , zr) := θf(z1, . . . , zr).

Note that △1= Sθ − Iθ and Sθ ◦ Iθ = Iθ ◦ Sθ. Thus, we have

△j
1= (Sθ − Iθ)

j =

j∑
ℓ=0

(−1)ℓ
(
j

ℓ

)
Sj−ℓ
θ ◦ Iℓθ.

Consequently, we obtain the result.

A simple application of Lemma 3.2.8 comes from the observation that

△1 zq
i

= [i]zq
i

.

More generally, if we have an Fq-linear power series,

f(z1, . . . , zr) =

∞∑
i=0

ciz
qi

1 ∈ k[[z1, . . . , zr]],

where ci ∈ k[[z2, . . . , zr]]. Then we have

(3.2.9) (△j
1 f)(z1, . . . , zr) =

∞∑
i=0

ci[i]
jzq

i

1 .

Surprisingly, this phenomenon also occurs in the calculation of the v-adic CMSPLs.

To formulate the statement, we adopt the following notation. Let s = (s1, . . . , sr) ∈
Nr. Then we define

s(i) = (s1 + · · ·+ si, si+1, . . . , sr) for 1 ≤ i ≤ r and s(i) = ∅ for i > r or i < 0.

Theorem 3.2.10. Let

s = (s1, . . . , sr) ∈ Nr, u = (u1, . . . , ur) ∈ (k×)r with |ui|v ≤ 1.

We define

s̃ = (sr, . . . , s1), ũ = (ur, . . . , u1), d̃ℓ := sr+1−ℓ + · · ·+ s1, 1 ≤ ℓ ≤ r.

Consider the t-module Gs̃,ũ defined in (3.1.1), the special point vs̃,ũ defined in

(3.1.2), and any polynomial a(t) ∈ Fq[t] so that

ρa(vs̃,ũ) ∈ Gs̃,ũ(mv).

We further set

(V1, . . . , Vr)
tr = ρa(vs̃,ũ), where Vm ∈ k̄d̃m .
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If we set

Vm := (Vm,1, . . . , Vm,d̃m
)tr,

then we have the following identity

Li⋆s(u)v =
(−1)r−1

a(θ)

r∑
m=1

d̃m−1∑
j=0

j∑
ℓ=0

(−1)j+ℓ+m−1

(
j

ℓ

)
θℓ

×
{
Li⋆s(r+1−m)

(θj−ℓVm,d̃m−j , ur+2−m, . . . , ur)v

− Li⋆s(r+2−m)
(θj−ℓVm,d̃m−jur+2−m, ur+3−m, . . . , ur)v

}
.

Proof. Let logGs̃,ũ
=

∑
i≥0 P̃iτ

i and

d̃1th row of P̃i := (Ỹ
⟨i⟩
1 , . . . , Ỹ ⟨i⟩

r ), where Ỹ ⟨i⟩
m ∈ k̄d̃m for 1 ≤ m ≤ r.

Then by Definition 3.1.6 we have

Li⋆s(u)v =
(−1)r−1

a(θ)

∑
i≥0

(Ỹ
⟨i⟩
1 , . . . , Ỹ ⟨i⟩

r ) · (V (i)
1 , . . . , V (i)

r )tr

=
∑
i≥0

{
(Ỹ

⟨i⟩
1 ) · (V (i)

1 )tr + · · ·+ (Ỹ ⟨i⟩
r ) · (V (i)

r )tr
}
.

For m = 1, we have

∑
i≥0

(Ỹ
⟨i⟩
1 ) · (V (i)

1 )tr =
∑
i≥0

d̃1∑
j=1

(−1)d̃1−j [i]d̃1−jV qi

1,j

Ld̃1
i

=

d̃1−1∑
j=0

∑
i≥0

(−1)j [i]jV qi

1,d̃1−j

Ld̃1
i

=

d̃1−1∑
j=0

(−1)j(△j
1 Li⋆

d̃1
)(V1,d̃1−j)

=

d̃1−1∑
j=0

j∑
ℓ=0

(−1)j+ℓ

(
j

ℓ

)
θℓ Li⋆

d̃1
(θj−ℓV1,d̃1−j)

=

d̃1−1∑
j=0

j∑
ℓ=0

(−1)j+ℓ

(
j

ℓ

)
θℓ
{
Li⋆s(r)(θ

j−ℓV1,d̃1−j)

− Li⋆s(r+1)
(θj−ℓV1,d̃1−j)

}
.

The first equality comes from (3.2.3). The third equality follows by combining

(3.2.9) and the definition of Li⋆. The fourth equality follows by Lemma 3.2.8.
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For 2 ≤ m ≤ r, we have∑
i≥0

(Ỹ ⟨i⟩
m ) · (V (i)

m )tr

=
∑
i≥0

d̃m∑
j=1

(−1)m−1+d̃m−j
∑

0≤i1≤···
≤im−1<i

[i]d̃m−ju
(i1)
r · · ·u(im−1)

r+2−mV
(i)
m,j

Lsr
i1
· · ·Lsr+2−m

im−1
Ld̃m
i

=
∑
i≥0

d̃m∑
j=1

(−1)m−1+d̃m−j

( ∑
0≤i1≤···
≤im−1≤i

−
∑

0≤i1≤···
≤im−1=i

)
[i]d̃m−ju

(i1)
r · · ·u(im−1)

r+2−mV
(i)
m,j

Lsr
i1
· · ·Lsr+2−m

im−1
Ld̃m
i

=

d̃m−1∑
j=0

(−1)m+j−1
∑
i≥0

( ∑
0≤i1≤···
≤im−1≤i

−
∑

0≤i1≤···
≤im−1=i

) [i]ju
(i1)
r · · ·u(im−1)

r+2−mV
(i)

m,d̃m−j

Lsr
i1
· · ·Lsr+2−m

im−1
Ld̃m
i

=

d̃m−1∑
j=0

(−1)m+j−1
{
(△j

1 Li⋆s(r+1−m)
)(Vm,dm−j , ur+2−m, . . . , ur)

− (△j
1 Li⋆s(r+2−m)

)(Vm,dm−jur+2−m, ur+3−m, . . . , ur)
}

=

d̃m−1∑
j=0

j∑
ℓ=0

(−1)j+ℓ+m−1

(
j

ℓ

)
θℓ
{
Li⋆s(r+1−m)

(θj−ℓVm,d̃m−j , ur+2−m, . . . , ur)v

− Li⋆s(r+2−m)
(θj−ℓVm,d̃m−jur+2−m, ur+3−m, . . . , ur)v

}
.

The first equality comes from (3.2.4). The third equality follows by combining

(3.2.9) and the definition of Li⋆. The fourth equality follows by Lemma 3.2.8. The

desired result now follows by combining the above two cases.

Remark 3.2.11. In order to state the following corollary of Theorem 3.2.10, let

S⋆
0,v := {1} and S⋆

w,v := {Li⋆s(u)v | r ∈ N, s ∈ Nr, wt(s) = w, u ∈ vA × Ar−1}
for w ∈ N. It is important to point out that Li⋆s(u)v ∈ S⋆

w,v and Li⋆s′(u
′)v ∈ S⋆

w′,v

satisfy stuffle relations analogous to the characteristic zero case. Indeed, every

Li⋆s(u)v ∈ S⋆
w,v has a power series expansion, namely

Li⋆s(u)v =
∑

i1≥···≥ir≥0

uqi1

1 . . . uqir
r

Ls1
i1
· · ·Lsr

ir

∈ kv.

Then the inclusion–exclusion principle on the set{
i1 ≥ · · · ≥ ir ≥ 0

}
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shows that CMSPLs can be written as Fq-linear combinations of CMPLs. For

example,

{i1 ≥ i2 ≥ 0} = {i1 > i2 ≥ 0} ∪ {i1 = i2 ≥ 0}.

It follows that

Li⋆(s1,s2)(u1, u2)v = Li(s1,s2)(u1, u2) + Li(s1+s2)(u1 · u2).

Then [C14, Sect. 5.2] and [CM19, Prop. 5.2.3] now provide the stuffle relations for

CMSPLs. For example, for s = s1 ∈ N, s′ = s2 ∈ N, u = u1 ∈ vA, u′ = u2 ∈ vA,

we have

Li⋆s1(u1)v · Li⋆s2(u2)v = Li⋆(s1,s2)(u1, u2)v + Li⋆(s2,s1)(u2, u1)v − Li⋆(s1+s2)(u1u2)v.

On the other hand, due to the lack of a power series expansion, it does not seem

clear from Definition 3.1.6 whether elements in Sw,v \S⋆
w,v satisfy the same stuffle

relations.

Now we are ready to state a corollary for Theorem 3.2.10.

Corollary 3.2.12. Let Lw,v be the k-vector space generated by Sw,v (see Defini-

tion 3.2.1). Then we have the following:

(1) As a k-vector space, Lw,v is generated by S⋆
w,v. Moreover, let

Lv =
∑

w∈Z≥0

Lw,v.

Then Lv forms a k-algebra.

(2) Let

Bw,v := min
n≥0

{qnv − n · w}.

Then

ordv(Li
⋆
s(u)v) ≥ Bw,v for every Li⋆s(u)v ∈ Sw,v.

In particular,

Li⋆s(u)v ∈ Av if qv ≥ wt(s).

Proof. Indeed, by Proposition 3.1.4, we may always pick a(t) ∈ Fq[t] as in (3.1.5).

Then Theorem 3.2.10 implies that every Li⋆s(u)v ∈ Sw,v is just a k-linear com-

bination of elements in S⋆
w,v. Thus, Lw,v is generated by S⋆

w,v. Consequently, the

following inclusion holds by Remark 3.2.11:

Lw1,v · Lw2,v ⊂ Lw1+w2,v.
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The first assertion now follows immediately. For the second part, one observes that

ordv(Li
⋆
s(u)v) ≥ Bw,v for every Li⋆s(u)v ∈ S⋆

w,v

since

ordv

(uqi1

1 . . . uqir
r

Ls1
i1
· · ·Lsr

ir

)
≥ qi1 −

r∑
j=1

sj ordv(Lij ) ≥ qi1 − wt(s)
⌊ i1
ϵv

⌋
≥ qαv − wt(s)α ≥ Bw,v.

Here, the first inequality comes from the fact that u ∈ vA × Ar−1. The second

inequality follows by combining Proposition 2.2.1 and the inequality i1 ≥ · · · ≥ ir.

The third inequality comes from the fact that if we write i1 = α · ϵv + β, where

α, β ∈ Z≥0 with 0 ≤ β < ϵv, then

qi1 − wt(s)
⌊ i1
ϵv

⌋
≥ qαv − wt(s)α.

On the other hand, every Li⋆s(u) ∈ Sw,v is just a k-linear combination of elements

in S⋆
w,v. Moreover, every coefficient lies in k∩Av since ordv(a(θ)) = 0 by our choice

from (3.1.5). Hence,

ordv(Li
⋆
s(u)v) ≥ Bw,v for every Li⋆s(u)v ∈ Sw,v.

Finally, if qv ≥ wt(s) then we claim that for w = wt(s) we have Bw,v ≥ 0. To see

this, consider the function

fw,v(x) := qxv − x · w.

Then we have

fw,v(2) = q2v − 2w ≥ q2v − 2qv ≥ 0.

Moreover, we also have

f ′(x) = ln qv · qxv − w > 1
2 · qxv − w ≥ qx−1

v − w ≥ 0 for x ≥ 2.

Thus fw,v(x) is monotonically increasing on x ≥ 2 and hence

Bw,v ≥ min{1, qv − w} ≥ 0.

In other words,

Li⋆s(u)v ∈ Av for qv ≥ wt(s).

Hence we complete the proof.

We provide an explicit example for Theorem 3.2.10 as follows:
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Example 3.2.13. Consider r = 1, v = θ, u ∈ A and s ∈ N. In this case, we have

a(t) = ts − 1 and thus

ρa(vs̃,ũ) =
((s

1

)
θu,

(
s

2

)
θ2u, . . . ,

(
s

s− 1

)
θs−1u, θs + (uq − u)

)tr

.

By Theorem 3.2.10, we obtain

Li⋆s(u)v =
1

θs − 1

{
Li⋆s(θ

su+ uq − u)v +

s−1∑
j=1

j∑
k=0

(−1)j+k

(
j

k

)
θk Li⋆s(

(
s

j

)
θs−ku)v

}
.

In particular, if s = pℓ for some ℓ ∈ Z≥0, then

Li⋆s(u)v =
1

θs − 1
Li⋆s(θ

su+ uq − u)v.

Remark 3.2.14. If we replace u1, . . . , ur by r independent variables z1, . . . , zr,

then by considering the t-module G defined over A[z1, . . . , zr], the formula in

Theorem 3.2.10 is still valid in the formal power series ring k[[z1, . . . , zr]] (cf. [CM19,

Rem. 3.3.6]).

Remark 3.2.15. For the depth 1 case, i.e., s = s and u = u, our t-module Gs,u

is the sth tensor power of the Carlitz module and the formula in Theorem 3.2.10

coincides with [T04, Rem. 7.6.2].

§4. v-adic MZVs

The aim of this section is to provide a criterion for the integrality of v-adic MZVs.

We first recall the formulation for v-adic MZVs via v-adic CMSPLs. Then we

estimate the v-adic valuation of v-adic MZVs by using Corollary 3.2.12. As a

consequence, we provide an explicit lower bound for the v-adic valuation and a

precise criterion for the integrality of v-adic MZVs.

§4.1. Formulation through v-adic CMSPLs

To introduce the formula of v-adic MZVs via v-adic CMSPLs, we need to review

the Anderson–Thakur polynomials [AT90]. Let t be a variable independent of θ.

We set F0 := 1, Fi :=
∏i

j=1(t
qi − θq

i

). Then the Anderson–Thakur polynomials

Hn ∈ A[t] are defined by the following generating function:(
1−

∞∑
i=0

Fi

Di|θ=t
xqi

)−1

=

∞∑
n=0

Hn

Γn+1|θ=t
xn.
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For each 1 ≤ i ≤ r, we express the Anderson–Thakur polynomial Hsi−1(t) ∈ A[t]

as

Hsi−1(t) =

mi∑
j=0

uijt
j ,

where uij ∈ A and uimi
̸= 0. Now we define

Js := {0, 1, . . . ,m1} × · · · × {0, 1, . . . ,mr}.

Given j = (j1, . . . , jr) ∈ Js, we put uj := (u1j1 , . . . , urjr ) ∈ Ar and aj :=

tj1+···+jr ∈ A[t]. To state the formulation, we further introduce the following

definition.

Definition 4.1.1 (Cf. [CM21, Def. 5.2.1]). Let s := (s1, . . . , sr) ∈ Nr and u ∈ Ar

with r > 1 and let S := {0, 1}. For any w := (w1, . . . ,wr−1) ∈ Sr−1, we define

w(s) := (s1λ(w1)s2λ(w2) · · ·λ(wr−1)sr),

where λ(0) = “,” (comma) and λ(1) = “+” (addition). We also define

w×(u) := (u1µ(w1)u2µ(w2) · · ·µ(wr−1)ur),

where µ(0) = “,” (comma) and µ(1) = “× ” (multiplication).

Now we are ready to give the formulation of v-adic MZVs via v-adic CMSPLs.

Definition 4.1.2. For any index s := (s1, . . . , sr) ∈ Nr, let the notation be the

same as above. We renumber the set{
((−1)r−1aj(θ),w(s),w×(uj)) | j ∈ Js, w ∈ Sr−1

}
=

{
(bℓ, sℓ,uℓ)

}
.

Then we define the v-adic MZV ζA(s)v to be

ζA(s)v :=
1

Γs

∑
ℓ

bℓ · (−1)dep(sℓ)−1 Li⋆sℓ(uℓ)v ∈ kv.

Remark 4.1.3. This definition, given in [CM21, Def. 6.1.1], is inspired by Fu-

rusho’s p-adic MZVs (see [F04]) and the logarithmic interpretation of ∞-adic

MZVs (see [AT90, CM21]). Note that we have the following identity [CM21,

Thm. 5.2.5]:

ζA(s) =
1

Γs

∑
ℓ

bℓ · (−1)dep(sℓ)−1 Li⋆sℓ(uℓ) ∈ k∞.
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§4.2. Main result and examples

In this subsection we prove the explicit lower bound for the v-adic valuation and

the precise criterion for the integrality of v-adic MZVs.

Theorem 4.2.1. Let s = (s1, . . . , sr) ∈ Nr. If we set

Bw,v := min
n≥0

{qnv − n · w},

then we have

ordv(ζA(s)v) ≥ Bwt(s),v −
wt(s)− dep(s)− ht(s)

qv − 1
.

In particular,

ζA(s)v ∈ Av if qv ≥ wt(s).

Remark 4.2.2. We will provide a non-integral example when the restriction in

the theorem is omitted. The example was found by using the computer algebra

system SageMath. The author is grateful to Yoshinori Mishiba for providing the

example.

Proof of Theorem 4.2.1. Since wt(sℓ) = wt(s) for all ℓ by definition, we can use

Corollary 3.2.12 to obtain

ordv(Li
⋆
sℓ
(uℓ)v) ≥ Bwt(s),v for all ℓ.

On the other hand, bℓ is just a power of θ and hence ordv(bℓ) ≥ 0. Finally, by

Proposition 2.2.1,

ordv(Γs) ≤
wt(s)− dep(s)− ht(s)

qv − 1
.

We can conclude that

ordv(ζA(s)v) = ordv

(
1

Γs

∑
ℓ

bℓ · (−1)dep(sℓ)−1 Li⋆sℓ(uℓ)v

)
≥ min

ℓ

{
ordv(bℓ · (−1)dep(sℓ)−1 Li⋆sℓ(uℓ)

}
− wt(s)− dep(s)− ht(s)

qv − 1

≥ Bwt(s),v −
wt(s)− dep(s)− ht(s)

qv − 1
.

In particular, if qv ≥ wt(s), then we have

wt(s)− dep(s)− ht(s)

qv − 1
< 1.
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On the other hand, the condition qv ≥ wt(s) guarantees that Bwt(s),v ≥ 0. As a

result, if qv ≥ wt(s), then

ordv(ζA(s)v) ≥ Bwt(s),v −
wt(s)− dep(s)

qv − 1
> −1.

The desired result now follows from the fact that ord(ζA(s)v) ∈ Z.

Remark 4.2.3. There is another way to formulate Theorem 4.2.1. Let w ∈ N and

v[w] := SpanAv

{vq
n

Lw
n

∣∣∣ n ≥ 0
}
⊂ kv.

Then according to our proof of Corollary 3.2.12 and Theorem 4.2.1, for each r > 0,

s ∈ Nr we have

ζA(s)v ∈ 1

Γs
v[wt(s)].

In particular, if qv := qdeg v > wt(s), then

ζA(s)v ∈ 1

Γs
v[wt(s)] ⊂ (vAv)

Bwt(s),v .

Now we give a non-integral example.

Example 4.2.4. Consider q = 2, v = θ, and s = (4, 1). Then

Γ(4,1) = Γ4 · Γ1 = θ2 + θ, Hs1−1(t) = H3(t) = t2 + t

Hs2−1(t) = H0(t) = 1, Js = {(0, 0), (1, 0), (2, 0)}

and

(b1, s1,u1) = (1, (4, 1), (0, 1)), (b2, s2,u2) = (1, (5), (0)),

(b3, s3,u3) = (θ, (4, 1), (1, 1)), (b4, s4,u4) = (θ, (5), (1)),

(b5, s5,u5) = (θ2, (4, 1), (1, 1)), (b6, s6,u6) = (θ2, (5), (1)).

Thus,

(4.2.5) ζA(4, 1)θ = Li⋆(4,1)(1, 1)θ + Li⋆(5)(1)θ.

Here we use the fact that 1 = −1 since q = 2. Note that

ordθ(d1th coordinate of Piτ
i(v)) ≥ 2i − 5i.

Thus, in the computation of θ-adic CMSPLs of the right-hand side of (4.2.5), we

can just compute the first four terms of logG(ρa(v)). Consequently, we obtain

ζA(4, 1)θ = θ−3 + θ2 +O(θ7) ̸∈ Aθ.
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§5. Adelic MZVs and finite MZVs

In this section we formulate the adelic MZVs over function fields and investi-

gate their properties. We apply [CM21, Thm. 6.1.1] to see that the k-linear space

spanned by ∞-adic MZVs is isomorphic to the k-linear space spanned by adelic

MZVs. Thus, the dimension formula which was conjectured by Todd [To18] also

fits into our adelic framework. Finally, we discuss potential connections between

adelic MZVs and finite MZVs.

§5.1. Formulation of adelic MZVs

We recall the ∞-adic MZVs over function fields which were initially studied by

Thakur [T04]. Then we give our formulation of the adelic MZVs by using our

integrality result Theorem 4.2.1.

Definition 5.1.1. Let s := (s1, . . . , sr) ∈ Nr. Then

(1) for the infinite place, we define

ζA(s)∞ :=
∑ 1

as11 · · · asrr
∈ k∞,

where a1, . . . , ar runs over all monic polynomials in A with 0 ≤ |ar|∞ < · · · <
|a1|∞;

(2) for the adelic setting, we define

ζAk
(s) := (ζA(s)v)v∈Mk

∈ Ak,

where Mk is the set of all places of k and Ak is the adele ring of k.

Remark 5.1.2. Theorem 4.2.1 implies that ζAk
(s) is well defined.

§5.2. Dimension conjecture

In what follows, we recall a result from [CM21, Thm. 6.4.1] which asserts that the

v-adic MZVs satisfy the same k-linear relations that their corresponding ∞-adic

MZVs satisfy. Then we can obtain the k-vector space isomorphism from the above

discussion.

Theorem 5.2.1 ([CM21, Thm. 6.4.1]). Let v be a finite place of k and fix an

embedding k ↪→ Cv. Let w be a positive integer and let Zw be the k-vector space

spanned by all ∞-adic MZVs of weight w, and let Zw,v be the k-vector space

spanned by all v-adic MZVs of weight w. Then we have a well-defined surjective

k-linear map

Zw ↠ Zw,v
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given by

ζA(s)∞ 7→ ζA(s)v

and the kernel contains the one-dimensional vector space k · ζA(w) when w is

divisible by q − 1.

As an application of Theorems 4.2.1 and 5.2.1, we have the following corollary:

Corollary 5.2.2. Let Zw,Ak
be the k-vector space spanned by all adelic MZVs of

weight w. Then the map

Zw → Zw,Ak

given by

ζA(s)∞ 7→ (ζA(s)v)v∈Mk

is a well-defined k-linear isomorphism. In particular,

Zw
∼= Zw,Ak

as a k-vector space.

Proof. Indeed, this map is a well-defined surjective k-linear map by Theorem 5.2.1

and the injectivity comes from the ∞-adic coordinate.

Todd [To18] discovers some linear relations among the same weight ∞-adic

MZVs, and makes the following conjecture.

Conjecture 5.2.3 (Todd’s dimension conjecture). Let w ∈ N and Zw be the k-

vector space generated by all ∞-adic MZVs of weight w. Then we have

dimk Zw =


2w−1 if 1 ≤ w < q,

2w−1 − 1 if w = q,∑q
i=1 dimk Zw−i if w > q.

In order to see the connection between Todd’s dimension conjecture and the

dimension of our adelic MZVs space, we recall the following result from [C14].

Theorem 5.2.4 ([C14, Thm. 2.2.1]). If the given ∞-adic MZVs Z1, . . . , Zm are

linearly independent over k, then

1, Z1, . . . , Zm

are linearly independent over k.

As a consequence, studying the k-linear relations among ∞-adic MZVs is

equivalent to studying k-linear relations among ∞-adic MZVs. In other words, the
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dimension of the k-vector space Zw and the dimension of the k-vector space Zw

must be the same. We summarize this discussion as the following theorem.

Theorem 5.2.5. We adopt the same notation. Then

dimk Zw = dimk Zw = dimk Zw,Ak
.

§5.3. Finite MZVs in positive characteristic

Let s = (s1, . . . , sr) ∈ Nr. Consider the k-algebra Ak := (
∏

v A/vA)⊗A k, where v

runs over all finite places v. Following Kaneko and Zagier, finite MZVs in positive

characteristic are defined by

ζAk
(s) := (ζAk

(s)v)v ∈ Ak,

where the v-component ζAk
(s)v is defined by∑

degθ v>degθ a1>···>degθ ar≥0

1

as11 · · · asrr
mod v.

Several properties of these values have already been established. For example,

relations between FMZVs and finite CMPLs were developed in [CM17], several

identities among FMZVs were worked out in [Shi18], and non-vanishing properties

were studied in [ANDTR19] and [PP18].

Inspired by Conjecture 1.1.2 and Theorem 1.1.3, we raise the following ques-

tion:

Question 5.3.1. Let Zw,Ak
be the k-vector space spanned by all finite MZVs

of weight w. Do we have a well-defined surjective k-linear map from Zw,Ak
into

Zw,Ak
? In particular, is it true that

dimk Zw,Ak
≤ dimk Zw,Ak

?

If the answer to the above question is positive, then how should one formulate the

dimension conjecture for Zw,Ak
from Conjecture 5.2.3?
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Mathématiques de Besançon Algèbre Théorie Nr. 2019/1, Presses Universitaires de
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