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Symmetry Breaking Operators for Strongly
Spherical Reductive Pairs
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Abstract

A real reductive pair (G,H) is called strongly spherical if the homogeneous space (G ×
H)/ diag(H) is real spherical. This geometric condition is equivalent to the representa-
tion-theoretic property that dimHomH(π|H , τ) < ∞ for all smooth admissible represen-
tations π of G and τ of H. In this paper we explicitly construct for all strongly spherical
pairs (G,H) intertwining operators in HomH(π|H , τ) for π and τ spherical principal se-
ries representations of G and H. These so-called symmetry breaking operators depend
holomorphically on the induction parameters and we further show that they generically
span the space HomH(π|H , τ). In the special case of multiplicity one pairs we extend our
construction to vector-valued principal series representations and obtain generic formulas
for the multiplicities between arbitrary principal series. As an application, we prove an
early version of the Gross–Prasad conjecture for complex orthogonal groups, and also
provide lower bounds for the dimension of the space of Shintani functions.

2020 Mathematics Subject Classification: Primary 22E46; Secondary 11F70, 53C30.
Keywords: Symmetry breaking operators, real reductive groups, strongly spherical reduc-
tive pair, finite multiplicities, multiplicity one pairs, Gross–Prasad conjecture, Shintani
functions.

Introduction

One major question in the representation theory of real reductive groups is how an

irreducible representation of a group G decomposes if restricted to a subgroup H.

In the context of infinite-dimensional representations of non-compact Lie groups

this leads to the study of the multiplicities

dimHomH(π|H , τ) ∈ N ∪ {∞},
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where π and τ are irreducible representations of G and H, usually assumed to be

smooth admissible Fréchet representations of moderate growth. In general these

multiplicities might be infinite, so to find a good setting for studying them one

is interested in pairs (G,H) of real reductive groups where dimHomH(π|H , τ) is

always finite. Elements of HomH(π|H , τ) are also referred to as symmetry breaking

operators, a term coined by Kobayashi [19].

Following [16] we call a pair (G,H) consisting of a real reductive group G

and a reductive subgroup H strongly spherical provided the homogeneous space

(G×H)/diag(H) is real spherical, i.e. a minimal parabolic subgroup PG × PH of

G×H has an open orbit. We note that this is equivalent to the double coset space

PH\G/PG being finite. The interest in strongly spherical pairs in the context of

representation theory is due to the following result by Kobayashi–Oshima [22]:

Fact I (See [22, Thm. C]). If (G,H) is strongly spherical then

dimHomH(π|H , τ) <∞

for all smooth admissible representations π of G and τ of H. If additionally G and

H are defined algebraically over R, then also the converse statement holds.

Among the strongly spherical pairs, Kobayashi–Oshima [22] also character-

ized those with uniformly bounded multiplicities. The corresponding pairs of Lie

algebras essentially form five families, and choosing the right Lie groups yields five

families of groups (G,H) whose multiplicities are uniformly bounded by one. This

multiplicity one property is due to Sun–Zhu [41]:

Fact II (See [41, Thm. B]). If (G,H) is one of the pairs

(GL(n+ 1,C),GL(n,C)), (GL(n+ 1,R),GL(n,R)),
(U(p, q + 1),U(p, q)),

(SO(n+ 1,C),SO(n,C)), (SO(p, q + 1),SO(p, q)),

then

dimHomH(π|H , τ) ≤ 1

for all irreducible smooth admissible Fréchet representations π of G and τ of H of

moderate growth.

Both Facts I and II lead to the natural problem of determining the multiplic-

ities dimHomH(π|H , τ) for given irreducible representations π and τ of G and H,

as advocated by Kobayashi [19] in his ABC program as Stages B and C. For the

multiplicity one pairs of general linear groups, this question is linked to the famous

Rankin–Selberg integrals, and for the pairs of orthogonal and unitary groups the
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Gross–Prasad and Gan–Gross–Prasad conjectures make predictions about when

the multiplicities are non-zero.

Since every irreducible smooth admissible Fréchet representation of moderate

growth is by the Casselman embedding theorem, a subrepresentation of a prin-

cipal series representation, it is reasonable to study this problem for principal

series representations π and τ . This has previously been done for special cases by

Kobayashi–Speh [23, 24] and Clerc [2, 3]. In this paper, we construct for all strongly

spherical reductive pairs (G,H) explicit families of symmetry breaking operators

between principal series representations that depend holomorphically on the prin-

cipal series parameters. Our key new ingredient is the systematic use of matrix

coefficients of finite-dimensional representations of G and H in the construction

of the corresponding distribution kernels, and it provides a conceptual way to

determine these kernels explicitly. This establishes lower bounds for the multiplic-

ities in question and provides a first step to the full classification. Together with

upper bounds (obtained using Bruhat’s theory of invariant distributions) we are

able to compute dimHomH(π|H , τ), at least generically, for all strongly spherical

pairs (G,H) and spherical principal series representations, and for the multiplic-

ity one pairs also for non-spherical principal series representations. In the case

(G,H) = (SO(n + 1,C),SO(n,C)) this proves the local Gross–Prasad conjecture

at the Archimedean place k = C as initially stated in [9].

Statement of the main results

Let G be a real reductive group in the Harish-Chandra class andH ⊆ G be a reduc-

tive subgroup such that the pair (G,H) is strongly spherical. Let g and h denote

the corresponding Lie algebras and assume that the pair (g, h) is indecomposable,

i.e. it cannot be written as the direct sum of two non-trivial pairs of reductive

Lie algebras. A classification of all such pairs (g, h) (under a slightly stronger

indecomposability assumption) was established by Kobayashi–Matsuki [21] and

Knop–Krötz–Pecher–Schlichtkrull [15, 16], and we summarize the result in Theo-

rem 1.6. We further assume that (g, h) is non-trivial, i.e. g ̸= h. (In fact, our results

do not hold in the case g = h since intertwining operators between principal series

of a real reductive group G can only exist if the induction parameters are related

by an element of the Weyl group.)

Let PG = MGAGNG ⊆ G and PH = MHAHNH ⊆ H be minimal parabolic

subgroups and write aG and aH for the Lie algebras of AG and AH . For irreducible

finite-dimensional representations ξ of MG, η of MH and λ ∈ a∨G,C, ν ∈ a∨H,C we

consider the principal series representations (smooth normalized parabolic induc-

tion)

πξ,λ = IndGPG
(ξ ⊗ eλ ⊗ 1), τη,ν = IndHPH

(η ⊗ eν ⊗ 1).
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In the case that ξ = 1 and η = 1 are the trivial representations ofMG andMH , we

abbreviate πλ = π1,λ and τν = τ1,ν . Our first main result relates HomH(πλ|H , τν)
to (PH\G/PG)open, the set of open double cosets in PH\G/PG.

Theorem A (See Corollaries 3.4 and 4.4). Assume that (G,H) is a strongly

spherical reductive pair such that (g, h) is non-trivial and indecomposable. Then

for all (λ, ν) ∈ a∨G,C × a∨H,C we have the lower multiplicity bound

dimHomH(πλ|H , τν) ≥ #(PH\G/PG)open,

and for generic (λ, ν) ∈ a∨G,C × a∨H,C (see (4.1) for the precise condition) we have

dimHomH(πλ|H , τν) = #(PH\G/PG)open.

Let us briefly explain the method of proof. First of all, the generic upper

multiplicity bound ≤ #(PH\G/PG)open is established by identifying intertwining

operators with their distribution kernels which are certain (PH × PG)-invariant

distributions on G (see Section 4.2). To bound the dimension of the space of

invariant distributions we use Bruhat’s theory. Here, the non-open (PH×PG)-orbits

in G are particularly important, and we prove a new structural result about them

(see Theorem 1.3) which is the necessary technical ingredient in the proof of generic

upper bounds (see Theorem 4.1). The lower multiplicity bounds are established by

explicitly constructing a non-trivial holomorphic family Aλ,ν ∈ HomH(πλ|H , τν)
of symmetry breaking operators for every open double coset in PH\G/PG. The

construction of this family of operators is in terms of their distribution kernels,

which turn out to be products of complex powers of matrix coefficients belonging

to finite-dimensional spherical representations of G. The technical ingredients in

this part are the existence of enough such matrix coefficients (see Theorem 2.6) and

the meromorphic/holomorphic extension of the complex powers (see Theorem 3.3).

Then the lower bounds are established by regularizing the families Aλ,ν in the

holomorphic parameters (λ, ν).

For the multiplicity one pairs in Fact II we also consider non-spherical prin-

cipal series representations and show the following result:

Theorem B (See Theorem 6.5). Assume that (G,H) is a multiplicity one pair.

Then for all (ξ, η) ∈ M̂G × M̂H and (λ, ν) ∈ a∨G,C × a∨H,C we have the lower

multiplicity bound

dimHomH(πξ,λ|H , τη,ν) ≥ 1 whenever HomM (ξ|M , η|M ) ̸= {0},
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and for generic (λ, ν) ∈ a∨G,C × a∨H,C we have

dimHomH(πξ,λ|H , τη,ν) =

{
1 for HomM (ξ|M , η|M ) ̸= {0},
0 for HomM (ξ|M , η|M ) = {0}.

Here, M ⊆MG∩MH denotes the stabilizer of the unique open PH-orbit in G/PG.

The passage from spherical principal series πλ as treated in Theorem A to

general principal series πξ,λ uses a variant of the Jantzen–Zuckerman translation

principle. Here, both πλ and τν are tensored with certain finite-dimensional repre-

sentations of G and H, and we show the existence of such representations case by

case (see Theorem 6.4). We illustrate the construction of symmetry breaking oper-

ators for the multiplicity one pair (G,H) = (GL(n+1,R),GL(n,R)) by providing

explicit formulas for the distribution kernels (see Section 7).

We remark that Theorems A and B leave open the question of determining the

multiplicities dimHomH(πξ,λ|H , τη,ν) for all parameters. In general, this question

is much more involved and has so far only been solved in special cases (see Clerc [2,

3] and Kobayashi–Speh [23]). In these cases, all operators in HomH(πξ,λ|H , τη,ν)
arise from a holomorphic family of operators, so that our explicit construction

of meromorphic families provides a first major step for the full classification for

general strongly spherical reductive pairs. We hope to return to this point later.

Applications

Let us present two interesting applications of the main results. Combining Theo-

rem B with Fact II we immediately obtain the following corollary:

Corollary C (See Corollary 6.8). Assume that (G,H) is a multiplicity one pair,

where we additionally assume p = q or p = q+1 in the case of indefinite orthogonal

or unitary groups. Then, if both πξ,λ and τη,ν are irreducible we have

dimHomH(πξ,λ|H , τη,ν) = 1.

For (G,H) = (SO(n+1,C),SO(n,C)) this proves the local Gross–Prasad con-

jecture [9, Conj. 11.5] at the Archimedean place k = C (see Conjecture 6.7). We

remark that the Gross–Prasad conjecture has been extended by several people to

the case of reducible principal series, for which we cannot make precise statements

in the generality discussed in this paper. We expect that our results also provide

some information towards the local Gross–Prasad conjecture at the Archimedean

place k = R, where one considers the pairs (G,H) = (SO(p, q + 1),SO(p, q)).

However, for real groups it will be necessary to also consider principal series
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representations induced from more general cuspidal parabolic subgroups. We hope

to return to this topic in a future work.

Another application concerns the study of Shintani functions for the pair

(G,H) which was recently taken up by Kobayashi [18]. For (λ, ν) ∈ a∨G,C × a∨H,C
we write Sh(λ, ν) for the space of Shintani functions for (G,H) of type (λ, ν) and

Shmod(λ, ν) for its subspace of Shintani functions of moderate growth (see Section 5

for the precise definitions). Kobayashi [18] showed that dimSh(λ, ν) < ∞ for all

(λ, ν) ∈ a∨G,C × a∨H,C if and only if (G,H) is strongly spherical. Combining results

from [18] with Theorem A shows the following corollary:

Corollary D (See Theorem 5.3). Assume that (G,H) is a strongly spherical re-

ductive pair such that (g, h) is non-trivial and indecomposable. Then for all (λ, ν) ∈
a∨G,C × a∨H,C we have

dimSh(λ, ν) ≥ dimShmod(λ, ν) ≥ #(PH\G/PG)open,

and for generic (λ, ν) ∈ a∨G,C × a∨H,C we have

dimShmod(λ, ν) = #(PH\G/PG)open.

Relation to other work

Let us first mention previous works in which holomorphic families of intertwining

operators Aλ,ν ∈ HomH(πλ|H , τν) appear. The construction of operators Aλ,ν for

the pairs (g, h) = (so(1, n) + so(1, n),diag so(1, n)) can be found in the work of

Oksak [36] for n = 3 (the case of so(1, 3) ≃ sl(2,C)), Bernstein–Reznikov [1] for

n = 2 (the case of so(1, 2) ≃ sl(2,R)) and Clerc–Kobayashi–Ørsted–Pevzner [4]

for arbitrary n ≥ 2. Later, Clerc [2, 3] gave a complete description of the space

HomH(πλ|H , τν) for all parameters (λ, ν). For (g, h) = (so(1, n + 1), so(1, n))

Kobayashi–Speh [23] obtained a full classification of all symmetry breaking op-

erators in terms of the holomorphic family Aλ,ν . In fact, some of the analytic

arguments we use can also be found in [23, 24] (see e.g. [23, Lem. 11.10] which

deduces lower multiplicity bounds from meromorphic families of intertwining oper-

ators). For some symmetric pairs of low rank, in particular for all symmetric pairs

(g, h) with g of rank one, the work of Möllers–Ørsted–Oshima [29] yields holo-

morphic families of symmetry breaking operators. We also note that for (g, h) =

(gl(n+ 1,R), gl(n,R)) the kernel functions given in Section 7 can be found in the

work of Murase–Sugano [34] in the context of p-adic groups, and in a slightly differ-

ent form also in the recent work of Neretin [35] in the context of finite-dimensional

representations. The conceptual construction via finite-dimensional matrix coeffi-

cients that we present in this paper seems to be new, and generalizes all previous

constructions to the setting of strongly spherical pairs.
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We remark that some of our statements can also be proven differently using

the recent work of Gourevitch–Sahi–Sayag [8] on the extension of invariant dis-

tributions. In fact, their work uses a similar idea, namely the extension of an

invariant distribution to a meromorphic family of distributions. However, their

meromorphic families only depend on one complex parameter, whereas our con-

structed families depend on (λ, ν) and hence contain more information. Moreover,

we provide a method to explicitly determine the meromorphic families in terms of

matrix coefficients, while in [8] the construction of the invariant distributions is

more indirect.

Although our holomorphic families of symmetry breaking operators gener-

ically span the space of all intertwining operators, it is much more difficult to

determine HomH(πξ,λ|H , τη,ν) for singular parameters (λ, ν) ∈ a∨G,C × a∨H,C. The-

orems A and B provide lower bounds for the multiplicities, but it turns out that

for singular parameters the multiplicities can be larger. A systematic study of

multiplicities and symmetry breaking operators for (g, h) = (so(1, n+ 1), so(1, n))

was initiated by Kobayashi, and we refer the reader to the relevant articles by

Kobayashi–Speh [23, 24] and Kobayashi–Kubo–Pevzner [20] (see also the work

of Fischmann–Juhl–Somberg [5]). We expect that our holomorphic families play

a major role in the full classification of symmetry breaking operators as is the

case for (g, h) = (so(1, n + 1), so(1, n)) (see [23]), and therefore view our general

construction as a first step into this direction for the class of strongly spherical

reductive pairs.

Outlook

The principal series representations considered in this paper are all induced from

a minimal parabolic subgroup. However, by the Langlands classification, every

smooth admissible Fréchet representation of moderate growth is the unique irre-

ducible quotient of a generalized principal series representation, induced from an

arbitrary cuspidal parabolic subgroup. At least for the multiplicity one pairs, a

generalization of our construction to cuspidal parabolic subgroups is desirable.

Our holomorphic families of symmetry breaking operators also allow an in-

terpretation as invariant distribution vectors. More precisely, one can view the

distribution kernels as diag(H)-invariant distribution vectors on principal series

representations of G×H. As such, they are expected to contribute to the most con-

tinuous part of the Plancherel formula for the real spherical homogeneous spaces

(G ×H)/ diag(H). It would be interesting to investigate this topic further, espe-

cially in connection with the recent advances in harmonic analysis on real spherical

spaces (see e.g. [26] and references therein).



266 J. Frahm

Another possible application of symmetry breaking operators is the explicit

construction of branching laws for unitary representations. This was successfully

carried out for the pair (G,H) = (O(1, n+1),O(1,m+1)×O(n−m)) in the case

of unitary principal series and complementary series representations by Möllers–

Oshima [31]. For (G,H) = (GL(n+1,C),GL(n,C)), a similar suggestion was made

by Neretin [35, Sect. 5].

Let us also mention connections to boundary value problems [30] and auto-

morphic forms [1, 28] that were established for (G,H) = (O(1, n+1),O(1, n)) and

might be of interest also for more general strongly spherical pairs.

Structure of the paper

In Section 1 we recall some structure theory and the classification of strongly spher-

ical real reductive pairs. The main new result here is a characterization of the open

double cosets in PH\G/PG (see Theorem 1.3). The construction of (PH × PG)-

equivariant matrix coefficients on G is the content of Section 2, and Theorem 2.6

ensures the existence of enough such matrix coefficients. Section 3 deals with the

explicit construction of symmetry breaking operators between spherical principal

series representations of strongly spherical pairs (see Theorem 3.3). This construc-

tion uses the results of Sections 1 and 2 in a crucial way, and implies the claimed

lower bounds for multiplicities. The upper bounds are established in Section 4 us-

ing Bruhat’s theory of invariant distributions (see Theorem 4.1). The application of

this technique depends heavily on the results of Section 1. In Section 5 the previous

results are applied to obtain bounds for the space of Shintani functions (see Theo-

rem 5.3), following Kobayashi’s recent approach via symmetry breaking operators.

The topic of Section 6 is the construction of symmetry breaking operators between

general principal series from symmetry breaking operators between spherical prin-

cipal series for multiplicity one pairs. To prove the main statement Theorem 6.5,

we employ a variant of the translation principle, which we apply case by case to all

multiplicity one pairs. Finally, Section 7 illustrates symmetry breaking operators

between principal series for the pair (G,H) = (GL(n+1,R),GL(n,R)) by explicit

formulas.

Notation

N = {0, 1, 2, . . . , }, V ∨ = HomC(V,C).

§1. The structure of strongly spherical reductive pairs

We discuss strongly spherical reductive pairs (G,H) and their structure theory

following [16, 21]. First, using results from [16], we reduce the study of general
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strongly spherical reductive pairs to that of strongly spherical symmetric pairs.

For the latter we recall some structure theory as developed in [21, Sect. 3]. This is

used to derive some new results about the double coset space PH\G/PG for PG ⊆ G

and PH ⊆ H minimal parabolic subgroups (see Theorem 1.3). These results are

used both in Section 3 for the construction of symmetry breaking operators and

in Section 4 for their uniqueness.

We remark that for complex groups the double coset space PH\G/PG was

studied in [10] with similar techniques.

§1.1. Strongly spherical reductive pairs

Consider a real reductive pair (g, h) of Lie algebras, i.e. g is a reductive Lie algebra

and h a reductive subalgebra of g. A pair of Lie groups (G,H) with H a closed

subgroup of G is called real reductive if the underlying pair (g, h) of Lie algebras

is real reductive. In this paper we will additionally assume that G is of Harish-

Chandra class (see e.g. [14, Chap. VII.2] for the precise definition).

Definition 1.1. A real reductive pair (g, h) of Lie algebras is called strongly spher-

ical if there exist minimal parabolic subalgebras pG ⊆ g and pH ⊆ h such that

g = pG + pH .

A real reductive pair (G,H) of Lie groups is called strongly spherical if the corre-

sponding pair (g, h) of Lie algebras is strongly spherical.

This property for a real reductive pair (G,H) was introduced by Kobayashi–

Oshima [22] as property (PP). In this paper we use the notion strongly spherical,

following [16]. In view of Fact I, strongly spherical reductive pairs are sometimes

also referred to as finite-multiplicity pairs (see e.g. [21, 22]). The following char-

acterization of strongly spherical pairs follows e.g. from [22, Lem. 5.3 (1)] and [25,

Thm. 1.1]:

Proposition 1.2. Let (G,H) be a real reductive pair of Lie groups and let PG ⊆ G

and PH ⊆ H be minimal parabolic subalgebras. Then the following statements are

equivalent:

(1) (G,H) is strongly spherical.

(2) The homogeneous space (G×H)/ diag(H) is real spherical.

(3) There exists an open double coset in PH\G/PG.

(4) #(PH\G/PG) <∞.

A reductive pair (g, h) is called non-trivial if g ̸= h. We call (g, h) indecom-

posable if there does not exist a non-trivial decomposition g = g1 ⊕ g2 with ideals
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gi ⊆ g such that h = (h∩ g1)⊕ (h∩ g2). Every reductive pair (g, h) of Lie algebras

can be written as a direct sum of indecomposable pairs, and we therefore assume

that (g, h) is indecomposable.

The main result of this section is a statement about non-open double cosets

in PH\G/PG. Note that for PHgPG ∈ PH\G/PG, the stabilizer of the PH -orbit

through gPG ∈ G/PG is given by PH ∩ gPGg
−1. Let PG = MGAGNG and PH =

MHAHNH be Langlands decompositions of PG and PH and write mG, aG, nG and

mH , aH , nH for the Lie algebras of MG, AG, NG and MH , AH , NH .

Theorem 1.3. Assume that (G,H) is a strongly spherical reductive pair such

that (g, h) is non-trivial and indecomposable. Then for a double coset PHgPG ∈
PH\G/PG the following are equivalent:

(1) PHgPG is open in G.

(2) The projection of pH ∩Ad(g)pG to aH along mH ⊕ nH is trivial.

We first show that Theorem 1.3 can be reduced to the case of semisimple g.

For this write

g = gn ⊕ gel, h = hn ⊕ hel,

where gn resp. hn is the direct sum of all simple non-compact ideals and gel resp.

hel the sum of all simple compact and all abelian ideals. Denote by p : g → gn the

projection map onto the gn along gel.

Lemma 1.4. Let (g, h) be an indecomposable reductive pair.

(1) ker p|h does not contain any non-compact abelian ideals of h.

(2) If (g, h) is strongly spherical then (gn, p(h)) is strongly spherical.

Proof. To show (1), let a ⊆ ker p|h be a non-compact abelian ideal; then a ⊆ gel
and since a is non-compact it has to be an ideal in g. Write g = a⊕ g′ as sum of

ideals; then h = a ⊕ (g′ ∩ h) so that the indecomposability of (g, h) forces a = 0

or (g, h) = (a, a). Since (g, h) is assumed to be non-trivial, the latter case cannot

occur, so (1) is proven.

For (2) recall that pG + pH = g for some choice of minimal parabolic sub-

algebras pG ⊆ g and pH ⊆ h. Since gel ⊆ pG we have pG = (pG ∩ gn) ⊕ gel and

pG∩gn ⊆ gn is a minimal parabolic subalgebra. This implies p(pH)+(pG∩gn) = gn.

Clearly p(pH) is a minimal parabolic subalgebra of p(h) so the claim follows.

By the previous lemma, p|aH
: aH → gn is injective, and using Ad(g)gn = gn it

is easy to see that Theorem 1.3 holds for (g, h) if and only if it holds for (gn, p(h)).

Hence, it suffices to show Theorem 1.3 in the case where g is semisimple.



Symmetry Breaking Operators for Strongly Spherical Reductive Pairs 269

In this section we prove the implication (2) ⇒ (1) by showing that for every

non-open double coset PHgPG there exists Z = ZM + ZA + ZN ∈ pH ∩ Ad(g)pG
with ZA ̸= 0. The remaining implication (1) ⇒ (2) is proved in Section 2.3 (see

Corollary 2.8). Note that Theorem 1.3 is not used in Section 2.

§1.2. Classification of strongly spherical reductive pairs

To state an efficient classification of strongly spherical pairs, we need an additional

assumption to avoid exotic situations as in the following example:

Example 1.5. As observed in [16], there exist indecomposable strongly spheri-

cal pairs (g, h) such that g has arbitrarily many non-compact simple factors. For

instance, we have the indecomposable strongly spherical reductive pair

(g, h) = (sp(p, q + 1) + · · ·+ sp(p, q + 1), sp(p, q) + · · ·+ sp(p, q) + sp(1)),

where each of the k factors sp(p, q) of h is embedded into the corresponding factor

sp(p, q + 1) of g in the standard way, and sp(1) is embedded diagonally into g as

the centralizer of sp(p, q) in each factor sp(p, q + 1).

Following [16] we call a pair (g, h) strictly indecomposable if both (g, h) and

(gn, hn) are indecomposable. Note that hn ⊆ gn is automatic from the definition of

gn and hn. This definition excludes exotic reductive pairs as in Example 1.5, but

still allows certain central extensions of g and h as for the multiplicity one pairs

(g, h) = (gl(n+ 1,F), gl(n,F)), F = R,C and (u(p, q + 1), u(p, q)).

By Lemma 1.4, the study of strictly indecomposable reductive pairs (g, h) can

be reduced to the case where g is semisimple. In this case, a classification was

obtained by Kobayashi–Matsuki [21] for symmetric pairs and by Knop–Krötz–

Pecher–Schlichtkrull [15, 16] for arbitrary reductive pairs:

Theorem 1.6 (See [15, 16, 21]). Let (g, h) be a strictly indecomposable reductive

pair with g semisimple. Then (g, h) is strongly spherical if and only if it is isomor-

phic to one of the following pairs:

(A) Trivial case: g = h.

(C) Compact case: g is the Lie algebra of a compact simple Lie group.

(D) Compact subgroup case: h = k is the Lie algebra of a maximal compact sub-

group K of a non-compact simple Lie group G with Lie algebra g, or (g, h) is

one of the following subpairs of (g, k):

• (so(1, 2n), su(n) + f) (n ≥ 2) with f ⊆ u(1).

• (so(1, 4n), sp(n) + f) (n ≥ 1) with f ⊆ sp(1).

• (so(1, 16), spin(9)).
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• (so(p, 7), so(p) + g2) (p = 1, 2).

• (so(p, 8), so(p) + spin(7)) (p = 1, 2, 3).

• (su(1, 2n), sp(n) + f) (n ≥ 1) with f ⊆ u(1).

• (sp(1, n), sp(n) + f) (n ≥ 1) with f ⊆ sp(1).

• (su(p, q), su(p) + su(q)) (p, q ≥ 1, p ̸= q).

• (so∗(2n), su(n)) (n ≥ 3 odd).

• (e6(−14), so(10)).

(E) Split rank one case (rankR g = 1):

(E1) (so(1, p+ q), so(1, p)+ so(q)) (p, q ≥ 1) or one of the following subpairs:

• (so(1, p+ 2q), so(1, p) + su(q) + f) (p ≥ 1, q ≥ 2) with f ⊆ u(1).

• (so(1, p+ 4q), so(1, p) + sp(q) + f) (p ≥ 1, q ≥ 2) with f ⊆ sp(1).

• (so(1, p+ 7), so(1, p) + g2) (p ≥ 0).

• (so(1, p+ 8), so(1, p) + spin(7)) (p ≥ 0).

• (so(1, p+ 16), so(1, p) + spin(9)) (p ≥ 0).

(E2) (su(1, p + q), su(1, p) + su(q) + u(1)) (p, q ≥ 1) or one of the following

subpairs:

• (su(1, p+ q), su(1, p) + su(q)) (p, q ≥ 1, p+ q ≥ 3).

• (su(1, p+ 2q), su(1, p) + sp(q) + f) (p, q ≥ 1) with f ⊆ u(1).

(E3) (sp(1, p+ q), sp(1, p) + sp(q)) (p, q ≥ 1) or the following subpair:

• (sp(1, p+ 1), sp(1, p)) (p ≥ 1).

(E4) (f4(−20), so(8, 1)).

(F) Strong Gelfand pairs and their real forms:

(F1) (sl(n+ 1,C), gl(n,C)) (n ≥ 2).

(F2) (so(n+ 1,C), so(n,C)) (n ≥ 2).

(F3) (sl(n+ 1,R), gl(n,R)) (n ≥ 1).

(F4) (su(p, q + 1), su(p, q) + f) (p, q + 1 ≥ 1) with f ⊆ u(1) for p ̸= q, q + 1

and f = u(1) for p = q, q + 1.

(F5) (so(p, q + 1), so(p, q)) (p+ q ≥ 2).

(G) Group case: (g, h) = (g′ + g′,diag g′)

(G1) g′ is the Lie algebra of a compact simple Lie group.

(G2) g′ = so(1, n) (n ≥ 2).
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(H) Other cases:

(H1) (so(2, 2n), su(1, n) + f) (n ≥ 1) with f ⊆ u(1).

(H2) (su∗(2n+ 2), su∗(2n) + R+ f) (n ≥ 2) with f ⊆ su(2).

(H3) (so∗(2n+ 2), so∗(2n) + f) (n ≥ 1) with f ⊆ so(2).

(H4) (sp(p, q + 1), sp(p, q) + f) (p, q + 1 ≥ 1) with f ⊆ sp(1).

(H5) (e6(−26), so(9, 1) + R).

The list and its enumeration is a copy of the list in [21, Thm. 1.3] to which

we added the non-symmetric cases obtained in [16, Table 9] and the cases with h

compact which are listed in [15]. This is the reason why (B) is missing, since it

was listed in [21] as the abelian case (g, h) = (R, 0), which we exclude by assuming

that g is semisimple.

It is immediate from the classification that every non-trivial strictly inde-

composable strongly spherical reductive pair (g, h) with g semisimple is contained

inside a non-trivial symmetric pair (g, gσ) (see also [15, Lem. 1.4]). This statement

is still true if one replaces strictly indecomposable by indecomposable:

Corollary 1.7. Let (g, h) be a non-trivial indecomposable strongly spherical re-

ductive pair with g semisimple. Then there exists a non-trivial involution σ of g

such that h ⊆ gσ, hn = (gσ)n and hel and (gσ)el only differ in compact factors.

Proof. Write (g, hn) = (g1, h1)⊕ · · · ⊕ (gp, hp) with each (gj , hj) indecomposable.

Let pj : g → gj denote the projection onto gj in the decomposition g = g1⊕· · ·⊕gp.

Then each pair (gj , hj ⊕ pj(hel)) is strongly spherical, strictly indecomposable and

non-trivial, so by the classification in Theorem 1.6 there exists an involution σj
on gj such that hj ⊆ g

σj

j ⊆ gj , (hj)n = (g
σj

j )n and pj(hel) and (g
σj

j )el only differ

in compact factors. Define σ on g = g1 ⊕ · · · ⊕ gp by

σ(X1 + · · ·+Xp) = σ1(X1) + · · ·+ σp(Xp) (Xj ∈ gj);

then clearly h ⊆ gσ ⊆ g and hn = (h1)n⊕· · ·⊕(hp)n = (gσ1
1 )n⊕· · ·⊕(g

σp
p )n = (gσ)n.

It remains to show that (gσ)el = (gσ1
1 )el⊕· · ·⊕(g

σp
p )el and hel only differ in compact

factors. Since for every j the subalgebras pj(hel) and (g
σj

j )el only differ in compact

factors, it suffices to show that a non-compact abelian ideal a ⊆ hel is already

contained in one of the subalgebras g
σj

j . Let hel = a ⊕ h′el with a a non-compact

abelian ideal and assume that pj(a) ̸= {0} for some j. Since pj(a) is an ideal in

hj ⊕ pj(hel) and the pair (gj , hj ⊕ pj(hel)) is in the list in Theorem 1.6, it follows

from a case-by-case inspection that pj(a) is 1-dimensional and that (gj , hj⊕pj(h′el))
is not strongly spherical. Assume now that pk(a) ̸= {0} for some k ̸= j; then by

the same argument pk(a) is 1-dimensional and (gk, hk ⊕ pk(h
′
el)) is not strongly
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spherical. This contradicts the fact that (g, h) is strongly spherical by a simple

dimension count. Hence, a ⊆ gj , and another look at the classification shows that

a ⊆ g
σj

j . This finishes the proof.

It is clear that in this case (g, gσ) is a strongly spherical symmetric pair. This

observation will be used to reduce several statements to the case of symmetric

pairs.

§1.3. Structure of strongly spherical reductive pairs

We adapt the structure theory developed in [21] for strongly spherical symmetric

pairs to the case of strongly spherical reductive pairs. For the rest of this section

let (G,H) be a strongly spherical reductive pair with g semisimple such that (g, h)

is non-trivial and indecomposable. By Corollary 1.7 there exists an involution σ of

G such that h ⊆ gσ, hn = (gσ)n and hel and (gσ)el differ only in compact factors.

We first choose minimal parabolic subgroups PG ⊆ G and PH ⊆ H in a compatible

way.

There exists a Cartan involution θ of G which commutes with σ and leaves

H invariant, and hence

K = Gθ ⊆ G and H ∩K = Hθ ⊆ H

are maximal compact subgroups of G and H. Fix a maximal abelian subspace

aH ⊆ h−θ = gσ,−θ and extend it to a maximal abelian subspace aG in g−θ. Then

aG is σ-stable and aG = aH ⊕ a−σ
G with aH = aσG. We put

AG = exp(aG), AH = exp(aH).

For α ∈ a∨G and β ∈ a∨H we write

g(aG;α) =
{
X ∈ g : [H,X] = α(H)X ∀H ∈ aG

}
,

g(aH ;β) =
{
X ∈ g : [H,X] = β(H)X ∀H ∈ aH

}
.

for the corresponding weight spaces. Let Σ(g, aG) and Σ(g, aH) denote the re-

spective non-zero weights with non-trivial weight spaces; then both sets form

root systems. Denote by α = α|aH
the restriction of a root α ∈ Σ(g, aG) to aH ;

then α ∈ Σ(g, aH) ∪ {0}. We choose compatible positive systems Σ+(g, aG) and

Σ+(g, aH) in the sense that

α ∈ Σ+(g, aH) ∪ {0} ∀α ∈ Σ+(g, aG).

As usual, for α ∈ Σ(g, aG) we write α > 0 if α ∈ Σ+(g, aG) and α < 0 if −α ∈
Σ+(g, aG).



Symmetry Breaking Operators for Strongly Spherical Reductive Pairs 273

Further, define the nilpotent subalgebras

nG =
⊕

α∈Σ+(g,aG)

g(aG;α), n =
⊕

α∈Σ+(g,aG)
α ̸=0

g(aG;α) =
⊕

β∈Σ+(g,aH)

g(aH ;β).

Then n is σ-stable and therefore we have a direct sum decomposition

n = nσ ⊕ n−σ.

Put nH = nσ and

NG = exp(nG), N = exp(n), NH = exp(nH).

Finally, we define

MG = ZK(aG), L = ZG(aH), MH = ZH∩K(aH).

Then PG =MGAGNG is a minimal parabolic subgroup of G, Q = LN is another

parabolic subgroup of G, and PH = MHAHNH is a minimal parabolic subgroup

of H such that

PG ⊆ Q ⊇ PH .

§1.4. The double coset space PH\G/PG

To study the PH -orbits in G/PG we use the Bruhat decomposition of G with

respect to the parabolic subgroups PG and Q. Let W = W (aG) = NK(AG)/AG

denote the Weyl group of Σ(g, aG) and pick a representative w̃ ∈ NK(AG) for

every w ∈ W . Then, since G is of Harish-Chandra class, we have the Bruhat

decomposition (see e.g. [46, Prop. 1.2.1.10])

G =
⋃

w∈WQ\W

Qw̃PG,

where

WQ = ZW (AH) =
{
w ∈W : w̃ ∈ L ∩K

}
.

Since PH ⊆ Q, every PH -orbit PH · gPG is contained in a Bruhat cell Q · w̃PG ⊆
G/P . As homogeneous spaces we have

Q · w̃PG ≃ Q/(Q ∩ w̃PGw̃
−1),

whence we are led to study the PH -orbits in Q/(Q ∩ w̃PGw̃
−1) for w ∈ W . The

following result is shown in [21, Lem. 3.5 (2)] for strongly spherical symmetric

pairs, and we extend it to the context of strongly spherical reductive pairs:
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Lemma 1.8. The extension of aH to aG can be chosen such that

l ∩ k = Zk(aH) = mH +mG and L ∩K = ZK(aH) =MHMG.

Proof. Let PGσ = ZKσ (aH)AHNH , a minimal parabolic subgroup of Gσ. Since

(G,H) is strongly spherical, there exists g ∈ G such that PHgPG is open. Now

PH ⊆ PGσ and hence PHgPG is contained in an open double coset in PGσ\G/PG.

By [21, Lem. 3.7] such open double cosets have representatives in exp(n−σ)w̃0 so

that PHgPG ⊆ PGσ exp(X)w̃0PG for some X ∈ n−σ. Hence, g ∈ p exp(X)w̃0PG

with p ∈ PGσ so that

PHgPG = PHp exp(X)w̃0PG.

Now PHp = PHm with m ∈ ZKσ (aH) and (m−1PHm) exp(X)w̃0PG ⊆ G is open.

This implies

Ad(exp(−X))Ad(m−1)pH + pG = g,

where pG = Ad(w̃0)pG denotes the opposite parabolic subalgebra. Note that for

Z = ZM + ZA + ZN ∈ Ad(m)−1mH + aH + nH = Ad(m−1)pH we have

Ad(exp(−X))Z = ZM + ZA︸ ︷︷ ︸
∈Ad(m−1)mH+aH⊆l

+ (1−Ad(exp(−X)))(ZM + ZA) + Ad(exp(−X))ZN︸ ︷︷ ︸
∈n

,

and further,

pG = (l ∩ pG)︸ ︷︷ ︸
⊆l

⊕ nG︸︷︷︸
⊆n

.

From the decomposition g = n ⊕ l ⊕ n it now follows that Ad(m−1)mH + (l ∩
pG) = l. Intersecting with k we obtain Ad(m−1)mH + mG = l ∩ k, or equivalently

mH +Ad(m)mG = l∩ k. Replacing aG by Ad(m)aG changes mG to Ad(m)mG and

hence we may assume mH +mG = l∩ k. The identity L∩K =MHMG then follows

since MGAG ⊆ L is the Levi factor of a minimal parabolic subgroup of L and

hence MG meets every connected component of L.

For the rest of this section we choose the extension aG of aH as in Lemma 1.8.

Then we obtain the following generalization of [21, Lem. 3.7] to not necessarily

symmetric (G,H):

Lemma 1.9. For every w ∈W we have

Q =MHNH exp(n−σ)(L ∩ w̃PGw̃
−1).
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In particular, every PH-orbit in Q/(Q ∩ w̃PGw̃
−1) has a representative of the

form exp(X) for some X ∈ n−σ, or equivalently every PH-orbit in G/PG has a

representative of the form exp(X)w̃ for some X ∈ n−σ, w ∈W .

Proof. First note that w̃PGw̃
−1 is a minimal parabolic subgroup of G. Since L

is a reductive subgroup of G, the intersection L ∩ w̃PGw̃
−1 is parabolic in L. By

the Iwasawa decomposition for L we find that L = (L ∩K)(L ∩ w̃PGw̃
−1). Now,

L ∩K =MHMG by Lemma 1.8, whence

L =MHMG(L ∩ w̃PGw̃
−1) =MH(L ∩ w̃PGw̃

−1).

Inserting this into the Langlands decomposition for Q we find

Q = NL = NMH(L ∩ w̃PGw̃
−1) =MHN(L ∩ w̃PGw̃

−1).

Finally, N = NH exp(n−σ) by [21, Lem. 3.6] and the proof is complete.

§1.5. PH-orbits in the open Bruhat cell

Let w0 ∈W denote the longest Weyl group element. Then the Bruhat cell Qw̃0PG

is open and dense in G. Hence, Qw̃0PG is the unique open Bruhat cell.

Now let us consider the double cosets PHgPG which are contained in the open

Bruhat cell Qw̃0PH . These can be identified with the orbits of the adjoint action

of (MG ∩MH)AH on n−σ:

Lemma 1.10. The natural inclusion

n−σ exp−−→ N ↪→ Q

induces a bijection

(1.1) n−σ/(MG ∩MH)AH ≃ PH\Q/(Q ∩ w̃0PGw̃
−1
0 ).

Proof. The proof of [21, Lem. 3.7] for the case of symmetric pairs translates liter-

ally to our situation.

Since aH preserves n±σ we can write

(1.2) n±σ =
⊕

β∈∆(n±σ)

g±σ(aH ;β),

where g±σ(aH ;β) = g(aH ;β) ∩ g±σ and

∆(n±σ) =
{
β ∈ Σ+(g, aH) : g(aH ;β) ∩ n±σ ̸= {0}

}
.

Clearly MH preserves this decomposition. We can therefore endow n−σ with an

MH -invariant inner product such that the decomposition (1.2) is orthogonal. For
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each β ∈ ∆(n−σ), denote by Sβ ⊆ g−σ(aH ;β) the unit sphere with respect to this

inner product. We then have the following version of [21, Prop. 3.11]:

Lemma 1.11. If the pair (G,H) is strongly spherical, then

(1) the orbits of (MG∩MH) on
∏

β∈∆(n−σ) Sβ are unions of connected components,

in particular open and compact;

(2) ∆(n−σ) is a basis of a∨H .

Proof. The proof of [21, Prop. 3.11] implies (1) and linear independence of ∆(n−σ)

in (2). Assume that ∆(n−σ) does not span a∨H ; then there exists 0 ̸= H ∈ aH such

that β(H) = 0 for all β ∈ ∆(n−σ), or equivalently ad(H)|n−σ = 0. But this implies

H ∈ pH ∩ Ad(eXw̃0)pG = pH ∩ Ad(eX)pG for all X ∈ n−σ. Since by Lemma 1.9

every open double coset in PHgPG ∈ PH\G/PG has a representative of the form

g = eXw̃0, this shows that the projection of pH ∩ Ad(g)pG to aH is non-trivial,

which contradicts Theorem 1.3.

§1.6. Proof of Theorem 1.3

Let PH ·gPG be a non-open PH -orbit. By Lemma 1.9 there exists p ∈ PH such that

pgPG = exp(X)w̃PG for some X ∈ n−σ and w ∈ W . Then the stabilizers of gPG

and exp(X)w̃PG are conjugate in PH via p. Since the projection of Ad(p)aH ⊆ pH
to aH is equal to aH , we may without loss of generality assume that g = exp(X)w̃.

Write

S(X, w̃) = PH ∩ (exp(X)w̃PGw̃
−1 exp(−X))

=
{
p ∈ PH : p exp(X) ∈ exp(X)(w̃PGw̃

−1)
}

for the stabilizer of exp(X)w̃PG in PH and

s(X, w̃) =
{
Z ∈ pH : exp(RZ) exp(X) ⊆ exp(X)(w̃PGw̃

−1)
}

= {Z ∈ pH : e− ad(X)Z ∈ w · pG}

for its Lie algebra. Note that the Lie algebra w · pG of w̃PGw̃
−1 is given by

w · pG = mG ⊕ aG ⊕
⊕

α∈Σ(g,aG)

w−1α>0

g(aG;α).

In view of the decomposition (1.2) we can write

X =
∑

β∈∆(n−σ)

Xβ

with Xβ ∈ g−σ(aH ;β).
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1.6.1. Reduction to generic X. Assume first that Xβ = 0 for some β ∈
∆(n−σ). It follows from Lemma 1.11(2) that the intersection⋂

β′∈∆(n−σ)\{β}

kerβ′ ⊆ aH

is non-trivial, so there exists ZA ∈ aH\{0} with β′(ZA) = 0 for all β′ ̸= β. Then

[ZA, X] = 0 since Xβ = 0 and [ZA, Xβ′ ] = 0 for β′ ̸= β, and hence etZAeX =

eXetZA for all t ∈ R. Since ZA ∈ aH ⊆ w · pG, this implies ZA ∈ s(X, w̃).

We may therefore assume Xβ ̸= 0 for all β ∈ ∆(n−σ) for the rest of the proof.

By Lemma 1.11 this guarantees that the (MG∩MH)AH -orbit of X in n−σ is open.

1.6.2. Double cosets in the open Bruhat cell. Now suppose that Qw̃PG =

Qw̃0PG, i.e. the double coset PH exp(X)w̃PG is contained in the open Bruhat cell

Qw̃0PG. Without loss of generality we may assume that w = w0. If the double

coset PH exp(X)w̃0PG is not open, then by Lemma 1.10 the (MG ∩MH)AH -orbit

of X in n−σ is not open. By Lemma 1.11 this implies that one of the Xβ must

vanish, the case we already treated in Section 1.6.1.

1.6.3. Double cosets in the non-open Bruhat cells. Now we assume that

Qw̃PG ̸= Qw̃0PG.

Lemma 1.12. Let w ∈W . If Qw̃PG ̸= Qw̃0PG; then there exists α ∈ Σ+(g, aG)∩
wΣ+(g, aG) with α ̸= 0.

Proof. Assume w−1α < 0 for all α > 0 with α ̸= 0. The double coset Qw̃PG is the

orbit of w̃ under the action of Q× PG on G given by (q, p) · g = qgp−1. Then the

stabilizer of w̃ in Q× PG is given by{
(q, w̃−1qw̃) : q ∈ Q ∩ w̃PGw̃

−1
}

and hence its Lie algebra is isomorphic to q∩w · pG. Since aG ⊆ q∩w · pG we can

decompose this Lie algebra into root spaces with respect to aG:

q ∩ w · pG = mG ⊕ aG ⊕
⊕
α=0

w−1α>0

g(aG;α)⊕
⊕
α ̸=0

α>0, w−1α>0

g(aG;α)

= mG ⊕ aG ⊕
⊕
α=0

w−1α>0

g(aG;α).

Now, if α = 0 then either w−1α > 0 or w−1(−α) = −w−1α > 0, and therefore

dim(q ∩ w · pG) = dimmG + dim aG +
∑
α>0
α=0

dim g(aG;α) = dim pG − dim n.



278 J. Frahm

Hence,

dim(Qw̃PG) = dim q+ dim pG − dim(q ∩ w · pG) = dim q+ dim n = dim g,

so that Qw̃PG must be open, whence equal to the unique open Bruhat cell Qw̃0PG.

This contradicts the assumption Qw̃PG ̸= Qw̃0PG and the proof is complete.

Choose any root α > 0 with α ̸= 0 and w−1α > 0, then g(aG;α) ⊆ q∩w · pG.
Let us fix Y ∈ g(aG;α) for now; later we will specify an appropriate choice of Y .

Then etY ∈ N and also eXetY ∈ N for all t ∈ R. By [21, Lem. 3.6] we have

N = Nσ exp(n−σ) so that we can uniquely write

eXetY = nte
Xt

with nt ∈ Nσ and Xt ∈ n−σ depending differentiably on t ∈ R. Recall that we

may assume Xβ ̸= 0 for all β ∈ ∆(n−σ), so that X is contained in an open (MG ∩
MH)AH -orbit in n−σ. Then there exists an interval (−ε, ε) such that Xt belongs

to the open orbit Ad((MG ∩MH)AH)X, so there exists mtat ∈ (MG ∩MH)AH

such that Ad(mtat)X = Xt. Clearly, mtat can be chosen to depend differentiably

on t with m0 = a0 = 1. Summarizing, we have

(1.3) eXetY = nte
Ad(mtat)X , t ∈ (−ε, ε).

Denoting pt = ntatmt ∈ NHAH(MG ∩MH) ⊆ PG ∩ PH we have

pte
X = eXetYmtat ∈ eX(w̃PGw̃

−1),

whence pt ∈ S(X, w̃). Now put

Z =
d

dt

∣∣∣
t=0

pt ∈ s(X, w̃)

and write Z = ZM + ZA + ZN ∈ (mG ∩ mH) ⊕ aH ⊕ nH . It remains to show

that Y ∈ g(aG;α) can be chosen such that ZA ̸= 0. For this we use the following

identity, which follows by taking the left logarithmic derivative of (1.3):

(1.4) Y = e− ad(X)Z − (ZM + ZA) = (e− ad(X) − 1)(ZM + ZA) + e− ad(X)ZN .

Now, write

ZN =
∑

β∈∆(nσ)

ZN,β

with ZN,β ∈ gσ(aH ;β).

Lemma 1.13. If Y ∈ g(aG;α) for α > 0 with β = α ̸= 0 and w−1α > 0, and

Z = ZM + ZA + ZN ∈ (mG ∩mH)⊕ aH ⊕ nH satisfies (1.4), then

Y = ad(ZM + ZA)Xβ + ZN,β .
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Proof. We can enumerate the positive aH -roots as Σ+(g, aH) = {β1, . . . , βp} so

that βj ̸< βi whenever i ≤ j. Form the nilpotent subalgebras

ni =

p⊕
k=i

g(aH ;βk) ⊆ n;

then n1 = n and [n, ni] ⊆ ni+1. Since α > 0 with α ̸= 0, there exists 1 ≤ i ≤ p with

α = βi. We first prove by induction that

ad(ZM + ZA)Xβj
= 0 = ZN,βj

∀ 1 ≤ j < i.

For j = 1 < p, the β1-component of Y is trivial, and therefore, taking the β1-

component of (1.4) yields

0 = ad(ZM + ZA)Xβ1 + ZN,β1 .

Since ad(ZM + ZA)Xβ1
∈ n−σ and ZN,β1

∈ nσ, this implies ad(ZM + ZA)Xβ1
=

0 = ZN,β1 . For the induction step assume that ad(ZM + ZA)Xβk
= 0 = ZN,βk

for

1 ≤ k ≤ j − 1. If j < i then the βj-component of Y is trivial, and we can again

take the βj-component of (1.4) and find

0 = ad(ZM + ZA)Xβj
+ ZN,βj

.

The same argument as above shows ad(ZM +ZA)Xβj = 0 = ZN,βj . Finally, taking

the βi-component in (1.4) gives the desired identity.

To choose Y ∈ g(aG;α) such that ZA ̸= 0, we need to relate g(aG;α) and

g(aH ;β).

Lemma 1.14. Let α ∈ Σ+(g, aG) with α ̸= 0. Then precisely one of the following

three statements holds:

(1) σα ̸= α and g−σ(aH ;α) = {Y − σY : Y ∈ g(aG;α)} ≠ {0}.
(2) σα = α and g−σ(aH ;α) = g(aG;α) ∩ n−σ ̸= {0}.
(3) σα = α and g(aG;α) ⊆ nH .

Proof. Assume first that σα ̸= α; then σ(g(aG;α)) = g(aG;σα) and the map

g(aG;α) → g−σ(aH ;α), Y 7→ Y − σ(Y )

is non-trivial and (MG ∩MH)-equivariant. Since g−σ(aH ;α) is irreducible under

the action ofMG∩MH by Lemma 1.11(1), the map must be a linear isomorphism,

so (1) holds.
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Now assume σα = α; then g(aG;α) is σ-stable and we have a decomposition

into eigenspaces

g(aG;α) = (g(aG;α) ∩ nH)⊕ (g(aG;α) ∩ n−σ).

If g(aG;α)∩n−σ ̸= {0}, then this is a non-trivial (MG∩MH)-invariant subspace of

g−σ(aH ;α) and the latter is irreducible under the action ofMG∩MH . This implies

(2). The remaining possibility is g(aG;α)∩n−σ = {0}, which clearly implies (3).

Before we can finish the proof we need to study case (3) in Lemma 1.14 in

more detail. For this, the following two results will be used:

Lemma 1.15 ([37, Lem. 2.9]). Let α1, α2 ∈ Σ(g, aG) with (α1, α2) < 0; then for

any X1 ∈ g(aG;α1) and X2 ∈ g(aG;α2), X1, X2 ̸= 0, we have [X1, X2] ̸= 0.

Lemma 1.16. Let w ∈W ; then for any α ∈ Σ+(g, aG)∩wΣ+(g, aG) there exists

a sequence α = α1, . . . , αr ∈ Σ+(g, aG) ∩ wΣ+(g, aG) such that ⟨αi, αi+1⟩ ̸= 0 for

i = 1, . . . , r − 1 and αr is simple in Σ+(g, aG).

This result and its proof were communicated to us by Yoshiki Oshima.

Proof. Let ww0 = sβ1 · · · sβn be a reduced expression for ww0 ∈W , i.e. β1, . . . , βn
are simple roots. It is known that

Σ+(g, aG) ∩ wΣ+(g, aG) = Σ+(g, aG) ∩ (−ww0Σ
+(g, aG))

=
{
sβ1

· · · sβk−1
βk : 1 ≤ k ≤ n

}
,

and we can write α1 = α = sβ1 · · · sβk−1
βk. If α1 is not a simple root, there

exists 1 ≤ i < k such that sβi+1
· · · sβk−1

βk is simple, but sβi
· · · sβk−1

βk is not. In

particular, sβi+1
· · · sβk−1

βk ̸= sβi
· · · sβk−1

βk and hence ⟨βi, sβi+1
· · · sβk−1

βk⟩ ≠ 0,

which implies ⟨sβ1 · · · sβi−1βi, sβ1 · · · sβk−1
βk⟩ ̸= 0. Put α2 := sβ1 · · · sβi−1βi; then

⟨α1, α2⟩ ≠ 0. Repeating this argument yields the desired sequence.

The next lemma provides more information about case (3) in Lemma 1.14:

Lemma 1.17. Let w ∈ W with Qw̃PG ̸= Qw̃0PG. If for all α ∈ Σ+(g, aG) ∩
wΣ+(g, aG) with α ̸= 0 we have g(aG;α) ⊆ nH , then for one of those α we must

have [g(aG;α), n
−σ] ̸= {0}.

Proof. Let w ∈ W with Qw̃PG ̸= Qw̃0PG and assume that g(aG;α) ⊆ nH for

all α ∈ Σ+(g, aG) ∩ wΣ+(g, aG) with α ̸= 0. We explicitly construct a root α ∈
Σ+(g, aG) ∩ wΣ+(g, aG) with α ̸= 0 such that [g(aG;α), n

−σ] ̸= {0}.
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Step 1. If Qw̃PG ̸= Qw̃0PG, then there exists α ∈ Σ+(g, aG) ∩ wΣ+(g, aG)

with α ̸= 0 by Lemma 1.12. We claim that there exists a simple root α with

this property. In fact, by Lemma 1.16 there exists a sequence α = α1, . . . , αr ∈
Σ+(g, aG) ∩ wΣ+(g, aG) with ⟨αi, αi+1⟩ ̸= 0 for i = 1, . . . , r − 1 and αr simple.

By our assumption, every β ∈ Σ+(g, aG) ∩ wΣ+(g, aG) satisfies either β = 0 or

g(aG;β) ⊆ nH . By Lemma 1.14 this implies σβ = −β or σβ = β. These two types

of roots are obviously orthogonal to each other. Hence, σα = α implies σαi = αi

for all roots αi in the sequence. In particular, g(aG;αr) ⊆ nH by Lemma 1.14, and

we can replace α by the simple root αr.

Step 2. Next we claim that there exists a simple root α′ ∈ Σ+(g, aG) with α′ ̸= 0

and g(aG;α
′) ̸⊆ nH . Assume that such a simple root does not exist. Then for every

simple root α′ ∈ Σ+(g, aG) we have either α′ = 0 or g(aG;α
′) ⊆ nH . This implies

that either σα′ = −α′ or σα′ = α′, so that the set of simple roots is the disjoint

union of the two mutually orthogonal subsets {α′ ∈ Σ+(g, aG) simple, σα′ = ±α′}.
First note that this cannot occur in the case (g, h) = (g′ + g′,diag g′), so that we

may assume g to be simple. Then the Dynkin diagram of Σ(g, aG) is connected and

we must have σα′ = α′ for all simple roots, whence g(aG;α
′) ⊆ nH for all simple

roots. This implies g(aG;α
′) ⊆ nH for all positive roots and therefore nG = nH

and also nG = nH . But nG and nG generate g, whence g = h, which contradicts

our assumption that (g, h) is non-trivial.

Step 3. By Step 1 we find a simple root α ∈ Σ+(g, aG) ∩wΣ+(g, aG) with α ̸= 0

and hence g(aG;α) ⊆ nH . We claim that [g(aG;α), n
−σ] ̸= {0}. To see this, we use

Step 2 to find another simple root α′ ∈ Σ+(g, aG) with α′ ̸= 0 and g(aG;α
′) ̸⊆ nH .

Connecting α and α′ in the Dynkin diagram for Σ(g, aG), we obtain a sequence

of simple roots α = α1, α2, . . . , αp−1, αp = α′ such that (αi, αj) ̸= 0 if and only

if |i − j| ≤ 1. By possibly replacing αp by one of the αi we may assume that for

all 1 ≤ i ≤ p − 1 we either have αi = 0 or g(aG;αi) ⊆ nH . We now construct

a root α′′ = n2α2 + · · · + npαp, ni ≥ 1, such that α′′ ̸= 0 and g(aG;α
′′) ̸⊆ nH ,

then [g(aG;α), g(aG;α
′′)] ̸= {0} by Lemma 1.15 since (α, α′′) = n2(α1, α2) < 0.

By Lemma 1.14 this implies [g(aG;α), n
−σ] ̸= {0}.

We inductively construct a root βk = nkαk + · · · + npαp (2 ≤ k ≤ p) with

βk ̸= 0 and g(aG;βk) ̸⊆ nH . Note that for βk of the above form we always have

βk = nkαk + · · · + npαp ̸= 0 since αi is either = 0 or a positive root, and by

assumption αp ̸= 0. For k = p we can choose the simple root βp = αp. Now assume

βk+1 = nk+1αk+1+ · · ·+npαp has been constructed with g(aG;βk+1) ̸⊆ nH . Then

by Lemma 1.14 there are four possibilities for βk+1 and αk:
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(1) σβk+1 = βk+1 and αk ̸= 0. Then g(aG;βk+1)∩n−σ ̸= {0} and g(aG;αk) ⊆ nH ,

hence by Lemma 1.15,

{0} ≠ [g(aG;αk), g(aG;βk+1) ∩ n−σ] ⊆ g(aG;αk + βk+1) ∩ n−σ,

so that βk = αk + βk+1 satisfies g(aG;βk) ̸⊆ nH .

(2) σβk+1 = βk+1 and αk = 0. Then g(aG;βk+1) ∩ n−σ ̸= {0} and σαk = −αk.

Hence, we have for any X ∈ g(aG;βk+1) ∩ n−σ and Y ∈ g(aG;αk), X,Y ̸= 0,

that 0 ̸= [X,Y ] ∈ g(aG;αk +βk+1) by Lemma 1.15 and σ[X,Y ] = −[X,σY ] ∈
g(aG;−αk +βk+1). Therefore, σ[X,Y ] ̸= [X,Y ] and hence g(aG;αk +βk+1) ̸⊆
nH , so that we can choose βk = αk + βk+1.

(3) σβk+1 ̸= βk+1 and αk ̸= 0. Then {X − σX : X ∈ g(aG;βk+1)} ⊆ n−σ and

g(aG;αk) ⊆ nH . Hence, we have for any X ∈ g(aG;βk+1) and Y ∈ g(aG;αk),

X,Y ̸= 0, that 0 ̸= [X,Y ] ∈ g(aG;αk + βk+1) by Lemma 1.15 and σ[X,Y ] =

[σX, Y ] ∈ g(aG;αk + σβk+1). Therefore, σ[X,Y ] ̸= [X,Y ] and hence g(aG;

αk + βk+1) ̸⊆ nH , so that we can choose βk = αk + βk+1.

(4) σβk+1 ̸= βk+1 and αk = 0. Then {X − σX : X ∈ g(aG;βk+1)} ⊆ n−σ and

σαk = −αk. Let X ∈ g(aG;βk+1) and Y ∈ g(aG;αk), X,Y ̸= 0; then by

Lemma 1.15 we have [X,Y ] ̸= 0.

(a) If σ[X,Y ] ̸= [X,Y ] then we can choose βk = αk + βk+1 as in (1), (2)

and (3).

(b) If σ[X,Y ] = [X,Y ] then σ(αk + βk+1) = αk + βk+1 so that σβk+1 =

2αk + βk+1. In this case we choose βk = σβk+1 = 2αk + nk+1αk+1 +

· · ·+npαp, which is clearly a positive root. Further, g(aG;βk) ̸⊆ nH since

σβk = βk+1 ̸= βk.

Inductively, for k = 2 this produces the desired root α′′ = β2.

We can finally finish the proof of Theorem 1.3 by choosing Y ∈ g(aG;α)

according to the three cases in Lemma 1.14. Write β = α.

(1) If σα ̸= α we can write Xβ = Y − σY for some Y ∈ g(aG;α). Using this Y in

the above construction, we have by Lemma 1.13,

Y = ad(ZM + ZA)Xβ + ZN,β .

Both sides are contained in n = nσ ⊕ n−σ, and taking n−σ-components gives

2Xβ = ad(ZM + ZA)Xβ = ad(ZM )Xβ + β(ZA)Xβ . Note that we assume

Xβ ̸= 0 by the reduction in Section 1.6.1. Then ad(ZM )Xβ = (2− β(ZA))Xβ

so that ZM acts by a scalar on Xβ . Since ZM ∈ mG ∩ mH and MG ∩MH is

compact, this scalar has to be imaginary, so that β(ZA) = 2. In particular,

ZA ̸= 0.
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(2) If σα = α and g−σ(aG;α) = g−σ(aH ;β) we take Y = Xβ . Then Lemma 1.13

implies

Xβ = Y = ad(ZM + ZA)Xβ = ad(ZM )Xβ + β(ZA)Xβ .

The same argument as in (1) shows β(ZA) = 1 and in particular ZA ̸= 0.

(3) If (1) and (2) do not hold for any such α, we have σα = α and g(aG;α) ⊆ nH for

all α > 0 with w−1α > 0, α ̸= 0. Then Lemma 1.17 implies that there exists an

α with [g(aG;α), n
−σ] ̸= {0}. Let 0 ̸= Y ∈ g(aG;α) and 0 ̸= Bi ∈ g−σ(aH ;βi)

(i = 1, 2) with β1, β2 ∈ ∆(n−σ), such that [Y,B1] = B2. By Lemma 1.11

there exists ma ∈ (MG ∩MH)AH such that Ad(ma)Bi = ±Xβi (i = 1, 2).

Hence, [Ad(ma)Y,Xβ1
] = ±Xβ2

. Replacing Y by Ad(ma)Y ∈ g(aG;α) we

may therefore assume that [Y,Xβ1 ] = ±Xβ2 .

Note that

eXetY = etY eAd(e−tY )X ∈ NH exp(n−σ),

and Ad(e−tY )X = e−t ad(Y )X ∈ n−σ so that nt = etY and Xt = Ad(mtat)X =

e−t ad(Y )X. Hence, ZN = Y and [ZM + ZA, X] = −[Y,X]. Taking the β2-

component gives

[ZM , Xβ2 ] + β2(ZA)Xβ2 = −[Y,Xβ1 ] = ∓Xβ2 .

By the same argument as in (1) and (2) we find β2(ZA) = ∓1, and hence

ZA ̸= 0.

This finishes the proof of Theorem 1.3.

§2. Spherical matrix coefficients

We study matrix coefficients of finite-dimensional representations of G which are

equivariant under the action of PH × PG by left and right multiplication. Such

matrix coefficients correspond to finite-dimensional spherical representations of G

whose restriction to H contains a spherical representation, and we show that there

exist enough such representations (see Theorem 2.6). In Section 3 these matrix

coefficients are used to explicitly construct symmetry breaking operators.

§2.1. Reduction to complex connected groups

Since both G and H might be disconnected, their finite-dimensional representa-

tions are not easily described in terms of highest weights. To overcome this diffi-

culty we first reduce the construction of matrix coefficients to the case of complex

connected groups. Since G is of Harish-Chandra class, there exist
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� a complex connected linear reductive group GC with Lie algebra gC,

� an antiholomorphic involution τ : GC → GC such that the derived involution

τ : gC → gC is the conjugation with respect to the real form g,

� a homomorphism µ : G→ G from G to the real form G = Gτ
C of GC with finite

kernel and cokernel.

Note that the Lie algebra of G is equal to g. We denote by HC the complex con-

nected subgroup of GC with Lie algebra hC and by H = µ(H)0 = µ(H0) ⊆ HC the

connected subgroup ofHC with Lie algebra h. Then the finite-dimensional holomor-

phic representations of GC and HC are classified in terms of their highest weights,

and via the homomorphism µ they give rise to finite-dimensional representations

of G and H0.

The image K = µ(K) of the maximal compact subgroup of G under µ is a

maximal compact subgroup of G, and the intersection H∩K is maximal compact

in H. Further, let

MG = µ(MG), AG = µ(AG) and NG = µ(NG);

then PG = µ(PG) = MGAGNG is a minimal parabolic subgroup of G.

§2.2. The Cartan–Helgason theorem

We now recall the classification of irreducible finite-dimensional spherical repre-

sentations of G in terms of their highest weights, the so-called Cartan–Helgason

theorem. Recall that a representation of G is called spherical if it contains a non-

zero K-invariant vector.

We choose a maximal abelian subalgebra tG in mG; then jG = tG ⊕ aG is a

Cartan subalgebra of g and jG,C is a Cartan subalgebra of gC. Roots in Σ(gC, jG,C)

are real on aG and imaginary on tG. Fix a positive system Σ+(gC, jG,C) such that

the non-zero restrictions to aG are contained in Σ+(g, aG). With respect to this

data, the irreducible finite-dimensional representations of G are classified by their

highest weights in j∨G,C.

Recall the following theorem (see e.g. [14, Thm. 8.49]):

Theorem 2.1 (Cartan–Helgason). Let φ be an irreducible finite-dimensional rep-

resentation of G; then the following statements are equivalent:

(1) φ has a non-zero K-fixed vector.

(2) MG acts by the 1-dimensional trivial representation in the highest restricted

weight space of φ.
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(3) The highest weight of φ vanishes on tG, and its restriction to aG is contained

in the set

Λ+(g, aG) =
{
λ ∈ a∨G : ⟨λ, α⟩/|α|2 ∈ N ∀α ∈ Σ+(g, aG)

}
.

Let Λ+
G (g, aG) ⊆ Λ+(g, aG) denote the subset of all λ for which there exists

an irreducible finite-dimensional G-representation (φλ, Vλ) of highest weight λ.

Then spanR Λ+
G (g, aG) = spanR Λ+(g, aG) = a∨G, and if G is simply connected even

Λ+
G (g, aG) = Λ+(g, aG). Theorem 2.1 immediately gives the action of PG on the

highest weight space of Vλ:

Corollary 2.2. For every λ ∈ Λ+
G (g, aG) the minimal parabolic subgroup PG =

MGAGNG acts on the highest weight space of Vλ by the character 1⊗ eλ ⊗ 1.

Here, 1 denotes the trivial representation of MG and NG, respectively, and e
λ

is the character of AG = exp(aG) given by eλ(eX) = eλ(X), X ∈ aG.

Now, for an irreducible finite-dimensional representation (φ, V ) ofG we denote

by (φ∨, V ∨) the contragredient representation on the dual space V ∨ = HomC(V,C)
given by

⟨φ∨(g)ϕ, v⟩ = ⟨ϕ, φ(g−1)v⟩, g ∈ G, v ∈ V, ϕ ∈ V ∨.

The following statement is standard:

Lemma 2.3. (1) (φ, V ) has a non-zero K-fixed vector if and only if (φ∨, V ∨) has

a non-zero K-fixed vector.

(2) For λ ∈ Λ+
G (g, aG) let λ∨ ∈ Λ+

G (g, aG) be defined by (φ∨
λ , V

∨
λ ) ≃ (φλ∨ , Vλ∨);

then the map

Λ+
G (g, aG) → Λ+

G (g, aG), λ 7→ λ∨

is the restriction to Λ+
G (g, aG) of a linear map a∨G → a∨G.

§2.3. Matrix coefficients

As for G, we denote by Λ+
H (h, aH) ⊆ a∨H the set of all highest weights ν of irre-

ducible finite-dimensional representations (ψν ,Wν) of H which have a 1-dimen-

sional PH -invariant subspace isomorphic to 1⊗ eν ⊗ 1. Here, PH = MHAHNH is

the corresponding minimal parabolic subgroup of H.

Lemma 2.4. Let λ ∈ Λ+
G (g, aG) and ν ∈ Λ+

H (h, aH) and pick non-zero highest

weight vectors v0 ∈ Vλ and ϕ0 ∈W∨
ν . Then for every 0 ̸= η ∈ HomH(φλ|H, ψν) the

function

f : G → C, f(g) = ⟨ϕ0, η(φλ(g)v0)⟩
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is non-zero, real-analytic and satisfies

f(m′a′n′gman) = aλ(a′)−ν∨
f(g)

for g ∈ G, man ∈ PG and m′a′n′ ∈ PH .

Proof. It is clear that f is real analytic as a matrix coefficient of a finite-dimen-

sional representation. Further, f is non-zero since (φλ, Vλ) is irreducible. By Corol-

lary 2.2 and Lemma 2.3 we have φλ(man)v0 = aλv0 and ψ∨
ν (m

′a′n′)ϕ0 = (a′)ν
∨
ϕ0

and the claim follows.

Note that since (φλ, Vλ) and (ψν ,Wν) extend to holomorphic representa-

tions of the complex connected groups GC and HC, we have HomH(φλ|H, ψν) =

Homh(φλ|h, ψν). Abusing notation, we also write (φλ, Vλ) and (ψν ,Wν) for the

Lie algebra representations of g and h for arbitrary (λ, ν) ∈ Λ+(g, aH) and ν ∈
Λ+(h, aH).

To obtain matrix coefficients with the same properties as in Lemma 2.4, but

for the pair (G,H) instead of (G,H), we use the homomorphism µ : G→ G.

Proposition 2.5. Assume that (G,H) is a strongly spherical reductive pair. Then

for each pair (λ, ν) ∈ Λ+(g, aG) × Λ+(h, aH) with Homh(φλ|h, ψν) ̸= {0} there

exists k ≥ 1 and a non-zero real-analytic function F : G→ R, F ≥ 0, satisfying

(2.1) F (m′a′n′gman) = akλ(a′)−kν∨
F (g)

for g ∈ G, man ∈ PG and m′a′n′ ∈ PH .

Proof. First note that there exists k ≥ 1 such that kλ ∈ Λ+
G (g, aG) and kν ∈

Λ+
H (h, aH). Then also Homh(φkλ|h, ψkν) ̸= {0} and by Lemma 2.4 there exists a

non-zero real-analytic function f : G → C with

f(m′a′n′gman) = akλ(a′)−kν∨
f(g)

for g ∈ G, man ∈ PG and m′a′n′ ∈ PH . Replacing f by |f |2 we may further

assume that f : G → R and f ≥ 0. We consider the non-zero real-analytic function

f ◦ µ : G → R, which satisfies (2.1) at least for m′ ∈ MH,0 ⊆ µ−1(MH) ⊆ MH .

Since the component group MH/MH,0 of MH is finite, we can form the finite sum

F (g) =
∑

mMH,0∈MH/MH,0

f(µ(mg)),

and this clearly defines a real-analytic function F : G → R, F ≥ 0, with the

equivariance property (2.1). Finally, F is non-zero since f ◦µ ≥ 0 and f ◦µ ̸= 0.

The main result of this section asserts that for all strongly spherical reductive

pairs (G,H), there exist enough pairs (λ, ν) ∈ a∨G×a∨H with Homh(φλ|h, ψν) ̸= {0}:
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Theorem 2.6. Assume that (G,H) is a strongly spherical reductive pair such that

(g, h) is non-trivial and indecomposable. Then the set of pairs (λ, ν) ∈ Λ+(g, aG)×
Λ+(h, aH) such that Homh(φλ|h, ψν) ̸= {0} spans a∨G × a∨H .

Remark 2.7. One can use the local structure theorem for real spherical vari-

eties by Knop–Krötz–Schlichtkrull [17] to give a classification-free proof of Theo-

rem 2.6. In fact, let Z = (G × H)/ diag(H); then using [17, Thm. 2.8] it is easy

to see that for X ∈ n−σ contained in an open (MG ∩ MH)AH -orbit, the mini-

mal parabolic subgroup P = e−XPGe
X × PH is Z-adapted in the sense of [17,

Def. 2.7]. Further, the Levi subgroup L = e−XMGAGe
X × MHAH of P satis-

fies L ∩ diag(H) = diag(M), where M = (MG ∩ MH)X is the stabilizer of X.

This implies aZ = Ad(e−X)aG × aH in the notation of [17, Sect. 2.3] and there-

fore rank(Z) = dim aZ = dim aG + dim aH . By [17, Rem. 3.5] the statement of

Theorem 2.6 follows.

However, since the explicit form of the integral kernels of symmetry breaking

operators plays an important role in the classification of symmetry breaking oper-

ators (see e.g. [2, 3, 23]), we prove Theorem 2.6 using the classification of strongly

spherical reductive pairs. From this one can explicitly determine the matrix coeffi-

cients which serve as building blocks for the integral kernels of symmetry breaking

operators.

Before we come to the proof of this result, let us see how it can be used to

show the implication (1) ⇒ (2) in Theorem 1.3:

Corollary 2.8. If the double coset PHgPG is open, then the projection of pH ∩
Ad(g)pG to aH is trivial.

Proof. Let PHgPG be an open double coset and Z = ZM + ZA + ZN ∈ pH ∩
Ad(g)pG. PutX = Ad(g)−1Z = XM+XA+XN ∈ pG. For any (λ, ν) ∈ Λ+(g, aG)×
Λ+(h, aH) with Homh(φλ|h, ψν) ̸= {0} let F be as in Proposition 2.5. Since F is

non-zero and real-analytic, it is non-zero on the open set PHgPG. In particular,

F (g) ̸= 0 and for all t ∈ R we have

e−tν∨(ZA)F (g) = F (etZg) = F (getX) = etλ(XA)F (g),

so that λ(XA) + ν∨(ZA) = 0. Since the pairs (λ, ν) ∈ Λ+(g, aG) × Λ+(h, aH)

satisfying Homh(φλ|h, ψν) ̸= {0} span a∨G × a∨H , this implies XA = 0 and ZA = 0

and the proof is complete.

Note that the statement in Theorem 2.6 only depends on the pair of Lie

algebras (g, h). If we define

Λ(g, h) =
{
(λ, ν) ∈ Λ+(g, aG)× Λ+(h, aH) : Homh(φλ|h, ψν) ̸= {0}

}
,
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then we have to show that Λ(g, h) spans a∨G × a∨H . Note that Λ(g, h) is a sub-

semigroup of Λ+(g, aG)×Λ+(h, aH). We first reduce Theorem 2.6 to the case of g

semisimple and (g, h) symmetric and then use the classification in Theorem 1.6 to

show the statement case by case.

Lemma 2.9. Assume that Theorem 2.6 holds for g semisimple; then it holds for

g reductive.

Proof. As in Section 1.2 we write g = gn ⊕ gel and p : g → gn for the canonical

projection. Then aG = aG,n ⊕ aG,el with aG,n = aG ∩ gn and aG,el = aG ∩ gel,

and by Lemma 1.4(1) the restriction p|aH
: aH → aG,n is injective. Further, by

Lemma 1.4(2) the pair (gn, p(h)) is also strongly spherical, so by assumption

Λ(gn, p(h)) spans a∨G,n × p(aH)∨. Now for every pair (λ0, ν0) ∈ Λ(gn, p(h)) the

pair (λ, ν) ∈ a∨G × a∨H with λ|aG,n
= λ0, λ|aG,el

= 0 and ν = ν0 ◦ p|aH
is contained

in Λ(g, h). Hence, the span of Λ(g, h) contains at least a∨G,n × a∨H . Further, for

every λ1 ∈ a∨G,el the representation φλ is 1-dimensional and hence its restriction

is an h ∩ k-spherical representation of h with highest weight ν1 ∈ a∨H , so that

(λ1, ν1) ∈ Λ(g, h). This shows that Λ(g, h) indeed spans a∨G × a∨H .

Lemma 2.10. Assume that Theorem 2.6 holds for (g, h) symmetric; then it holds

for (g, h) reductive.

Proof. By the previous lemma we may assume that g is semisimple. Then, thanks

to Corollary 1.7, there exists a non-trivial involution σ of g such that h ⊆ gσ,

and h and gσ differ only in compact factors. Hence, Λ+(h, aH) = Λ+(gσ, aH) and

Λ(g, gσ) ⊆ Λ(g, h).

§2.4. Finite-dimensional branching

We now prove Theorem 2.6 case by case for all symmetric pairs in the classification

in Section 1.2. For this we first fix some notation.

Let jH ⊆ h be a Cartan subalgebra of h and extend it to a Cartan subalgebra

jH ⊆ jG ⊆ g of g. Note that we no longer assume that aG ⊆ jG and aH ⊆ jH .

Choose a system of positive roots Σ+(gC, jG,C) for g such that

Σ+(hC, jH,C) =
{
α|jH,C : α ∈ Σ+(gC, jG,C)

}
∩ Σ(hC, jH,C)

is a system of positive roots for h. Denote by ϖ1, . . . , ϖs the fundamental weights

for g with respect to Σ+(gC, jG,C) and by ζ1, . . . , ζt the fundamental weights for h

with respect to Σ+(hC, jH,C). Then any dominant integral weight of g with respect

to Σ+(gC, jG,C) is of the form ϖ = k1ϖ1+ · · ·+ksϖs, k1, . . . , ks ∈ N, and we write

F g(ϖ) for the corresponding finite-dimensional representation of g. Analogous
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notation is used for h and ideals of h. To simplify some statements, we further put

ζ0 := 0 so that F h(ζ0) is the trivial representation of h.

We make use of the Satake diagrams for g and h (see e.g. [11, Chap. X, App. F]

for details). From the Satake diagram the highest weights belonging to spherical

representations can be read off. In fact, for every simple root αi whose vertex in

the Satake diagram is white and not linked to any other vertex by an arrow, the

representations F g(2kϖi) (k ∈ N) are spherical. If the vertices of two simple roots

αi and αj are white and linked by an arrow, then 2k(ϖi+ϖj) (k ∈ N) are highest
weights of spherical representations. Moreover, if F g(ϖ) and F g(ϖ′) are spherical,

then F g(ϖ + ϖ′) is spherical. In many cases we compute the explicit branching

for F g(ϖi) resp. F
g(ϖi +ϖj) and then use the semigroup property of Λ(g, h) to

conclude that the spherical representation F g(2ϖi) resp. F
g(2(ϖi+ϖj)) contains

a certain spherical h-representation.

The following reduction from complex Lie algebras to split real forms allows

one to minimize the number of different cases:

Lemma 2.11. Let (g, h) be a reductive pair with g and h split. If the statement

in Theorem 2.6 holds for (g, h), then it also holds for (gC, hC) viewed as real Lie

algebras.

Proof. Since g and h are split, we can choose jG = aG and jH = aH . Let u = k+ip ⊆
gC; then u is maximally compact in gC with complement u⊥ = ik+p. Further, aG,C
is a (real) Cartan subalgebra of gC which splits into aG,C = iaG+aG with iaG ⊆ u

and aG ⊆ u⊥. By the Cartan–Helgason theorem, the highest weights of u-spherical

representations of gC vanish on iaG and their restrictions to aG are contained in

Λ+(gC, aG) = Λ+(g, aG). If (φλ, Vλ) denotes a k-spherical representation of g with

highest weight λ ∈ Λ+(g, aG), then a u-spherical representation of gC with highest

weight 2λ is given by Vλ ⊗ Vλ, where gC acts by

X(v ⊗ v′) = (Xv)⊗ v′ + v ⊗ (Xv′), X ∈ gC, v, v
′ ∈ Vλ.

Now let (λ, ν) ∈ Λ+(g, aG) × Λ+(h, aH). Then for any A ∈ Homh(Vλ,Wν) we

clearly have A ⊗ A ∈ HomhC(Vλ ⊗ Vλ,Wν ⊗Wν). Hence, (λ, ν) ∈ Λ(g, h) implies

(2λ, 2ν) ∈ Λ(gC, hC) and the claim follows.

Finally, we prove Theorem 2.6 case by case for all strongly spherical symmetric

pairs in the classification of Theorem 1.6:

(A) Trivial case. This case g = h is by assumption excluded.
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(C) Compact case. Let g be the Lie algebra of a compact simple Lie group;

then also h is the Lie algebra of a compact group and aG = aH = {0} so that

Λ(g, h) = a∨G × a∨H = {0} × {0} holds trivially.

(D) Compact subgroup case. Let h = k be the Lie algebra of a maximal

compact subgroupK of a non-compact simple Lie groupG with Lie algebra g. Then

aH = {0} and the only spherical representation of h is the trivial representation

W0 = C. By definition, for every λ ∈ Λ+(g, aG) the representation Vλ contains

a k-fixed vector, hence also V ∨
λ contains a k-fixed vector by Lemma 2.3. But k-

fixed vectors in V ∨
λ = HomC(Vλ,C) are simply k-equivariant homomorphisms from

Vλ to the trivial representation W0 of k. Thus, Λ(g, h) = Λ+(g, aG) × {0} spans

a∨G × {0} = a∨G × a∨H .

(E1) (g, h) = (so(1, p+ q), so(1, p) + so(q)). The Satake diagrams of g and

so(1, p) ⊆ h are

g :



α1
◦

α2
•

αs−1

•
αs
•+3 for +q = 2s,

α1
◦

α2
•

αs−2

•

αs−1•

αs•

for p+ q = 2s− 1,

so(1, p) :



β1
◦

β2
•

βt−1

•
βt
•+3 for p = 2t,

β1
◦

β2
•

βt−2

•

βt−1•

βt•

for p = 2t− 1.

We realize the root system of g as {±ei ± ej : 1 ≤ i < j ≤ s} and additionally

{±ei : 1 ≤ i ≤ s} if p+ q is even. Choose the simple roots αi = ei − ei+1 (1 ≤ i ≤
s− 1) and αs = es for p+ q even and αs = es−1 + es for p+ q odd. We distinguish

two cases:

� Assume first that p + q is even or p is odd; then jG = jH . If we choose the

simple roots for so(1, p) ⊆ h as βi = αi (1 ≤ i ≤ t− 1) and βt = et for p even

and βt = et−1+et for p odd, then βi = αi (t+1 ≤ i ≤ s−1) and βs = es−1+es
for q even and βs = es for q odd are the simple roots for so(q) ⊆ h.
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� Assume now that p + q is odd and p is even; then we can choose jH ⊆ jG
such that es|jH,C = 0 and the simple roots for so(1, p) ⊆ h are βi = αi|jH,C

(1 ≤ i ≤ t − 1) plus βt = et|jH,C , and the simple roots for so(q) ⊆ h are

βi = αi|jH,C (t+ 1 ≤ i ≤ s− 1).

Consider the fundamental weight ϖ1 = e1. Clearly e1|jH,C = ζ1 is also a

highest weight for so(1, p) ⊆ h and hence (2ϖ1, 2ζ1) ∈ Λ(g, h). Further, from the

Satake diagram for the real form so(p + 1, q) of gC ≃ so(p + q + 1,C), it follows

that F g(2ϖ1) is h-spherical and hence also (2ϖ1, 0) ∈ Λ(g, h). Clearly (2ϖ1, 2ζ1)

and (2ϖ1, 0) span a∨G × a∨H , which is 2-dimensional.

(E2) (g, h) = (su(1, p+ q), s(u(1, p) + u(q))). The Satake diagrams of g and

h are

g :
α1
◦

α2
•

αp+q−1

•
αp+q

◦gg 77 ,

h :
β1
◦

β2
•

βp−1

•
βp
◦gg 77

βp+2

•
βp+q

• .

We realize the root system of g as {±(ei − ej) : 1 ≤ i < j ≤ p+ q + 1} in the

vector space {x ∈ Rp+q+1 : x1 + · · · + xp+q+1 = 0} and choose the simple roots

αi = ei − ei+1 (1 ≤ i ≤ p + q). If we choose the simple roots βi = αi (1 ≤ i ≤ p)

for su(1, p) ⊆ h, then βi = αi (p + 2 ≤ i ≤ p + q) are simple roots for su(q) ⊆ h

and the fundamental weight ϖp+1 describes a character of u(1) ⊆ h.

Consider the dominant integral weight ϖ1 + ϖp+q = e1 − ep+q+1. In the

Weyl group orbit of e1 − ep+q+1 the weight e1 − ep+1 = ζ1 + ζp is a highest

weight for h and hence (2(ϖ1 + ϖp+q), 2(ζ1 + ζp)) ∈ Λ(g, h). Further, from the

Satake diagram for the real form su(p + 1, q) of gC ≃ sl(p + q + 1,C), it follows

that F g(2(ϖ1 +ϖp+q)) is h-spherical and hence also (2(ϖ1 +ϖp+q), 0) ∈ Λ(g, h).

Clearly (2(ϖ1 +ϖp+q), 2(ζ1 + ζp)) and (2(ϖ1 +ϖp+q), 0) span a∨G × a∨H , which is

2-dimensional.

(E3) (g, h) = (sp(1, p + q), sp(1, p) + sp(q)). The Satake diagrams of g and

h are

g :
α1
•

α2
◦

α3
•

αp+q

•
αp+q+1

•ks ,

h :
β1
•

β2
◦

β3
•

βp
•

βp+1

•ks
βp+2

•
βp+q

•
βp+q+1

•ks .
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We realize the root system of g as {±ei±ej : 1 ≤ i < j ≤ p+q+1}∪{±2ei : 1 ≤
i ≤ p + q + 1} and choose the simple roots αi = ei − ei+1 (1 ≤ i ≤ p + q)

and αp+q+1 = 2ep+q+1. If we choose the simple roots βi = αi (1 ≤ i ≤ p) and

βp+1 = 2ep+1 for sp(1, p) ⊆ h, then βi = αi (p+2 ≤ i ≤ p+ q+1) are simple roots

for sp(q) ⊆ h.

Consider the fundamental weight ϖ2 = e1 + e2. Clearly e1 + e2 = ζ2 is also a

highest weight for sp(1, p) ⊆ h and hence (2ϖ2, 2ζ2) ∈ Λ(g, h). Further, from the

Satake diagram for the real form sp(p + 1, q) of gC ≃ sp(p + q + 1,C), it follows

that F g(2ϖ2) is h-spherical and hence also (2ϖ2, 0) ∈ Λ(g, h). Clearly (2ϖ2, 2ζ2)

and (2ϖ2, 0) span a∨G × a∨H , which is 2-dimensional.

(E4) (g, h) = (f4(−20), so(8, 1)). The Satake diagrams of g and h are

g :
α1
•

α2
•

α3
•+3

α4
◦ ,

h :
β1
◦

β2
•

β3
•

β4
•+3 .

By [27] we have

F g(ϖ4)|h ≃ F h(ζ1)⊕ F h(ζ4)⊕ F h(0)

and hence (2ϖ4, 2ζ1), (2ϖ4, 0) ∈ Λ(g, h) span a∨G × a∨H , which is 2-dimensional.

(F1) (g, h) = (sl(n+1,C), gl(n,C)). This follows from (F3) with Lemma 2.11.

(F2) (g, h) = (so(n+1,C), so(n,C)). This follows from (F5) with Lemma 2.11.

(F3) (g, h) = (sl(n + 1,R), gl(n,R)). The Satake diagrams of g and h are

g :
α1
◦

α2
◦

αn−1

◦
αn
◦ ,

h :
β1
◦

β2
◦

βn−1

◦ .

We choose βi = αi (1 ≤ i ≤ n − 1) as simple roots for sl(n,R) ⊆ h; then

ζn := ϖn defines a non-trivial character of R ⊆ h. By Appendix A.1 the pairs

(2ϖi, 2ζi + 2 i
nζn) (1 ≤ i ≤ n − 1), (2ϖi, 2ζi−1 − 2n−i+1

n ζn) (2 ≤ i ≤ n) and

(2ϖ1,−2ζn), (2ϖn, 2ζn) are contained in Λ(g, h) and they clearly span a∨G × a∨H ,

which is 2n-dimensional.
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(F4) (g, h) = (su(p, q + 1), u(p, q)). Set s = min(p, q + 1) and t = min(p, q).

The Satake diagram of g for p ̸= q + 1 is

g :
α1
◦

αs
◦

αs+1

•
αp+q−s

•
αp+q−s+1

◦
αp+q

◦kk 33kk 33

and for p = q + 1 is

g :
α1
◦

αs−1

◦
αs
◦

αs+1

◦
αp+q

◦jj 44ff 88 ,

and the Satake diagram of h for p ̸= q is

h :
β1
◦

βt
◦

βt+1

•
βp+q−t−1

•
βp+q−s

◦
βp+q−1

◦kk 33kk 33

and for p = q is

h :
β1
◦

βt−1

◦
βt
◦

βt+1

◦
βp+q−1

◦jj 44ff 88 .

We choose the simple roots βi = αi (1 ≤ i ≤ p+ q − 1) for su(p, q) ⊆ h; then

ζp+q := ϖp+q is trivial on su(p, q) and describes a character of u(1) ⊆ h. We use

Appendix A.1 in what follows:

� (p ≤ q) In this case s = t = p and the pairs (2(ϖi+ϖp+q−i+1), 2(ζi+ζp+q−i)),

(2(ϖi + ϖp+q−i+1), 2(ζi−1 + ζp+q−i+1)) (1 ≤ i ≤ p) are contained in Λ(g, h)

and span a∨G × a∨H , which is of dimension s+ t = 2p.

� (p ≥ q + 1) Then s = q + 1 and t = q, so that the pairs (2(ϖi +ϖp+q−i+1),

2(ζi + ζp+q−i)), (2(ϖi + ϖp+q−i+1), 2(ζi−1 + ζp+q−i+1)) (1 ≤ i ≤ q) and

(2(ϖq+1 +ϖp), 2(ζq + ζp)) are contained in Λ(g, h) and span a∨G × a∨H , which

is of dimension s+ t = 2q + 1.
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(F5) (g, h) = (so(p, q+1), so(p, q)). For p+q = 2m even and s = min(p, q+1),

t = min(p, q) the Satake diagrams of g and h are

g :
α1
◦

αs
◦

αs+1

•
αm−1

•
αm
•+3 ,

h :



β1
◦

βt
◦

βt+1

•
βm−2

•

βm−1•

βm•

for t ≤ m− 2,

β1
◦

βm−2

◦

βm−1◦

βm◦

VV

��

for t = m− 1,

β1
◦

βm−2

◦

βm−1◦

βm◦

for t = m,

We use Appendix A.2 in what follows:

� (p + 2 < q) Then s = t = p ≤ m − 2 and the pairs (2ϖi, 2ζi), (2ϖi, 2ζi−1)

(1 ≤ i ≤ p) are contained in Λ(g, h) and span a∨G × a∨H , which is of dimension

s+ t = 2p.

� (p + 2 = q) Again s = t = p, but now t = m − 1. Here, the pairs (2ϖi, 2ζi),

(2ϖi, 2ζi−1) (1 ≤ i ≤ p−1) and (2ϖp, 2(ζp+ζp+1)), (2ϖp, 2ζp−1) are contained

in Λ(g, h) and span a∨G × a∨H , which is of dimension s+ t = 2p.

� (p = q) Then s = t = m = p and the pairs (2ϖi, 2ζi), (2ϖi, 2ζi−1) (1 ≤ i ≤
p− 2) and (2ϖp−1, 2ζp−2), (2ϖp−1, 2(ζp−1 + ζp)), (2ϖp, 2ζp), (2ϖp, 2ζp−1) are

contained in Λ(g, h) and span a∨G × a∨H , which is of dimension s+ t = 2p.

� (p = q + 2) Here, s = q + 1, t = q and t < s = m. In this case, the pairs

(2ϖi, 2ζi), (2ϖi, 2ζi−1) (1 ≤ i ≤ q − 1) and (2ϖq, 2ζq−1), (2ϖq, 2(ζq + ζq+1)),

(4ϖq+1, 2(ζq + ζq+1)) are contained in Λ(g, h) and span a∨G × a∨H , which is of

dimension s+ t = 2q + 1.

� (p > q + 2) Again s = q + 1, t = q, but now t < s < m. The pairs (2ϖi, 2ζi),

(2ϖi, 2ζi−1) (1 ≤ i ≤ q) and (2ϖq+1, 2ζq) are contained in Λ(g, h) and span

a∨G × a∨H , which is of dimension s+ t = 2q + 1.

The case p+ q = 2m− 1 odd is treated similarly.
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(G1) (g, h) = (g′ + g′, diag g′) with g′ simple compact. This is the same

situation as in (C).

(G2) (g, h) = (so(1, n) + so(1, n), diag so(1, n)). The Satake diagram of

so(1, n) is, for n = 2s even,

so(1, n) :
α1
◦

α2
•

αs−1

•
αs
•+3

and for n = 2s+ 1 odd,

so(1, n) :
α1
◦

α2
•

αs−1

•

αs•

αs+1.•

The spherical representations of so(1, n) are of the form F so(1,n)(2kϖ1), k ∈ N,
and hence the spherical representations of g are of the form F so(1,n)(2k1ϖ1) ⊠
F so(n,1)(2k2ϖ1), k1, k2 ∈ N. The representation F so(1,n)(ϖ1) is self-dual, and

hence the trivial representation F so(1,n)(0) is contained in the tensor product

F so(1,n)(ϖ1)⊗ F so(1,n)(ϖ1). Further, clearly

F so(1,n)(ϖ1)⊗ F so(1,n)(0) ≃ F so(1,n)(0)⊗ F so(1,n)(ϖ1) ≃ F so(1,n)(ϖ1).

Hence, ((2ϖ1, 0), 2ϖ1), ((0, 2ϖ1), 2ϖ1), ((2ϖ1, 2ϖ1), 0) ∈ Λ(g, h) span a∨G × a∨H ,

which is 3-dimensional.

(H1) (g, h) = (so(2, 2n), u(1, n)). The Satake diagrams of g and h are

g :
α1
◦

α2
◦

α3
•

αn−1

•

αn•

αn+1,•

h :
β1
◦

β2
•

βn−1

•
βn
◦gg 77 .

We realize the root system of g as {±ei ± ej : 1 ≤ i < j ≤ n+ 1} with simple

roots αi = ei − ei+1, i = 1, . . . , n and αn+1 = en + en+1. Choose the simple roots

βi = αi (i = 1, . . . , n) for su(1, n) ⊆ h; then ζn+1 := ϖn+1 = 1
2 (e1 + · · · + en+1)

defines a non-trivial character of u(1) ⊆ h.
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First consider the fundamental weight ϖ2 = e1 + e2; then the Weyl group

orbit of ϖ2 is equal to the set of roots {±ei ± ej : 1 ≤ i < j ≤ n+ 1}. Hence, the

weights e1 + e2, −en − en+1 and e1 − en+1 of F g(ϖ2) are highest weights for h

so that the representations F h(e1 + e2), F
h(−en − en+1) and F h(e1 − en+1) are

contained in F g(ϖ2)|h. Note that e1 − en+1 = ζ1 + ζn. Using the Weyl dimension

formula we find

dimF g(ϖ2) = dimF h(e1 + e2) + dimF h(−en − en+1) + dimF h(e1 − en+1) + 1.

Using the Kostant branching formula, it is further easy to see that the remain-

ing 1-dimensional representation in F g(ϖ2)|h is the trivial representation so that

(2ϖ2, 2(ζ1 + ζn)), (2ϖ2, 0) ∈ Λ(g, h).

Next consider the highest weight 2ϖ1 = 2e1 of g. Then similar considerations

to above show that F g(2ϖ1)|h contains F h(ζ1 + ζn) so that (4ϖ1, 2(ζ1 + ζn)) ∈
Λ(g, h).

Together, the three pairs (4ϖ1, 2(ζ1+ζn)), (2ϖ2, 2(ζ1+ζn)), (2ϖ2, 0) ∈ Λ(g, h)

span a∨G × a∨H , which is 3-dimensional.

(H2) (g, h) = (su∗(2n + 2), su∗(2n) + R + su(2)). The Satake diagrams of

g and h are

g :
α1
•

α2
◦

α3
•

α2n
◦

α2n+1

• ,

su∗(2n) :
β1
•

β2
◦

β3
•

β2n−2

◦
β2n−1

• .

We realize the root system of g as {±(ei − ej) : 1 ≤ i < j ≤ 2n + 2} in the

vector space V = {x ∈ R2n+2 : x1+ · · ·+x2n+2 = 0}. To simplify notation, denote

by π(x) the orthogonal projection of x ∈ R2n+2 to V . We choose the simple roots

αi = ei − ei+1 for g and the simple roots βi = αi (i = 1, . . . , 2n − 1) for su∗(2n).

Then ζ2n := ϖ2n describes a character of R ⊆ h and α2n+1 is the non-trivial

root for su(2) ⊆ h. Let ζ2n+1 := 1
2α2n+1 denote the fundamental weight for su(2).

Then a general irreducible representation of h takes the form F su∗(2n)(ℓ1ζ1+ · · ·+
ℓ2n−1ζ2n−1)⊠ FR(ℓ2nζ2n)⊠ F su(2)(ℓ2n+1ζ2n+1) with ℓ1, . . . , ℓ2n−1, ℓ2n+1 ∈ N and

ℓ2n ∈ C.
Consider the fundamental weight ϖi = π(e1 + · · · + ei) =

2n−i+2
2n+2 (e1 + · · · +

ei)− i
2n+2 (ei+1+ · · ·+e2n+2) of g. In the Weyl group orbit of ϖi the three weights

π(e1 + · · ·+ ei), π(e1 + · · ·+ ei−1 + e2n+1) and π(e1 + · · ·+ ei−2 + e2n+1 + e2n+2)

are highest weights for h. Moreover,

ϖk = ζk + k
2nζ2n (1 ≤ k ≤ 2n− 1), ϖ2n = ζ2n
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and

π(e1 + · · ·+ ei−1 + e2n+1) = ζi−1 − n−i+1
2n ζ2n + ζ2n+1,

π(e1 + · · ·+ ei−2 + e2n+1 + e2n+2) = ζi−2 − 2n−i+2
2n ζ2n,

so that the representations

F su∗(2n)(ζi)⊠ FR( k
2nζ2n)⊠ F su(2)(0),

F su∗(2n)(ζi−1)⊠ FR(−n−i+1
2n ζ2n)⊠ F su(2)(ζ2n+1),

F su∗(2n)(ζi−2)⊠ FR(− 2n−i+2
2n ζ2n)⊠ F su(2)(0)

are contained in F g(ϖi)|h. Using the Weyl dimension formula we find

F g(ϖi)|h ≃
(
F su∗(2n)(ζi)⊠ FR( k

2nζ2n)⊠ F su(2)(0)
)

⊕
(
F su∗(2n)(ζi−1)⊠ FR(−n−i+1

2n ζ2n)⊠ F su(2)(ζ2n+1)
)

⊕
(
F su∗(2n)(ζi−2)⊠ FR(− 2n−i+2

2n ζ2n)⊠ F su(2)(0)
)
.

This implies that

(2ϖ2, 2ζ2 +
2
nζ2n), (2ϖ2,−2ζ2n)

(2ϖ2i, 2ζ2i +
2i
n ζ2n), (2ϖ2i, 2ζ2i−2 − 2(n−i+1)

n ζ2n) (2 ≤ i ≤ n− 1),

(2ϖ2n, 2ζ2n), (2ϖ2n, 2ζ2n−2 − 2
nζ2n)

are contained in Λ(g, h), and since a∨G × a∨H is 2n-dimensional, they form a basis.

(H3) (g, h) = (so∗(2n+2), so∗(2n)+ so(2)). The Satake diagrams of g and

h are, for odd n,

g :
α1
•

α2
◦

α3
•

αn−1

◦

αn•

αn+1,◦

h :
β1
•

β2
◦

β3
•

βn−2

•

βn−1◦

βn,◦

VV

��
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and for even n,

α1
•

α2
◦

α3
•

αn−1

•

αn◦

αn+1,◦

VV

��

β1
•

β2
◦

β3
•

βn−2

◦

βn−1•

βn.◦

We realize the root system of g as {±ei ± ej : 1 ≤ i < j ≤ n + 1} with

simple roots αi = ei − ei+1 (1 ≤ i ≤ n) and αn+1 = en + en+1. Then we may

choose the simple roots for h as βi = αi+1 (1 ≤ i ≤ n). The fundamental weight

ζn+1 = ϖ1 = e1 is trivial on so∗(2n) ⊆ h and hence defines a non-trivial character

of so(2) ⊆ h.

Consider the fundamental weight ϖi = e1 + · · · + ei, i = 1, . . . , n − 1. By

branching in stages, first from gC = so(2n + 2,C) to so(2n + 1,C), then from

so(2n+ 1,C) to so(2n,C) = so∗(2n)C, it follows that

F g(ϖi)|so∗(2n) ≃ F so∗(2n)(ζi)⊕ F so∗(2n)(ζi−1)
⊕2 ⊕ F so∗(2n)(ζi−2).

To find the action of the so(2)-factor we consider the weights of F g(ϖi) which are

given by

{±ek1 ± · · · ± ekm : 1 ≤ k1 < · · · < km ≤ 2n+ 2, i−m ∈ 2N} ∪ {0}.

Among these, clearly e2 + · · ·+ ei+1 = ζi, ±e1 + e2 + · · ·+ ei = ±ζn+1 + ζi−1 and

e2 + · · ·+ ei−1 = ζi−2 are highest weights for h and hence

F g(ϖi)|h ≃
(
F so∗(2n)(ζi)⊠ F so(2)(0)

)
⊕
(
F so∗(2n)(ζi−1)⊠ F so(2)(ζn+1)

)
⊕
(
F so∗(2n)(ζi−1)⊠ F so(2)(−ζn+1)

)
⊕
(
F so∗(2n)(ζi−2)⊠ F so(2)(0)

)
.

Similarly, for the highest weight ϖn +ϖn+1 = e1 + · · ·+ en one obtains

F g(ϖn +ϖn+1)|h ≃
(
F so∗(2n)(2ζn−1)⊠ F so(2)(0)

)
⊕
(
F so∗(2n)(2ζn)⊠ F so(2)(0)

)
⊕
(
F so∗(2n)(ζn−1 + ζn)⊠

(
F so(2)(ζn+1)⊕ F so(2)(−ζn+1)

))
⊕
(
F so∗(2n)(ζn−2)⊠ F so(2)(0)

)
,
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and for the highest weight 2ϖn+1 = e1 + · · ·+ en+1, accordingly,

F g(2ϖn+1)|h ≃
(
F so∗(2n)(2ζn)⊠ F so(2)(ζn+1)

)
⊕
(
F so∗(2n)(2ζn−1)⊠ F so(2)(−ζn+1)

)
⊕
(
F so∗(2n)(ζn−1 + ζn)⊠ F so(2)(0)

)
.

Now, if n = 2s− 1 is odd, then

(2ϖ2i, 2ζ2i), (2ϖ2i, 2ζ2i−2) (1 ≤ i ≤ s− 1) and (4ϖ2s, 2(ζ2s−2 + ζ2s−1))

are contained in Λ(g, h) and span a∨G×a∨H , which is of dimension s+(s−1) = 2s−1.

If n = 2s is even, then

(2ϖ2i, 2ζ2i), (2ϖ2i, 2ζ2i−2) (1 ≤ i ≤ s− 1),

and (2(ϖ2s +ϖ2s+1), 4ζ2s), (2(ϖ2s +ϖ2s+1), 2ζ2s−2)

are contained in Λ(g, h) and span a∨G × a∨H , which is of dimension s+ s = 2s.

(H4) (g, h) = (sp(p, q + 1), sp(p, q) + sp(1)). Let s = min(p, q + 1) and

t = min(p, q); then the Satake diagrams of g and sp(p, q) are

g :
α1
•

α2
◦

α3
•

α2s
◦

α2s+1

•
αp+q

•
αp+q+1

•ks ,

sp(p, q) :
β1
•

β2
◦

β3
•

β2t
◦

β2t+1

•
βp+q−1

•
βp+q

•ks .

We realize the root system of g as {±ei±ej : 1 ≤ i < j ≤ p+q+1}∪{±2ei : 1 ≤
i ≤ p + q + 1} and choose αi = ei − ei+1 (1 ≤ i ≤ p + q) and αp+q+1 = 2ep+q+1

as simple roots. We further choose βi = αi (1 ≤ i ≤ p+ q − 1) and βp+q = 2ep+q

as simple roots for sp(p, q) ⊆ h; then βp+q+1 = αp+q+1 is a simple root for sp(1)

and ζp+q+1 = ϖp+q+1 = ep+q+1 the corresponding fundamental weight. A general

irreducible representation of h takes the form F sp(p,q)(ℓ1ζ1 + · · · + ℓp+qζp+q) ⊠
F sp(1)(ℓp+q+1ζp+q+1) with ℓ1, . . . , ℓp+q+1 ∈ N.

We consider the fundamental weight ϖi = e1+· · ·+ei. Then by [45, Thm. 3.3]

we have

F g(ϖi)|h ≃
(
F sp(p,q)(ζi)⊠ F sp(1)(0)

)
⊕
(
F sp(p,q)(ζi−1)⊠ F sp(1)(ζp+q+1)

)
⊕
(
F sp(p,q)(ζi−2)⊠ F sp(1)(0)

)
for i = 1, . . . , p+ q, and

F g(ϖp+q+1)|h ≃
(
F sp(p,q)(ζp+q)⊠ F sp(1)(ζp+q+1)

)
⊕
(
F sp(p,q)(ζp+q−1)⊠ F sp(1)(0)

)
.
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Hence, the following pairs in Λ(g, h) span a∨G × a∨H :

� (p ≤ q) Then s = t = p, so that (2ϖ2i, 2ζ2i), (2ϖ2i, 2ζ2i−2) (1 ≤ i ≤ p) are

contained in Λ(g, h) and span a∨G × a∨H .

� (p ≥ q + 1) Then s = q + 1 and t = q, so that (2ϖ2i, 2ζ2i), (2ϖ2i, 2ζ2i−2)

(1 ≤ i ≤ q) and (2ϖ2q+2, 2ζ2q) are contained in Λ(g, h) and span a∨G × a∨H .

(H5) (g, h) = (e6(−26), so(9, 1)+R). The Satake diagrams of g and so(9, 1) ⊆ h

are

g :

α1

◦
α3

•
α4

•
α5

•
α6,
◦

α2
•

so(9, 1) :
β1
◦

β2
•

β3
•

β4•

β5,•

We choose the simple roots for g such that α1 = β1, α2 = β4, α3 = β2,

α4 = β3, α5 = β5; then ζ6 := ϖ6 defines a non-trivial character of R ⊆ h. A general

irreducible representation of h is of the form F so(9,1)(ℓ1ζ1 + · · ·+ ℓ5ζ5)⊠FR(ℓ6ζ6)

for ℓ1, . . . , ℓ5 ∈ N and ℓ6 ∈ C.
By writing ϖi as a linear combination of the simple roots αj (see e.g. [14,

App. C.2]) and writing ζi as a linear combination of the simple roots βj , we find

that
ζ1 = ϖ1 − 1

2ϖ6, ζ2 = ϖ3 −ϖ6, ζ3 = ϖ4 − 3
2ϖ6,

ζ4 = ϖ2 − 3
4ϖ6, ζ5 = ϖ5 − 5

4ϖ6.

The spherical representations of g have highest weights 2k1ϖ1+2k2ϖ6, k1, k2 ∈ N,
and the spherical representations of h have highest weights 2ℓ1ζ1 + ℓ2ζ6, ℓ1 ∈ N
and ℓ2 ∈ C.

By [27] we have

F g(ϖ1)|so(9,1) ≃ F so(9,1)(ζ1)⊕ F so(9,1)(ζ4)⊕ F so(9,1)(0).

To determine the action of the center of h on each summand we employ the weight

space decomposition (using e.g. LiE) and find that the weights of F g(ϖ1) which

are highest weights for so(9, 1) are

ϖ1 = ζ1 +
1
2ζ6, ϖ2 −ϖ6 = ζ4 − 1

4ζ6 and −ϖ6 = −ζ6,
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so that

F g(ϖ1)|h ≃
(
F so(9,1)(ζ1)⊠ FR( 12ζ6)

)
⊕
(
F so(9,1)(ζ4)⊠ FR(− 1

4ζ6)
)

⊕
(
F so(9,1)(0)⊠ FR(−ζ6)

)
.

Taking contragredient representations further gives

F g(ϖ6)|h ≃
(
F so(9,1)(ζ1)⊠ FR(− 1

2ζ6)
)
⊕
(
F so(9,1)(ζ5)⊠ FR( 14ζ6)

)
⊕
(
F so(9,1)(0)⊠ FR(ζ6)

)
.

Hence,

(2ϖ1, 2ζ1 + ζ6), (2ϖ6, 2ζ1 − ζ6), (2ϖ1,−2ζ6), (2ϖ6, 2ζ6) ∈ Λ(g, h)

and they clearly generate a∨G × a∨H , which is of dimension 4.

§3. Lower multiplicity bounds – Construction of

symmetry breaking operators

We use the results of Sections 1 and 2 to construct for every strongly spherical

reductive pair (G,H) intertwining operators between spherical principal series

representations ofG andH in terms of their distribution kernels (see Theorem 3.3).

§3.1. Principal series representations and

symmetry breaking operators

For (ξ, Vξ) ∈ M̂G and λ ∈ a∨G,C we define the principal series representation

πξ,λ = IndGPG
(ξ ⊗ eλ ⊗ 1),

realized as the left-regular representation on the space C∞(G/P,Vξ,λ) of smooth

sections of the vector bundle Vξ,λ = G×PG
Vξ,λ → G/PG associated to the repre-

sentation Vξ,λ = ξ ⊗ eλ+ρnG ⊗ 1. Here, ρnG
= 1

2 tr adnG
∈ a∨G, the half sum of all

positive roots. Denote by V∗
ξ,λ = Vξ∨,−λ the dual bundle of Vξ,λ.

Similarly, we define for (η,Wη) ∈ M̂H and ν ∈ a∨H,C principal series represen-

tations of H by

τη,ν = IndHPH
(η ⊗ eν ⊗ 1)

and write Wη,ν = η ⊗ eν+ρnH ⊗ 1.

Consider the space

HomH(πξ,λ|H , τη,ν)
of intertwining operators between principal series of G and H, also referred to as

symmetry breaking operators by Kobayashi [19]. By the Schwartz kernel theorem,

symmetry breaking operators can be studied in terms of their distribution kernels.
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Proposition 3.1 ([23, Prop. 3.2]). The natural map

HomH(πξ,λ|H , τη,ν) → (D′(G/PG,V∗
ξ,λ)⊗Wη,ν)

PH , A 7→ KA,

which is characterized by Aφ(h) = ⟨KA, φ(h ·)⟩, is an isomorphism.

As in [23] we use generalized functions rather than distributions, so that

D′(G/PG,V∗
ξ,λ) can be identified with the dual space of C∞

c (G/PG,Vξ,λ) and

L1(G/PG,V∗
ξ,λ) ↪→ D′(G/PG,V∗

ξ,λ).

To be able to apply the theory of Bernstein–Sato identities, we first trans-

late line-bundle-valued distributions on G/PG to scalar-valued distributions on G.

Consider the surjective linear map

♭ : C∞
c (G)⊗ Vξ → C∞(G/PG,Vξ,λ), ♭φ(g) =

∫
PG

(ξ ⊗ eλ+ρnG ⊗ 1)(p)φ(gp) dp,

where dp denotes a left-invariant measure on PG. Its transpose

♭⊤ : D′(G/PG,V∗
ξ,λ) → D′(G)⊗ V ∨

ξ

is injective and embeds (D′(G/PG,V∗
ξ,λ)⊗Wη,ν)

PH into

D′(G)(ξ,λ),(η,ν)

=
{
u ∈ D′(G)⊗HomC(Vξ,Wη) :

u(pHgpG) = (η ⊗ eν+ρnH ⊗ 1)(pH) ◦ u(g) ◦ (ξ ⊗ eλ−ρnG ⊗ 1)(pG)
}
.

We show that this map is actually an isomorphism:

Lemma 3.2. The natural map

(D′(G/PG,V∗
ξ,λ)⊗Wη,ν)

PH → D′(G)(ξ,λ),(η,ν)

is an isomorphism.

Proof. It suffices to show that the map is surjective, so let u ∈ D′(G)(ξ,λ),(η,ν).

Write g = kan ∈ KAGNG = G for some maximal compact subgroup K ⊆ G by

the Iwasawa decomposition; then the distribution a−(λ−ρG)u(g) is right AGNG-

invariant and therefore of the form v ⊗ 1 ⊗ 1 according to the decomposition

G ≃ K×AG×NG with v ∈ D′(K)⊗HomC(Vξ,Wη) = (D′(K)⊗V ∨
ξ )⊗Wη. Define

w ∈ D′(G/PG,V∗
ξ,λ)⊗Wη,ν by

⟨w,φ⟩ = ⟨v, φ|K⟩ ∀φ ∈ C∞(G/PG,Vξ,λ);

then it is easy to show that w is PH -invariant and maps to u via the map ♭⊤.
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Now let us first consider the case where both ξ ∈ M̂G and η ∈ M̂H are the

trivial representation. We use the notation

πλ = π1,λ, τν = τ1,ν and D′(G)λ,ν = D′(G)(1,λ),(1,ν).

For the statement of the main result of this section we denote by a∨G,+ and a∨H,+

the positive Weyl chambers corresponding to Σ+(g, aG) and Σ+(h, aH).

Theorem 3.3. Assume that (G,H) is a strongly spherical reductive pair such that

(g, h) is non-trivial and indecomposable. Then for every open double coset Ω =

PHgPG ∈ PH\G/PG there exists a family of distributions Kλ,ν ∈ D′(G), unique

up to scalar multiples and depending holomorphically on (λ, ν) ∈ a∨G,C×a∨H,C, such

that

(1) Kλ,ν ∈ D′(G)λ,ν and suppKλ,ν ⊆ Ω for all (λ, ν) ∈ a∨G,C × a∨H,C,

(2) Kλ,ν ∈ L1
loc(G) and suppKλ,ν = Ω for Re(λ−ρnG

) ∈ a∨G,+ and Re(ν+ρnH
) ∈

−a∨H,+.

By holomorphic dependence on the parameters (λ, ν) we mean that for every

φ ∈ C∞(G) the map (λ, ν) 7→ ⟨Kλ,ν , φ⟩ is a holomorphic function on a∨G,C × a∨H,C.

The proof of Theorem 3.3 is carried out in Section 3.3.

§3.2. Lower bounds for multiplicities

Before we come to the proof, let us observe that Theorem 3.3 implies lower bounds

for multiplicities of intertwining operators. For this denote by (PH\G/PG)open ⊆
PH\G/PG the collection of open double cosets and by #(PH\G/PG)open its car-

dinality (which is finite by Proposition 1.2).

Corollary 3.4. Assume that (G,H) is a strongly spherical reductive pair such

that (g, h) is non-trivial and indecomposable. Then for all (λ, ν) ∈ a∨G,C × a∨H,C we

have

dimHomH(πλ|H , τν) ≥ #(PH\G/PG)open.

Proof. We choose representatives x1, . . . , xn ∈ G for the open double cosets in

PH\G/PG. By Theorem 3.3 there exist holomorphic families of distributions Ki
λ,ν ,

1 ≤ i ≤ n, such that suppKi
λ,ν = PHxiPG for Re(λ − ρnG

) ∈ a∨G,+ and Re(ν +

ρnH
) ∈ −a∨H,+. Let λ+ ∈ a∨G,+ and ν+ ∈ a∨H,+; then for fixed (λ0, ν0) ∈ a∨G,C×a∨H,C

we have Re(λ0 + zλ+) ∈ a∨G,+ and Re(ν0 − zν+) ∈ −a∨H,+ for z ∈ C, Re(z) ≫ 0.

This implies that the holomorphic functions

fi : C → D′(G), fi(z) = Ki
λ0+zλ+,ν0−zν+
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satisfy supp fi(z) = PHxiPG whenever Re(z) ≫ 0. Hence, f1(z), . . . , fn(z) are

generically linearly independent and the claim follows from the next lemma com-

bined with Proposition 3.1 and Lemma 3.2.

Lemma 3.5. Let f1, . . . , fn : C → V be holomorphic functions with values in a

complete locally convex topological vector space V . If f1(z), . . . , fn(z) are generi-

cally linearly independent, then there exists A = (aij) ∈ GL(n,C) and m1, . . . ,mn

≥ 0 such that the functions

gi(z) =

n∑
j=1

aijz
−mifi(z)

are holomorphic in z = 0 and g1(0), . . . , gn(0) are linearly independent.

Proof. Rearrange f1, . . . , fn such that f1(0), . . . , fp(0) are linearly independent

and the remaining fp+1(0), . . . , fn(0) are linear combinations of f1(0), . . . , fp(0).

We now show that fp+1(z) can be replaced by a renormalized linear combination of

f1(z), . . . , fp+1(z) such that f1(0), . . . , fp+1(0) are linearly independent. Applying

this argument recursively to fp+1, . . . , fn shows the statement.

So assume that

fp+1(0) =

p∑
i=1

λ0i fi(0).

We form the new function f1p+1(z) = fp+1(z) −
∑p

i=1 λ
0
i fi(z); then f1p+1(0) = 0

and renormalizing,

f̃1p+1(z) =
f1p+1(z)

z

gives a holomorphic function f̃1p+1(z) such that f1(z), . . . , fp(z), f̃
1
p+1(z) are still

generically linearly independent. If now f1(0), . . . , fp(0), f̃
1
p+1(0) are linearly inde-

pendent, we are done; otherwise we have

f̃1p+1(0) =

p∑
i=1

λ1i fi(0).

As before, we form f2p+1(z) = f̃1p+1(z) −
∑p

i=1 λ
1
i fi(z); then f2p+1(0) = 0 and

renormalizing,

f̃2p+1(z) =
f2p+1(z)

z

gives a holomorphic function f̃2p+1(z) such that f1(z), . . . , fp(z), f̃
2
p+1(z) are still

generically linearly independent. We repeat this procedure as long as possible. If

the procedure does not terminate, we obtain λ0i , λ
1
i , λ

2
i , . . . ∈ C, 1 ≤ i ≤ p, and
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holomorphic functions f̃kp+1(z) with

zf̃k+1
p+1 (z) = f̃kp+1(z)−

p∑
i=1

λki fi(z),

where we put f̃0p+1 = fp+1. Form the holomorphic functions (the convergence of

the sums follows by applying continuous linear functionals to the above identities)

λi : C → C, λi(z) =

∞∑
k=0

λki z
k;

then
p∑

i=1

λi(z)fi(z) =

∞∑
k=0

p∑
i=1

λki fi(z)z
k =

∞∑
k=0

(f̃kp+1(z)− zf̃k+1
p+1 (z))z

k

= f̃0p+1(z) = fp+1(z)

for all z ∈ C. But this implies that f1(z), . . . , fp(z), fp+1(z) are linearly dependent

for all z ∈ C, contradicting the assumption. Hence, the procedure has to terminate

at some stage, which implies that f1(0), . . . , fp(0), f̃
k
p+1(0) are linearly independent

for some k, proving our claim.

§3.3. Bernstein–Sato identities and meromorphic extension

Write

r = rankR(G) + rankR(H) = dim aG + dim aH .

By Proposition 2.5 and Theorem 2.6 there exists a basis {(λj , νj)}j=1,...,r ⊆
Λ+(g, a)×Λ+(h, aH) of a∨G × a∨H and non-zero real-analytic functions Fj : G→ R,
Fj ≥ 0, such that

(3.1) Fj(m
′a′n′gman) = aλj (a′)−ν∨

j Fj(g)

for g ∈ G, man ∈ PG and m′a′n′ ∈ PH .

Now, for (s1, . . . , sr) ∈ Cr with Re(s1), . . . ,Re(sr) ≥ 0 we define

Ks1,...,sr (g) = F1(g)
s1 · · ·Fr(g)

sm , g ∈ G.

Let Ω ∈ PH\G/PG be an open double coset and write χΩ : G → {0, 1} for its

characteristic function. Then it remains to show that χΩKs1,...,sr defines a family

of distributions on G which extends meromorphically in (s1, . . . , sr) ∈ Cr. For this

we use Bernstein–Sato identities.

By [38, 39] there exists a differential operator Ds1,...,sr on G depending poly-

nomially on (s1, . . . , sr) ∈ Cr such that

(3.2) Ds1,...,srKs1,...,sr = b(s1, . . . , sr)Ks1−1,...,sr−1, Re(s1), . . . ,Re(sr) ≫ 0,
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where

b(s1, . . . , sr) = c ·
m∏
i=1

(ai,1s1 + · · ·+ ai,rsr + bi)

with (ai,1, . . . , ai,r) ∈ Cr\{0}, bi ∈ C and c ̸= 0. This identity immediately shows

the meromorphic extension of the family Ks1,...,sr ∈ D′(G). However, if we want to

meromorphically extend χΩKs1,...,sr , we have to control Ks1,...,sr at the boundary

∂Ω of Ω.

Lemma 3.6. For every double coset ω ⊆ ∂Ω there exists 1 ≤ j ≤ r such that

Fj |ω = 0.

Proof. Let g ∈ ω; then by the equivariance property (3.1) it suffices to show that

Fj(g) = 0 for some 1 ≤ j ≤ r. Since ω ⊆ ∂Ω, the double coset PHgPG is not open.

Using Theorem 1.3 we find an element Z = ZM + ZA + ZN ∈ pH with ZA ̸= 0

such that X = Ad(g−1)Z = XM +XA +XN ∈ pG. This implies

e−t(s1ν
∨
1 +···+srν

∨
r )(ZA)Ks1,...,sr (g) = Ks1,...,sr (e

tZg) = Ks1,...,sr (ge
tX)

= et(s1λ1+···+srλr)(XA)Ks1,...,sr (g)

for all t ∈ R. Now assume that Fj(g) ̸= 0 for all 1 ≤ j ≤ r; then Ks1,...,sr (g) ̸= 0

for all (s1, . . . , sr) ∈ Cr with Re(s1), . . . ,Re(sr) ≥ 0. Hence

(s1λ1 + · · ·+ srλr)(XA) = −(s1ν
∨
1 + · · ·+ srν

∨
r )(ZA),

or equivalently,

s1(λ1(XA) + ν∨1 (ZA)) + · · ·+ sr(λr(XA) + ν∨r (ZA)) = 0

for (s1, . . . , sr) ∈ Cr with Re(s1), . . . ,Re(sr) ≥ 0. This implies λj(XA)+ν
∨
j (ZA) =

0 for all 1 ≤ j ≤ r. But since the pairs (λj , νj) form a basis of a∨G × a∨H , the pairs

(λj , ν
∨
j ) also form a basis and hence ZA = 0 which gives a contradiction.

By the previous lemma we have Ks1,...,sr (g) = 0 whenever g ∈ ∂Ω and

Re(s1), . . . ,Re(sr) > 0. This implies a regularity statement for the functions

χΩKs1,...,sr :

Lemma 3.7. Let M be a smooth manifold, Ω ⊆ M open and φ ∈ C∞(M) with

φ ≥ 0, φ|∂Ω = 0. Then χΩφ
s ∈ Ck(R) whenever Re s > k.

The proof is an easy calculus exercise. We can now proceed to prove Theo-

rem 3.3.

Proof of Theorem 3.3. Let Ω ∈ PH\G/PG be an open double coset. Lemma 3.6

shows that Ks1,...,sr |∂Ω = 0 for Re(s1), . . . ,Re(sr) > 0. By Lemma 3.7 this implies



Symmetry Breaking Operators for Strongly Spherical Reductive Pairs 307

that χΩKs1,...,sr ∈ Ck(G) for Re(s1), . . . ,Re(sr) > k. Since the Bernstein–Sato op-

erator Ds1,...,sr is of finite order, say k ≥ 0, this implies that Ds1,...,sr [χΩKs1,...,sr ]

is a continuous function for Re(s1), . . . ,Re(sr) > k. Replacing Ks1,...,sr in the

Bernstein–Sato identity (3.2) by χΩKs1,...,sr yields

(3.3) Ds1,...,sr [χΩKs1,...,sr ] = b(s1, . . . , sr)χΩKs1−1,...,sr−1,

which holds on Ω by (3.2), and trivially also on K\Ω since both sides vanish. As

observed above, for Re(s1), . . . ,Re(sr) > k both sides are continuous functions,

and hence (3.3) holds everywhere. This shows the meromorphic continuation of

χΩKs1,...,sr ∈ D′(G) to (s1, . . . , sr) ∈ Cr, or more precisely the holomorphic con-

tinuation of
m∏
i=1

Γ(ai,1s1 + · · ·+ ai,rsr + bi) · χΩKs1,...,sr .

Finally, the change of variables

Cr → a∨G,C × a∨H,C,

(s1, . . . , sr) 7→ (λ, ν) = s1(λ1,−ν∨1 ) + · · ·+ sr(λr,−ν∨r ) + (ρnG
,−ρnH

)

constructs the desired family Kλ,ν . The equivariance property extends by analytic

continuation.

§4. Upper multiplicity bounds – Invariant distributions

We establish upper bounds for the multiplicities dimHomH(πξ,λ|H , τη,ν) using

Bruhat’s theory of invariant distributions. In particular, we obtain that for ξ and

η the trivial representations, the intertwining operators constructed in Section 3

form a basis of HomH(πλ|H , τν) for generic (λ, ν) ∈ a∨G,C × a∨H,C.

§4.1. Upper bounds for multiplicities

Let M ⊆ MG ∩MH denote the stabilizer of a generic element X ∈ n−σ. More

precisely,

M = (MG ∩MH)X =
{
g ∈MG ∩MH : Ad(g)X = X

}
,

where X ∈ n−σ with X =
∑

β∈∆(n−σ)Xβ , Xβ ∈ g−σ(aH ;β)\{0}. Since for every

β ∈ ∆(n−σ), the group MG ∩ MH acts either transitively on the unit sphere

Sβ ⊆ g−σ(aH ;β) or with possibly two orbits if dim g−σ(aH ;β) = 1, it follows

that for generic X,Y ∈ n−σ the stabilizers (MG ∩MH)X and (MG ∩MH)Y are

conjugate in MG ∩MH .
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The main statement of this section is the following theorem:

Theorem 4.1. Assume that (G,H) is a strongly spherical reductive pair such that

(g, h) is non-trivial and indecomposable. Then for (λ, ν) ∈ a∨G,C × a∨H,C satisfying

the generic condition

w(Reλ− ρnG
)|aH

− (Re ν − ρnH
)

/∈ −w(N- spanΣ+(g, aG))|aH
∀w ∈W (aG),(4.1)

we have

dimHomH(πξ,λ|H , τη,ν) ≤ #(PH\G/PG)open · dimHomM (ξw̃0 |M , η|M ).

In particular, for ξ and η the trivial representations, we have generically

dimHomH(πλ|H , τν) ≤ #(PH\G/PG)open.

Here, ξg denotes the representation of gMGg
−1 given by ξg(m) = ξ(g−1mg).

Remark 4.2. If mG ∩ mH = {0} then condition (4.1) in Theorem 4.1 can be

replaced by the weaker condition

(4.2) w(λ− ρnG
)|aH

− (ν − ρnH
) /∈ −w(N- spanΣ+(g, aG))|aH

∀w ∈W (aG).

This follows from the proof in Section 4.2.2.

Remark 4.3. From [22, Cor. 2.7 and Lem. 5.2] one can deduce the following

estimate:

dimHomH(πλ|H , τν) = dimHomG×H

(
πλ ⊗ τ−ν , C

∞((G×H)/ diag(H))
)

≤ dimHom(g⊕h,KG×KH)

(
πλ ⊗ τ−ν , C

∞((G×H)/diag(H))
)

≤ #W (aG ⊕ aH)

for λ ∈ a∨G,C and −ν ∈ a∨H,C satisfying a certain regularity and a positivity condi-

tion. Note that Theorem 4.1 only requires a regularity condition and no positivity

condition. Here,W (aG⊕aH) ≃W (aG)×W (aH) denotes the Weyl group of the pair

(g⊕ h, aG ⊕ aH) and by [22, Cor. E] we have #W (aG ⊕ aH) ≥ #(PH\G/PG)open.

Note that this inequality is not sharp. For instance, for the multiplicity one pairs

in Fact II we have #(PH\G/PG)open = 1 (see Lemma 6.3), while the order of

the Weyl group W (aG ⊕ aH) goes to infinity as the rank increases. Therefore, the

estimate in Theorem 4.1 is sharper than the one derived from [22] and holds for

an open dense subset of parameters (λ, ν) ∈ a∨G,C× a∨H,C, whereas [22] requires the

parameters to be contained in some Weyl chamber.
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Before we prove the theorem, note that combined with Corollary 3.4 it implies

the following formula for the generic multiplicities:

Corollary 4.4. Assume that (G,H) is a strongly spherical reductive pair such that

(g, h) is non-trivial and indecomposable. Then for (λ, ν) ∈ a∨G,C × a∨H,C satisfying

the generic condition (4.1) we have

dimHomH(πλ|H , τν) = #(PH\G/PG)open.

The rest of this section is devoted to the proof of Theorem 4.1.

§4.2. Invariant distributions

Recall from Proposition 3.1 and Lemma 3.2 that

dimHomH(πξ,λ|H , τη,ν) = dimD′(G)(ξ,λ),(η,ν).

Upper bounds for spaces of invariant distributions such as D′(G)(ξ,λ),(η,ν) are pro-

vided by Bruhat’s theory of invariant distributions (see e.g. [46, Chap. 5.2] for a

detailed account; see also [29, Sect. 3.4] for an application in a similar setting).

This method applies to our situation since the group PH ×PG that acts on G has

only finitely many orbits. In this case, Bruhat’s theory implies the following upper

bound:

dimD′(G)(ξ,λ),(η,ν)

≤
∑

PHgPG

∈PH\G/PG

∞∑
m=0

dimHomPH∩gPGg−1

(
(ξ ⊗ eλ−ρnG ⊗ 1)g,

(η ⊗ eν+ρnH ⊗ 1)⊗
δPH

δgPGg−1

δPH∩gPGg−1

⊗ Sm(V (g))
)
,

where for a Lie group S we denote by δS(x) = |detAd(x−1)|, x ∈ S, its mod-

ular function, and V (g) = g/(Ad(g)pG + pH). Clearly δPG
(man) = a−2ρnG and

δPH
(man) = a−2ρnH . We estimate the contributions from open and non-open or-

bits separately.

4.2.1. Open orbits. If PHgPG is an open orbit, we may choose g = eXw̃0 with

X ∈ n−σ generic. Then PH ∩ gPGg
−1 = M and (ξ ⊗ eλ−ρnG ⊗ 1)g|M = ξw̃0 |M .

Further, since M is compact, δPH
= δgPGg−1 = δPH∩gPGg−1 = 1 on M . Finally,

Sm(V (g)) = {0} for m > 0, because V (g) = {0} in this case, and S0(V (g)) = C is
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the trivial representation. This implies that

∞∑
m=0

dimHomPH∩gPGg−1

(
(ξ ⊗ eλ−ρnG ⊗ 1)g,

(η ⊗ eν+ρnH ⊗ 1)⊗
δPH

δgPGg−1

δPH∩gPGg−1

⊗ Sm(V (g))
)

= dimHomM (ξw̃0 |M , η|M ).

4.2.2. Non-open orbits. In this case it is more convenient to work with(
(ξ ⊗ eλ−ρnG ⊗ 1)∨ ⊗ (η ⊗ eν+ρnH ⊗ 1)g

−1

⊗
δPG

δg−1PHg

δPG∩g−1PHg
⊗ Sm(W (g))

)PG∩g−1PHg

,(4.3)

where W (g) = g/(pG +Ad(g−1)pH). If PHgPG is a non-open orbit, then by The-

orem 1.3 the stabilizer PH ∩ gPGg
−1 of gPG in PH contains a one-parameter

subgroup exp(RZ), where Z = ZM + ZA + ZN ∈ (mG ∩ mH) + aH + nH with

ZA ̸= 0. Note that

X = Ad(g−1)Z = XM +XA +XN ∈ pG ∩Ad(g−1)pH

with XM = Ad(w̃−1)ZM ∈ mG and XA = Ad(w̃−1)ZA ∈ aG, XA ̸= 0. Then

(ξ ⊗ eλ−ρnG ⊗ 1)(etX) = et(λ−ρnG
)(XA) · ξ(etXM ),

(η ⊗ eν+ρnH ⊗ 1)g
−1

(etX) = et(ν+ρnH
)(ZA) · η(etZM ).

Further, δPG
(etX) = e−2tρnG

(XA) and δg−1PHg(e
tX) = e−2tρnH

(ZA).

Lemma 4.5. We have δPG∩g−1PHg(e
tX) = exp(−t

∑
α∈Σ+(g,aG) nαα(XA)) for

some integers 0 ≤ nα ≤ dim g(aG;α).

Proof. We compute δPG∩g−1PHg(e
X) for X = XM + XA + XN ∈ mG + aG + nG

using the formula

δPG∩g−1PHg(e
X) = exp(− tr ad(X)|pG∩Ad(g−1)pH

).

Choose a basis (Yα)α ∪ (Yβ)β ∪ (Yγ)γ of pG ∩Ad(g−1)pH with the following prop-

erties:

(1) Yα = Yα,M +Yα,A +Yα,N ∈ mG + aG + nG such that (Yα,M )α is an orthogonal

basis of the projection of pG ∩Ad(g−1)pH to mG.

(2) Yβ = Yβ,A + Yβ,N ∈ aG + nG such that (Yβ,A)β is linearly independent.

(3) Yγ = Yγ,N ∈ nG such that (Yγ,N )γ is a basis of nG ∩Ad(g−1)pH .
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Here, orthogonal bases are taken with respect to any mG-invariant inner product

on g. We now study the action of ad(X) on Yα, Yβ and Yγ . First,

ad(X)Yα = [XM , Yα,M ] + [XN , Yα,M + Yα,A] + [X,Yα,N ] ∈ [XM , Yα,M ] + nG.

Note that [XM , Yα,M ] ⊥ Yα,M since the inner product is mG-invariant. Hence, the

coefficient of Yα in the expression of ad(X)Yα as a linear combination of the basis

elements is zero. This implies that the contribution of the basis elements Yα to the

trace is trivial. Next we have

ad(X)Yβ = [XN , Yβ,A] + [X,Yβ,N ] ∈ nG

so that ad(X)Yβ is a linear combination of the basis elements Yγ . Therefore, also

the basis elements Yβ do not contribute to the trace and we have

tr ad(X)|pG∩Ad(g−1)pH
= tr ad(X)|nG∩Ad(g−1)pH

.

We now specify a basis (Yγ)γ of nG ∩ Ad(g−1)pH . For this we order the posi-

tive roots Σ+(g, aG) = {α1, . . . , αn} such that [nG, g(aG;αj)] ⊆
⊕n

i=j+1 g(aG;αi).

Then we can choose the basis {Yγ = Yj,k : 1 ≤ j ≤ n, 1 ≤ k ≤ nj} such that

� Yj,k =
∑n

i=j Y
i
j,k ∈

⊕n
i=j g(aG;αi) for all 1 ≤ j ≤ n, 1 ≤ k ≤ nj ,

� (Y j
j,k)k=1,...,nj are mutually orthogonal with respect to an mG-invariant inner

product on g(aG;αj).

We have

ad(X)Yj,k = [XM +XA, Yj,k] + [XN , Yj,k] ∈ [XM +XA, Y
j
j,k] +

n⊕
i=j+1

g(aG;αi).

Since [XM , Y
j
j,k] ⊥ Y j

j,k we obtain

ad(X)Yj,k ∈ αj(XA)Yj,k +
⊕
ℓ ̸=k

CYj,ℓ +
n⊕

i=j+1

g(aG;αi),

so that

tr ad(X)|nG∩Ad(g−1)pH
=

n∑
j=1

njαj(XA).

This shows the claim.

Lemma 4.6. Let P ∈ Sm(W (g)), P ̸= 0, with ad(X)P = λP for some λ ∈
C; then we have Reλ = −

∑
α∈Σ+(g,aG)mαα(XA) for some integers mα ≥ 0. If

additionally XM = 0 then λ = −
∑

α∈Σ+(g,aG)mαα(XA).
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Proof. First note that

W (g) = g/(pG +Ad(g)−1pH) ≃ nG/(nG ∩ (pG +Ad(g)−1pH)).

We order the positive roots Σ+(g, aG) = {α1, . . . , αn} such that [nG, g(aG;−αj)] ⊆⊕n
i=j+1 g(aG;−αi). Then we can choose a basis {Yj,k : 1 ≤ j ≤ n, 1 ≤ k ≤ nj} of

nG ∩ (pG +Ad(g)−1pH) such that

� Yj,k =
∑n

i=j Y
i
j,k ∈

⊕n
i=j g(aG;−αi) for all 1 ≤ j ≤ n, 1 ≤ k ≤ nj ,

� (Y j
j,k)k=1,...,nj ⊆ g(aG;−αj) are linearly independent for every 1 ≤ j ≤ n.

For every 1 ≤ j ≤ n we extend (Y j
j,k)k=1,...,nj

to a C-basis (Y j
j,k)k=1,...,nj

∪
(Zj,k)k=1,...,mj

of g(aG;−αj)C; then the equivalence classes Zj,k = Zj,k +

(nG ∩ (pG + Ad(g)−1pH)), 1 ≤ j ≤ n, 1 ≤ k ≤ mj form a basis of nG/(nG ∩
(pG + Ad(g)−1pH)). Since XM ∈ mG is contained in a maximal torus in mG, we

may assume that every Zj,k is an eigenvector of ad(XM ) with imaginary eigenvalue:

ad(XM )Zj,k =
√
−1λj,kZj,k. Further, by definition ad(XA)Zj,k = αj(XA)Zj,k, so

that

ad(X)Zj,k ∈ (αj(XA) +
√
−1λj,k)Zj,k +

n⊕
i=j+1

g(aG;−αi)C.

Now assume P ∈ Sm(W (g)), P ̸= 0, with ad(X)P = λP . Write P as a linear com-

bination of the basis elements Zj1,k1
· · ·Zjm,km

of Sm(W (g)); then there exist 1 ≤
j1 ≤ · · · ≤ jm ≤ n and 1 ≤ ki ≤ nji such that the coefficient of Zj1,k1 · · ·Zjm,km in

P is non-zero. Choose such (j1, k1), . . . , (jm, km) with the property that j1, . . . , jm
are minimal. Considering only the coefficient of Zj1,k1

· · ·Zjm,km
in ad(X)P = λP

we obtain

λ = αj1(XA) + · · ·+ αjm(XA) +
√
−1λj1,k1

+ · · ·
√
−1λjm,km

,

which implies the claim.

Now assume that ϕ ∈ V ∨
ξ ⊗Wη ⊗ Sm(W (g)), ϕ ̸= 0 is contained in the space

of invariants (4.3). Since XM resp. ZM is contained in a maximal torus in mG resp.

mH , there exist bases (vi)i of V
∨
ξ and (wj)j ofWη such that ξ∨(XM )vi =

√
−1aivi

and η(ZM )wj =
√
−1bjwj with ai, bj ∈ R. Write ϕ in terms of this basis as

ϕ =
∑
i,j

vi ⊗ wj ⊗ Pi,j
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with Pi,j ∈ Sm(W (g)); then X · ϕ = 0 implies, using Lemma 4.5,

ad(X)Pi,j = −
(
ai
√
−1− (λ− ρnG

)(XA) + bj
√
−1 + (ν + ρnH

)(wXA)

− 2ρnG
(XA)− 2ρnH

(wXA) +
∑

α∈Σ+(g,aG)

nαα(XA)

)
Pi,j .

At least one Pi,j is non-trivial and hence it follows from Lemma 4.6 that

w(λ− ρnG
)(ZA)− (ν − ρnH

)(ZA)

= −
∑

α∈Σ+(g,aG)

(
mα + (dim g(aG;α)− nα)

)︸ ︷︷ ︸
≥0

wα(ZA) + (ai + bj)
√
−1.

Hence, the space (4.3) of invariants must be trivial if (4.1) is satisfied. This com-

pletes the proof of Theorem 4.1.

§5. Application to Shintani functions

In [18] Kobayashi established a connection between symmetry breaking operators

and Shintani functions of a pair (G,H) of real reductive groups. Combining his

results with Corollary 3.4 we prove lower bounds for the dimension of the space

of Shintani functions (see Theorem 5.3).

§5.1. Shintani functions for real reductive groups

Let tG ⊆ mG and tH ⊆ mH be Cartan subalgebras of mG and mH ; then jG =

tG + aG ⊆ g and jH = tH + aH ⊆ h are maximally split Cartan subalgebras of

g and h. We identify j∨G,C ≃ t∨G,C ⊕ a∨G,C and j∨H,C ≃ t∨H,C ⊕ a∨H,C. Let us choose

positive systems Σ+(gC, jG,C) ⊆ Σ(gC, jG,C) and Σ+(hC, jH,C) ⊆ Σ(hC, jH,C) such

that the restriction of a positive root to aG resp. aH is either zero or contained

in Σ+(g, aG) resp. Σ+(h, aH). Write ρg resp. ρh for the half sum of all roots in

Σ+(gC, jG,C) resp. Σ+(hC, jH,C). Then ρg = ρmG
+ ρnG

with ρmG
= ρg|tG , and

similarly ρh = ρmH
+ ρnH

. Further, let W (jG,C) and W (jH,C) denote the Weyl

groups of Σ(gC, jG,C) and Σ(hC, jH,C).

The Harish-Chandra isomorphism provides a natural identification

j∨G,C/W (jG,C)
∼−→ HomC−alg(Z(gC),C), Λ 7→ χΛ,

where Z(gC) denotes the center of the universal enveloping algebra U(gC) of gC.

We use the same notation χΞ ∈ HomC−alg(Z(hC),C) for Ξ ∈ j∨H,C. The left resp.

right action of U(gC) on C
∞(G) will be denoted by Lu resp. Ru, u ∈ U(gC).
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Definition 5.1 (See [18, Def. 1.1], [34]). A function f ∈ C∞(G) is called a Shin-

tani function of type (Λ,Ξ) ∈ j∨G,C×j∨H,C if f satisfies the following three properties:

(1) f(k′gk) = f(g) for any k′ ∈ H ∩K, k ∈ K.

(2) Ruf = χΛ(u)f for any u ∈ Z(gC).

(3) Lvf = χΞ(v)f for any v ∈ Z(hC).

The space of Shintani functions of type (Λ,Ξ) is denoted by Sh(Λ,Ξ). We write

Shmod(Λ,Ξ) for the subspace of Shintani functions of moderate growth.

For the definition of moderate growth see e.g. [18, Def. 3.3]. The following

result is due to Kobayashi:

Fact 5.2 (See [18, Thm. 1.2 and 8.1]). Let (G,H) be a pair of real reductive al-

gebraic groups.

(1) dimSh(Λ,Ξ) <∞ for all (Λ,Ξ) ∈ j∨G,C × j∨H,C if and only if (G,H) is strongly

spherical.

(2) dimSh(Λ,Ξ) ̸= 0 implies Λ ∈ W (jG,C)(ρmG
+ a∨G,C) and Ξ ∈ W (jH,C)(ρmH

+

a∨H,C).

In view of this statement we abuse notation and write

Sh(λ, ν) = Sh(ρmG
+ λ, ρmH

+ ν), (λ, ν) ∈ a∨G,C × a∨H,C.

§5.2. Lower bounds for dimSh(λ, ν)

The following statement gives more detailed information about dimSh(λ, ν):

Theorem 5.3. Assume that (G,H) is a strongly spherical reductive pair such that

(g, h) is non-trivial and indecomposable. Then for all (λ, ν) ∈ a∨G,C × a∨H,C we have

dimSh(λ, ν) ≥ dimShmod(λ, ν) ≥ #(PH\G/PG)open,

and for generic (λ, ν) ∈ a∨G,C × a∨H,C we have

dimShmod(λ, ν) = #(PH\G/PG)open.

Proof. Let λ+ ∈ W (aG)λ and ν− ∈ W (aH)(−ν) such that Re⟨λ+, α⟩ ≥ 0 for all

α ∈ Σ+(g, aG) and Re⟨ν−, β⟩ ≤ 0 for all β ∈ Σ+(h, aH). Then by [18, Thm. 8.2

and Rem. 8.3] there exists a natural embedding

HomH(πλ+
|H , τν−) ↪→ Shmod(λ, ν)

which is an isomorphism for generic (λ, ν). Now the statement follows from Corol-

laries 3.4 and 4.4.
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Remark 5.4. According to Kobayashi [18, Rem. 10.2 (4)] it is plausible that

Shmod(λ, ν) = Sh(λ, ν) for all (λ, ν) ∈ j∨G,C × j∨H,C if the pair (G,H) is strongly

spherical. In this case, Theorem 5.3 would imply

dimSh(λ, ν) = #(PH\G/PG)open

for generic (λ, ν).

Remark 5.5. For some strongly spherical pairs (G,H) of low rank, the space of

Shintani functions was studied in more detail, and in some cases its dimension was

computed for all parameters (λ, ν) ∈ a∨G,C × a∨H,C. The pairs (GL(2,F),GL(1,F)×
GL(1,F)), F = R,C, were studied by Hirano [12, 13], the pairs (O(1, n+1),O(1, n))

by Kobayashi [18], the pairs (U(1, n+1),U(1, n)×U(1)) by Tsuzuki [42, 43, 44], the

pairs (Sp(2,R),Sp(1,R)×Sp(1,R)) and (Sp(2,R),SL(2,C)) by Moriyama [32, 33]

and the pair (SL(3,R),GL(2,R)) by Sono [40].

§6. Multiplicity one pairs

For the pairs

(6.1)

(GL(n+ 1,C),GL(n,C)), (GL(n+ 1,R),GL(n,R)),
(U(p, q + 1),U(p, q)),

(SO(n+ 1,C),SO(n,C)), (SO(p, q + 1),SO(p, q)),

it was proven by Sun–Zhu [41] that dimHomH(π|H , τ) ≤ 1 for all irreducible

smooth admissible Fréchet representations π of G and τ of H of moderate growth.

In this section we determine for which principal series representations π = πξ,λ
and τ = τη,ν the multiplicities are = 1, at least for generic (λ, ν) ∈ a∨G,C × a∨H,C.

The main tool to pass from spherical principal series πλ and τν to general vector-

valued principal series πξ,λ and τη,ν is a variant of the Jantzen–Zuckerman transla-

tion principle. This method was previously used in the construction of symmetry

breaking operators in [6] and we briefly recall the main steps, adapted to our

setting.

§6.1. The translation principle

Let (φ,E) be an irreducible finite-dimensional representation of G; then the space

E′ := EnG =
{
v ∈ E : φ(X)v = 0 ∀X ∈ nG

}
of nG-fixed vectors is an irreducible representation ofMGAG, and we obtain a PG-

equivariant embedding E′ ↪→ E. Similarly, we let (ψ,F ) be an irreducible finite-

dimensional representation of H and consider the irreducible MHAH -representa-

tion F ′ = F nH . Then the projection F ↠ F ′ onto the highest restricted weight
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space is PH -equivariant, where we let NH act trivially on F ′. We assume that

HomH(E|H , F ) ̸= {0}.
Now suppose we are given an H-intertwining operator

A : IndGPG
(V ) → IndHPH

(W )

for V and W finite-dimensional representations of PG and PH . Tensoring with a

non-trivial H-intertwiner η : E → F gives an intertwiner

(6.2) A⊗ η : IndGPG
(V )⊗ E → IndHPH

(W )⊗ F,

from which we want to construct an intertwiner between certain vector-valued

principal series.

For this, we first consider the representation IndGPG
(V )⊗E. Since w̃0PGw̃

−1
0 =

PG, the map f 7→ f(· w̃−1
0 ) defines an isomorphism

IndG
PG

(V w̃0) → IndGPG
(V ).

Next, we make use of the isomorphism

ι : IndG
PG

(V w̃0 ⊗ E|PG
) → IndG

PG
(V w̃0)⊗ E, ιf(g) = (idV ⊗φ(g))f(g),

where we view both sides as (V ⊗ E)-valued smooth functions on G. Now, the

PG-equivariant embedding E′ ↪→ E induces an embedding

IndG
PG

(V w̃0 ⊗ E′) ↪→ IndG
PG

(V w̃0 ⊗ E|PG
),

which we compose with the isomorphism

IndGPG
(V ⊗ (E′)w̃

−1
0 ) → IndG

PG
(V w̃0 ⊗ E′), f 7→ f(· w̃0)

to obtain an embedding

(6.3) IndGPG
(V ⊗ (E′)w̃

−1
0 ) ↪→ IndGPG

(V )⊗ E.

Similarly, without having to invoke w̃0, we have a surjection

(6.4) IndHPH
(W )⊗ F

∼−→ IndHPH
(W ⊗ F |PH

) ↠ IndHPH
(W ⊗ F ′),

where the second map is induced by the PH -equivariant projection F → F ′.

Finally, composing (6.2) with the embedding (6.3) and the surjection (6.4)

defines an H-intertwining operator

Φ(A) : IndGPG
(V ⊗ (E′)w̃

−1
0 ) → IndHPH

(W ⊗ F ′).
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Now let V = 1⊗ eλ ⊗1 and W = 1⊗ eν ⊗1, and write (E′)w̃
−1
0 ≃ ξ⊗ eλ0 ⊗1

and F ′ = η⊗eν0 ⊗1 for ξ ∈ M̂G, η ∈ M̂H and (λ0, ν0) ∈ a∨G×a∨H . Then A 7→ Φ(A)

defines a map

Φ: HomH(πλ|H , τν) → HomH(πξ,λ+λ0
|H , τη,ν+ν0

).

Recall that by Proposition 3.1 every intertwining operator A ∈ HomH(πξ,λ|H , τη,ν)
is given by a distribution kernel KA ∈ (D′(G/PG,V∗

ξ,λ) ⊗Wη,ν)
PH . To describe

how the distribution kernel of Φ(A) arises from the distribution kernel of A, we

denote by i : E′ ↪→ E the PG-equivariant embedding and by p : F ↠ F ′ the PH -

equivariant quotient. Further let E ′ = G ×PG
(E′)w̃

−1
0 and denote by (E ′)∨ =

G×PG
((E′)w̃

−1
0 )∨ the contragredient bundle.

Theorem 6.1 ([6, Sect. 2]). The map

Φ: HomH(πλ|H , τν) → HomH(πξ,λ+λ0
|H , τη,ν+ν0

)

has the property that the distribution kernel

KΦ(A) ∈ (D′(G/PG,V∗
ξ,λ+λ0

)⊗Wη,ν+ν0
)PH

is given in terms of the distribution kernel KA ∈ (D′(G/PG,V∗
λ)⊗Wν)

PH as

KΦ(A) = σ ⊗KA,

where σ ∈ (C∞(G/PG, (E ′)∨)⊗ F ′)PH is given by

σ(g) = p ◦ η ◦ φ(gw̃0) ◦ i ∈ HomC(E
′, F ′) ≃ (E′)∨ ⊗ F ′, g ∈ G.

Note that in the statement we identify V∗
λ ⊗ (E ′)∨ ≃ V∗

ξ,λ+λ0
and Wν ⊗ F ′ ≃

Wη,ν+ν0
.

Corollary 6.2. Let ξ ∈ M̂G and η ∈ M̂H and assume that there exist irreducible

finite-dimensional representations E of G and F of H such that ξw̃0 ≃ EnG |MG
,

η ≃ F nH |MH
and HomH(E|H , F ) ̸= {0}. Then there exist (λ0, ν0) ∈ a∨G × a∨H and

a linear map

Φ: HomH(πλ|H , τν) → HomH(πξ,λ+λ0
|H , τη,ν+ν0

),

which is on the level of distribution kernels given by tensoring with a fixed non-

trivial real-analytic section. In particular, we have supp(KΦ(A)) = G/PG whenever

suppKA = G/PG.

Proof. Replacing E and F by their twists with the Cartan involution θ of G we

may assume that ξw̃0 ≃ EnG |MG
, η ≃ F nH |MH

and HomH(E|H , F ) ̸= {0}. Then
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E′ = EnG and F ′ = F nH satisfy (E′)w̃
−1
0 |MG

≃ ξ and F ′|MH
≃ η, so that the

statement follows from Theorem 6.1. It remains to show that σ is a non-trivial

real-analytic section. That σ is non-trivial is a consequence of the irreducibility

of E. Further, as a matrix coefficient of a finite-dimensional representation it is

clearly real analytic.

§6.2. Iwasawa decompositions

To construct finite-dimensional representations E of G and F of H for the trans-

lation principle, we first give the explicit Iwasawa decompositions for all pairs

(G,H) in (6.1) (following the notation of Section 1.3), compute the generic sta-

bilizer M ⊆ MG ∩MH of an element of n−σ defined in Section 4.1, and prove in

particular the following statement:

Lemma 6.3. Let (G,H) be one of the pairs in (6.1); then #(PH\G/PG)open = 1.

Note that Lemma 6.3 also follows from Corollary 4.4 combined with Fact II.

However, since we need the relevant structure theory of the pairs (G,H) in Sec-

tion 6.3, we include an independent proof here.

6.2.1. (G,H) = (GL(n+1,C),GL(n,C)). Let G = GL(n+1,C), n ≥ 2, and

define a Cartan involution on G by θ(g) = (g∗)−1; then K = Gθ = U(n+ 1). We

embed H = GL(n,C) in the upper-left corner of G; then θ leaves H invariant and

H ∩K = Hθ = U(n). We choose the maximal abelian subalgebra

aH =
{
diag(t1, . . . , tn, 0) : ti ∈ R

}
of h−θ and extend it to the maximal abelian subalgebra

aG =
{
diag(t1, . . . , tn, tn+1) : ti ∈ R

}
of g−θ. Then

MG = ZK(aG) =
{
diag(z1, . . . , zn, zn+1) : |zi| = 1

}
≃ U(1)n+1,

MH = ZH∩K(aH) =
{
diag(z1, . . . , zn, 1) : |zi| = 1

}
≃ U(1)n.

Further,

n−σ =

{(
0n z

0 0

)
: z ∈ Cn

}
and such an element of n−σ is contained in an open (MG ∩MH)AH -orbit if and

only if z1, . . . , zn ̸= 0. Hence M = {1} is trivial.
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6.2.2. (G,H) = (GL(n+1,R),GL(n,R)). Let G = GL(n+1,R), n ≥ 2, and

define a Cartan involution on G by θ(g) = (g⊤)−1; then K = Gθ = O(n+ 1). We

embed H = GL(n,R) in the upper-left corner of H; then θ leaves H invariant and

H ∩K = Hθ = O(n). We choose the maximal abelian subalgebra

aH =
{
diag(t1, . . . , tn, 0) : ti ∈ R

}
of h−θ and extend it to the maximal abelian subalgebra

aG =
{
diag(t1, . . . , tn, tn+1) : ti ∈ R

}
of g−θ. Then

MG = ZK(aG) =
{
diag(x1, . . . , xn, xn+1) : xi = ±1

}
≃ O(1)n+1,

MH = ZH∩K(aH) =
{
diag(x1, . . . , xn, 1) : xi = ±1

}
≃ O(1)n.

Further,

n−σ =

{(
0n x

0 0

)
: x ∈ Rn

}
and such an element of n−σ is contained in an open (MG ∩MH)AH -orbit if and

only if x1, . . . , xn ̸= 0. Hence M = {1} is trivial.

6.2.3. (G,H) = (U(p, q+1),U(p, q)). LetG = U(p, q+1), p, q ≥ 1, and define

a Cartan involution on G by θ(g) = (g∗)−1; then K = Gθ = U(p)× U(q + 1). We

embed H = U(p, q) in the upper-left corner of G; then θ leaves H invariant and

H ∩ K = Hθ = U(p) × U(q). Assume that p ≥ q + 1; the case p ≤ q is handled

similarly (see Section 6.2.5 for a related computation). We choose the maximal

abelian subalgebra

aG =


0q+1 D

0p−q−1

D 0q+1

 : D = diag(t1, . . . , tq+1), t1, . . . , tq+1 ∈ R


of g−θ; then aH = aG∩h is maximal abelian in h−θ. Write ei ∈ a∨G for the functional

mapping a matrix of the above form to ti. Then

Σ(g, aG) =



{
±ei ± ej : 1 ≤ i < j ≤ q + 1

}
∪
{
±2ei : 1 ≤ i ≤ q + 1

}
for p = q + 1,{

±ei ± ej : 1 ≤ i < j ≤ q + 1
}

∪
{
±ei,±2ei : 1 ≤ i ≤ q + 1

}
for p > q + 1,
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with root spaces given by

g(aG;±(ei + ej)) =
{
z(Ei,j ∓ Ei,p+j ± Ep+i,j − Ep+i,p+j)

− z(Ej,i ∓ Ej,p+i ± Ep+j,i − Ep+j,p+i) : z ∈ C
}
,

g(aG;±(ei − ej)) =
{
z(Ei,j ± Ei,p+j ± Ep+i,j + Ep+i,p+j)

− z(Ej,i ∓ Ej,p+i ∓ Ep+j,i + Ep+j,p+i) : z ∈ C
}
,

g(aG;±2ei) = R
√
−1(Ei,i ∓ Ei,p+i ± Ep+i,i − Ep+i,p+i),

and if p > q + 1, additionally,

g(aG;±ei) =
{∑p−q−1

k=1 (zk(Ei,q+k+1 ± Ep+i,q+k+1)

− zk(Eq+k+1,i ∓ Eq+k+1,p+i)) : zk ∈ C
}
.

We choose the positive system

Σ+(g, aG) =



{
ei ± ej : 1 ≤ i < j ≤ q + 1

}
∪
{
2ei : 1 ≤ i ≤ q + 1

}
for p = q + 1,{

ei ± ej : 1 ≤ i < j ≤ q + 1
}

∪
{
ei, 2ei : 1 ≤ i ≤ q + 1

}
for p > q + 1;

then

MG =
{
diag(z1, . . . , zq+1, k, z1, . . . , zq+1) : |zi| = 1, k ∈ U(p− q − 1)

}
≃ U(1)q+1 ×U(p− q − 1),

MH =
{
diag(z1, . . . , zq, k, z1, . . . , zq, 1) : |zi| = 1, k ∈ U(p− q)

}
≃ U(1)q ×U(p− q)

and

n−σ =
{
X(z) =

∑q
i=1(zi(Ei,p+q+1 + Ep+i,p+q+1)

+ zi(Ep+q+1,i − Ep+q+1,p+i)) : zi ∈ C
}
.

The action ofMG∩MH ≃ U(1)q×U(p−q−1) is given by the natural action of U(1)q

on z ∈ Cq, and the second factor U(p − q − 1) acts trivially. Hence, the element

X(t) is contained in an open (MG ∩MH)AH -orbit if and only if t1, . . . , tq ̸= 0

and then M = U(p− q − 1). Further, U(1)q ⊆ MG ∩MH acts transitively on the

product (S1)q ⊆ Cq of the unit spheres S1 ⊆ C and therefore there is a unique

open orbit.

6.2.4. (G,H) = (SO(n+1,C), SO(n,C)). Let G = SO(n+1,C), n ≥ 2, and

define a Cartan involution on G by θ(g) = (g∗)−1 = g; then K = Gθ = SO(n+1).
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We embed H = SO(n,C) in the upper-left corner of G; then θ leaves H invariant

and H ∩K = Hθ = SO(n). Write n = 2m if n is even and n = 2m− 1 if it is odd.

We choose the maximal abelian subalgebra

aG =

{{
diag(D(

√
−1t1), . . . , D(

√
−1tm)) : t1, . . . , tm ∈ R

}
for n odd,{

diag(D(
√
−1t1), . . . , D(

√
−1tm), 0) : t1, . . . , tm ∈ R

}
for n even,

of g−θ, where

D(t) =

(
0 t

−t 0

)
.

Then aH = aG ∩ h is maximal abelian in h−θ. Write ei ∈ a∨G for the functional

mapping a matrix of the above form to ti. Then

Σ(g, aG) =

{{
±ei ± ej : 1 ≤ i < j ≤ m

}
for n odd,{

±ei ± ej : 1 ≤ i < j ≤ m
}
∪
{
±ei : 1 ≤ i ≤ m

}
for n even,

with root spaces given by

g(aG;±(ei + ej)) = C(E2i−1,2j−1 ±
√
−1E2i−1,2j ∓

√
−1E2i,2j−1 + E2i,2j

− E2j−1,2i−1 ∓
√
−1E2j,2i−1 ±

√
−1E2j−1,2i − E2j,2i)

(1 ≤ i < j ≤ m),

g(aG;±(ei − ej)) = C(E2i−1,2j−1 ∓
√
−1E2i−1,2j ∓

√
−1E2i,2j−1 − E2i,2j

− E2j−1,2i−1 ±
√
−1E2j,2i−1 ±

√
−1E2j−1,2i + E2j,2i)

(1 ≤ i < j ≤ m),

and if n is even, additionally,

g(aG;±ei) = C(E2i−1,n+1 ∓
√
−1E2i,n+1 − En+1,2i−1 ±

√
−1En+1,2i)

(1 ≤ i ≤ m).

We choose the positive system

Σ+(g, aG) =

{{
ei ± ej : 1 ≤ i < j ≤ m

}
for n odd,{

ei ± ej : 1 ≤ i < j ≤ m
}
∪
{
ei : 1 ≤ i ≤ m

}
for n even;

then

MG =

{{
exp(diag(D(t1), . . . , D(tm))) : ti ∈ R

}
≃ SO(2)m for n odd,{

exp(diag(D(t1), . . . , D(tm), 0)) : ti ∈ R
}
≃ SO(2)m for n even,

MH =

{{
exp(diag(D(t1), . . . , D(tm−1), 0)) : ti ∈ R

}
≃ SO(2)m−1 for n odd,{

exp(diag(D(t1), . . . , D(tm))) : ti ∈ R
}
≃ SO(2)m for n even,
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and

n−σ =



{
X(t) =

∑m−1
i=1 ti(E2i−1,n+1 −

√
−1E2i,n+1

− En+1,2i−1 +
√
−1En+1,2i) : ti ∈ C

}
for n odd,{

X(t) =
∑m

i=1 ti(E2i−1,n+1 −
√
−1E2i,n+1

− En+1,2i−1 +
√
−1En+1,2i) : ti ∈ C

}
for n even.

The action of

MG ∩MH ≃

{
SO(2)m−1 for n odd,

SO(2)m for n even,

is given by the natural action of SO(2) ≃ U(1) on ti ∈ C by rotation. Hence,

the element X(t) is contained in an open (MG ∩ MH)AH -orbit if and only if

t1, . . . , tm−1 ̸= 0 resp. t1, . . . , tm ̸= 0 and then M = {1}. Further, SO(2) acts

transitively on the unit sphere in C and hence MG ∩MH acts transitively on the

product of the unit spheres in n−σ, so there is a unique open orbit.

6.2.5. (G,H) = (SO(p, q+1), SO(p, q)). Let G = SO(p, q+1), p, q ≥ 1, and

define a Cartan involution on G by θ(g) = (g⊤)−1; then K = Gθ = S(O(p) ×
O(q + 1)). We embed H = SO(p, q) in the upper-left corner of G; then θ leaves

H invariant and H ∩ K = Hθ = S(O(p) × O(q)). Assume that p ≤ q; the case

p ≥ q + 1 is handled similarly (see Section 6.2.3 for a related computation). We

choose the maximal abelian subalgebra

aG = aH =


0p D

D 0p

0q−p+1

 : D = diag(t1, . . . , tp), t1, . . . , tp ∈ R


of g−θ and h−θ. Write ei ∈ a∨G for the functional mapping a matrix of the above

form to ti. Then

Σ(g, aG) =
{
±ei ± ej : 1 ≤ i < j ≤ p

}
∪
{
±ei : 1 ≤ i ≤ p

}
with root spaces given by

g(aG;±(ei + ej)) = R(Ei,j − Ej,i ∓ Ei,j+p ± Ej,i+p

± Ei+p,j ∓ Ej+p,i ∓Ei+p,j+p ± Ej+p,i+p)

(1 ≤ i < j ≤ p),

g(aG;±(ei − ej)) = R(Ei,j − Ej,i ± Ei,j+p ± Ej,i+p

± Ei+p,j ± Ej+p,i ±Ei+p,j+p ∓ Ej+p,i+p)

(1 ≤ i < j ≤ p),
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g(aG;±ei) =
q−p+1⊕
k=1

R(Ei,2p+k ±Ei+p,2p+k + E2p+k,i ∓ E2p+k,i+p)

(1 ≤ i ≤ p).

We choose the positive system

Σ+(g, aG) =
{
ei ± ej : 1 ≤ i < j ≤ p

}
∪
{
ei : 1 ≤ i ≤ p

}
;

then

MG =
{
diag(x1, . . . , xp, x1, . . . , xp, k) : xi = ±1, k ∈ SO(q − p+ 1)

}
≃ O(1)p × SO(q − p+ 1),

MH =
{
diag(x1, . . . , xp, x1, . . . , xp, k, 1) : xi = ±1, k ∈ SO(q − p)

}
≃ O(1)p × SO(q − p),

and

n−σ =
{
X(t) =

∑p
i=1 ti(Ei,p+q+1 +Ei+p,p+q+1 +Ep+q+1,i −Ep+q+1,i+p) : ti ∈ R

}
.

The action ofMG∩MH ≃ O(1)p×SO(q−p) is given by the natural action of O(1)p

on t ∈ Rp by sign changes of the coordinates, and the second factor SO(q−p) acts
trivially. Hence, the element X(t) is contained in an open (MG ∩MH)AH -orbit if

and only if t1, . . . , tp ̸= 0 and then M = SO(q − p). Further, O(1)p ⊆ MG ∩MH

acts transitively on the product {±1}p ⊆ Rp of the unit spheres {±1} ⊆ R and

therefore there is a unique open orbit.

§6.3. Finite-dimensional branching

Using case-by-case arguments, we prove in this subsection the following statement:

Proposition 6.4. Let (G,H) be one of the pairs in (6.1) and (ξ, η) ∈ M̂G× M̂H .

Then

(1) dimHomM (ξw̃0 |M , η|M ) = dimHomM (ξ|M , η|M ) ≤ 1,

(2) whenever HomM (ξ|M , η|M ) ̸= {0}, there exist finite-dimensional represen-

tations E of G and F of H such that ξ ≃ EnG |MG
, η ≃ F nH |MH

and

HomH(E|H , F ) ̸= {0}.

In all five cases, G and H have connected complexifications GC and HC, and

we can parametrize irreducible finite-dimensional representations of GC and HC
by their highest weights λ ∈ j∨G,C and ν ∈ j∨H,C for jG ⊆ g and jH ⊆ h Cartan

subalgebras. Denote the restrictions of the corresponding representations to G

and H by FG(λ) and FH(ν).

In each case, we use the notation introduced in Section 6.2.
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6.3.1. (G,H) = (GL(n+1,C),GL(n,C)). We extend aG to the Cartan sub-

algebra jG = tG ⊕ aG with

tG = mG =
√
−1aG =

{√
−1 diag(t1, . . . , tn+1) : ti ∈ R

}
.

Let fi ∈ t∨G,C (1 ≤ i ≤ n+ 1) be the linear functionals mapping a diagonal matrix

as above to
√
−1ti. Then the root system Σ(gC, jG,C) is of the form{

±(ei − ej)± (fi − fj) : 1 ≤ i < j ≤ n+ 1
}

and putting

ε′i = ei + fi and ε′′i = ei − fi

we have Σ(gC, jG,C) = {±(ε′i − ε′j),±(ε′′i − ε′′j ) : 1 ≤ i < j ≤ n + 1}. Further, the
positive system Σ+(gC, jG,C) = {ε′i − ε′j , ε

′′
i − ε′′j : 1 ≤ i < j ≤ n+ 1} is compatible

with the positive system Σ+(g, aG).

We choose the complexification GC = GL(n + 1,C) × GL(n + 1,C) with

embedding G ↪→ GC given by g 7→ (g, g); then jG,C is a Cartan subalgebra of

gC = gl(n+1,C)+gl(n+1,C) and the irreducible finite-dimensional representations

of GC are parametrized by their highest weights λ = λ′1ε
′
1+· · ·+λ′n+1ε

′
n+1+λ

′′
1ε

′′
1+

· · ·+λ′′n+1ε
′′
n+1, λ

′
1 ≥ · · · ≥ λ′n+1, λ

′′
1 ≥ · · · ≥ λ′′n+1, λ

′
i, λ

′′
i ∈ Z. Clearly, an element

g = exp(
√
−1 diag(t1, . . . , tn+1)) ∈MG acts on the highest weight space of FG(λ)

by e
√
−1(λ′

1−λ′′
1 )t1 · · · e

√
−1(λ′

m−λ′′
m)tm .

In the same way we parametrize irreducible finite-dimensional representations

of HC = GL(n,C) × GL(n,C) by highest weight ν = ν′1ε
′
1 + · · · + ν′nε

′
n + ν′′1 ε

′′
1 +

· · · + ν′′nε
′′
n, ν

′
1 ≥ · · · ≥ ν′n, ν

′′
1 ≥ · · · ≥ ν′′n, ν

′
i, ν

′′
i ∈ Z. On its highest weight

space an element of the form h = exp(
√
−1 diag(t1, . . . , tn, 0)) ∈ MH acts by

e
√
−1(ν′

1−ν′′
1 )t1 · · · e

√
−1(ν′

n−ν′′
n )tn .

Now, MG = U(1)n+1, MH = U(1)n and M = {1}. Hence, irreducible rep-

resentations of MG and MH are 1-dimensional and dimHomM (ξw̃0 |M , η|M ) =

dimHomM (ξM , η|M ) = 1 for all (ξ, η) ∈ M̂G × M̂H . Every ξ ∈ M̂G has the form

ξ(exp(
√
−1 diag(t1, . . . , tn+1))) = e

√
−1ξ1t1 · · · e

√
−1ξn+1tn+1

with ξ1, . . . , ξn+1 ∈ Z. Similarly, every η ∈ M̂H has the form

η(exp(
√
−1 diag(t1, . . . , tn, 0))) = e

√
−1η1t1 · · · e

√
−1ηntn

with η1, . . . , ηn ∈ Z. By the above observations, ξ ≃ FG(λ)nG |MG
if and only if

λ′i − λ′′i = ξi (1 ≤ i ≤ n+1). Further, η ≃ FH(ν)nH |MH
if and only if ν′i − ν′′i = ηi

(1 ≤ i ≤ n). Moreover, we have HomH(FG(λ), FH(ν)) ̸= {0} if and only if

λ′1 ≥ ν′1 ≥ λ′2 ≥ · · · ≥ λ′n ≥ ν′n ≥ λ′n+1

and λ′′1 ≥ ν′′1 ≥ λ′′2 ≥ · · · ≥ λ′′n ≥ ν′′n ≥ λ′′n+1.
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We first choose (λ′n+1, λ
′′
n+1) ∈ Z × Z with λ′n+1 − λ′′n+1 = ξn+1. Next we

choose (ν′n, ν
′′
n) ∈ N × N with ν′n ≥ λ′n+1, ν

′′
n ≥ λ′′n+1 and ν′n − ν′′n = ηn. Iterating

this procedure constructs (not necessarily unique) highest weights λ and ν with

the desired properties.

6.3.2. (G,H) = (GL(n+ 1,R),GL(n,R)). We choose the natural complexi-

fication GC = GL(n+1,C); then aG,C is a maximal torus in gC = gl(n+1,C) and
the irreducible finite-dimensional representations of GC are parametrized by their

highest weights λ = λ1e1 + · · · + λn+1en+1, λ1 ≥ · · · ≥ λn+1, λi ∈ Z. For H we

use similar notation: ν = ν1e1 + · · ·+ νnen, ν1 ≥ · · · , νn, νi ∈ Z.
Note that an element g = diag((−1)k1 , . . . , (−1)kn+1) ∈ MG acts on the

highest weight space FG(λ)nG by (−1)k1λ1+···+kn+1λn+1 . Similarly, an element

h = diag((−1)ℓ1 , . . . , (−1)ℓn , 1) ∈ MH acts on FH(ν)nH by (−1)ℓ1ν1+···+ℓnνn . By

the classical branching laws, the restriction of FG(λ) to H contains all represen-

tations FH(ν) with

(6.5) λ1 ≥ ν1 ≥ λ2 ≥ · · · ≥ λn ≥ νn ≥ λn+1.

Now, MG = O(1)n+1, MH = O(1)n and M = {1}. Hence, irreducible rep-

resentations of MG and MH are 1-dimensional and dimHomM (ξw̃0 |M , η|M ) =

dimHomM (ξ|M , η|M ) = 1 for all (ξ, η) ∈ M̂G × M̂H . Every ξ ∈ M̂G has the

form ξ(diag((−1)k1 , . . . , (−1)kn+1)) = (−1)k1ξ1+···+kn+1ξn+1 with ξi ∈ Z/2Z. Simi-

larly, every representation η ∈ M̂H has the form η(diag((−1)ℓ1 , . . . , (−1)ℓn , 1)) =

(−1)ℓ1η1+···+ℓnηn with ηi ∈ Z/2Z. By the above observations, ξ ≃ FG(λ)nG |MG
if

and only if ξi = λi + 2Z. Further, η ≃ FH(ν)nH |MH
if and only if ηi = νi + 2Z.

It is clear that for fixed ξ1, . . . , ξn+1, η1, . . . , ηn ∈ Z/2Z there always exist in-

tegers λ1, . . . , λn+1 and ν1, . . . , νn satisfying the interlacing condition (6.5) and

ξi = λi + 2Z, ηi = νi + 2Z.

6.3.3. (G,H) = (U(p, q+1),U(p, q)). Assume that p ≥ q+1; the case p ≤ q

is handled similarly. We extend aG to the Cartan subalgebra jG = tG ⊕ aG with

tG =
{√

−1 diag(t1, . . . , tq+1, s1, . . . , sp−q−1, t1, . . . , tq+1) : si, ti ∈ R
}
⊆ mG.

Let fi ∈ t∨G,C (1 ≤ i ≤ q + 1) be the linear functionals mapping a diagonal matrix

as above to
√
−1ti, and gi ∈ t∨G,C (1 ≤ i ≤ p− q − 1) the ones mapping to

√
−1si.

Then the root system Σ(gC, jG,C) is of the form{
±ei ± ej ± (fi − fj) : 1 ≤ i < j ≤ q + 1

}
∪
{
±2ei : 1 ≤ i ≤ q + 1

}
∪
{
±ei ± (fi − gj) : 1 ≤ i ≤ q + 1, 1 ≤ j ≤ p− q − 1

}
∪
{
±(gi − gj) : 1 ≤ i < j ≤ p− q − 1

}
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and putting

(ε1, . . . , εp+q+1) = (f1+e1, . . . , fq+1+eq+1, g1, . . . , gp−q−1, fq+1−eq+1, . . . , f1−e1)

we have Σ(gC, jG,C) = {±(εi − εj) : 1 ≤ i < j ≤ p + q + 1}. Further, the positive

system Σ+(gC, jG,C) = {εi − εj : 1 ≤ i < j ≤ p + q + 1} is compatible with the

positive system Σ+(g, aG).

We choose the complexification GC = GL(p+ q+ 1,C); then jG,C is a Cartan

subalgebra of gC = gl(p + q + 1,C) and the irreducible finite-dimensional rep-

resentations of GC are parametrized by their highest weights λ = λ1ε1 + · · · +
λp+q+1εp+q+1, λ1 ≥ · · · ≥ λp+q+1, λi ∈ Z.

An element g = diag(z1, . . . , zq+1,1p−q−1, z1, . . . , zq+1) ∈ MG acts on the

highest restricted weight space of FG(λ) by z
λ1+λp+q+1

1 · · · zλq+1+λp+1

q+1 . Further,

U(p−q−1) ⊆MG has roots ±(εi−εj) (q+2 ≤ i < j ≤ p) and therefore its action

on the highest restricted weight space is given by FU(p−q−1)(λq+2εq+2+· · ·+λpεp).
In the same way we parametrize irreducible finite-dimensional representa-

tions of HC = GL(p + q,C) by their highest weights ν = ν1ε1 + · · · + νp+qεp+q.

An element of the form h = diag(z1, . . . , zq,1p−q, z1, . . . , zq) ∈ MH acts on the

highest restricted weight space by z
ν1+νp+q

1 · · · zνq+νp+1
q and U(p − q) ⊆ MH acts

by FU(p−q)(νq+1εq+1 + · · ·+ νpεp).

Now, MG = U(1)q+1 × U(p − q − 1), MH = U(1)q × U(p − q) and M =

U(p− q− 1). An irreducible representation ξ ∈ M̂G is of the form ξ = ξ′ ⊠ ξ′′ with

ξ′(diag(z1, . . . , zq+1,1p−q−1, z1, . . . , zq+1)) = z
ξ′1
1 · · · zξ

′
q+1

q+1 ,

ξ′1, . . . , ξ
′
q+1 ∈ Z, and ξ′′ = FU(p−q−1)(ξ′′1 εq+2+ · · ·+ξ′′p−q−1εp), ξ

′′
1 ≥ · · · ≥ ξ′′p−q−1.

Similarly, every η ∈ M̂H has the form η = η′ ⊠ η′′ with

η′(diag(z1, . . . , zq,1p−q, z1, . . . , zq)) = z
η′
1

1 · · · zη
′′
q

q ,

η′1, . . . , η
′
q ∈ Z, and η′′ = FU(p−q)(η′′1 εq+1 + · · ·+ η′′p−qεp), η

′′
1 ≥ · · · ≥ η′′p−q.

This implies that we have to put

(λq+2, . . . , λp) = (ξ′′1 , . . . , ξ
′′
p−q−1) and (νq+1, . . . , νp) = (η′′1 , . . . , η

′′
p−q).

Since w̃0 = diag(1p,−1q+1) commutes with MG, we have ξw̃0 = ξ. This implies

HomM (ξw̃0 |M , η|M ) = HomM (ξ|M , η|M ), and the condition HomM (ξ|M , η|M ) ̸=
{0} is equivalent to the condition HomU(p−q−1)(ξ

′′, η′′|U(p−q−1)) ̸= {0} which is in

turn equivalent to

η′′1 ≥ ξ′′1 ≥ η′′2 ≥ · · · ≥ ξ′′p−q−1 ≥ η′′p−q.
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Therefore, the already chosen λi’s and νj ’s satisfy the necessary interlacing con-

dition for HomH(FG(λ), FH(ν)) ̸= {0}. It remains to show that one can choose

the remaining λi’s and νj ’s such that the interlacing condition still holds and

additionally λi+λp+q−i+2 = ξ′i and νj + νp+q−j+1 = η′j , which is an easy exercise.

6.3.4. (G,H) = (SO(n + 1,C), SO(n,C)). Assume that n = 2m is even;

the case of odd n is treated similarly. We extend aG to the Cartan subalgebra

jG = tG ⊕ aG with

tG = mG =
√
−1aG =

{√
−1 diag(D(t1), . . . , D(tm)) : ti ∈ R

}
.

Let fi ∈ t∨G,C (1 ≤ i ≤ m) be the linear functionals mapping a diagonal matrix as

above to
√
−1ti. Then the root system Σ(gC, jG,C) is of the form{

±(ei + fi)± (ej + fj) : 1 ≤ i < j ≤ m
}
∪
{
±(ei + fi) : 1 ≤ i ≤ m

}
∪
{
±(ei − fi)± (ej − fj) : 1 ≤ i < j ≤ m

}
∪
{
±(ei − fi) : 1 ≤ i ≤ m

}
and putting

ε′i = ei + fi and ε′′i = ei − fi

we have Σ(gC, jG,C) = {±ε′i ± ε′j ,±ε′′i ± ε′′j : 1 ≤ i < j ≤ m} ∪ {±ε′i,±ε′′i : 1 ≤ i ≤
m}. Further, the positive system Σ+(gC, jG,C) = {ε′i ± ε′j , ε

′′
i ± ε′′j : 1 ≤ i < j ≤

m} ∪ {ε′i, ε′′i : 1 ≤ i ≤ m} is compatible with the positive system Σ+(g, aG).

We choose the complexification GC = SO(n+1,C)×SO(n+1,C) with embed-

ding G ↪→ GC given by g 7→ (g, g); then jG,C is a Cartan subalgebra of gC = so(n+

1,C)+so(n+1,C) and the irreducible finite-dimensional representations of GC are

parametrized by their highest weights λ = λ′1ε
′
1+ · · ·+λ′mε′m+λ′′1ε

′′
1 + · · ·+λ′′mε′′m,

λ′1 ≥ · · · ≥ λ′m−1 ≥ |λ′m|, λ′′1 ≥ · · · ≥ λ′′m−1 ≥ |λ′′m|, λ′i, λ′′i ∈ Z. An element

g = exp(
√
−1 diag(D(t1), . . . , D(tm))) ∈ MG acts on the highest weight space of

FG(λ) by e
√
−1(λ′

1−λ′′
1 )t1 · · · e

√
−1(λ′

m−λ′′
m)tm .

In the same way, we parametrize irreducible finite-dimensional representations

of HC = SO(n,C)×SO(n,C) by their highest weights ν = ν′1ε
′
1+ · · ·+ν′m−1ε

′
m−1+

ν′′1 ε
′′
1 + · · · + ν′′m−1ε

′′
m−1, ν

′
1 ≥ · · · ≥ ν′m−1, ν

′′
1 ≥ · · · ≥ ν′′m−1, ν

′
i, ν

′′
i ∈ Z. On its

highest weight space, an element h = exp(
√
−1 diag(D(t1), . . . , D(tm−1), 0)) ∈MH

acts by e
√
−1(ν′

1−ν′′
1 )t1 · · · e

√
−1(ν′

m−1−ν′′
m−1)tm−1 .

Now, MG = SO(2)m, MH = SO(2)m−1 and M = {1}. Hence, irreducible

representations of MG and MH are 1-dimensional and dimHomM (ξw̃0 |M , η|M ) =

dimHomM (ξ|M , η|M ) = 1 for all (ξ, η) ∈ M̂G × M̂H . Every ξ ∈ M̂G has the form

ξ(exp(
√
−1 diag(D(t1), . . . , D(tm)))) = e

√
−1ξ1t1 · · · e

√
−1ξmtm

with ξ1, . . . , ξm ∈ Z. Similarly, every η ∈ M̂H has the form

η(exp(
√
−1 diag(D(t1), . . . , D(tm−1), 0))) = e

√
−1η1t1 · · · e

√
−1ηm−1tm−1
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with η1, . . . , ηm−1 ∈ Z. By the above observations, ξ ≃ FG(λ)nG |MG
if and only if

λ′i − λ′′i = ξi (1 ≤ i ≤ m). Further, η ≃ FH(ν)nH |MH
if and only if ν′i − ν′′i = ηi

(1 ≤ i ≤ m− 1). Moreover, we have HomH(FG(λ), FH(ν)) ̸= {0} if and only if

λ′1 ≥ ν′1 ≥ λ′2 ≥ · · · ≥ λ′m−1 ≥ ν′m−1 ≥ |λ′m|
and λ′′1 ≥ ν′′1 ≥ λ′′2 ≥ · · · ≥ λ′′m−1 ≥ ν′′m−1 ≥ |λ′′m|.

We first choose (λ′m, λ
′′
m) ∈ Z × Z with λ′m − λ′′m = ξm. Next we choose

(ν′m−1, ν
′′
m−1) ∈ N×N with ν′m−1 ≥ |λ′m|, ν′′m−1 ≥ |λ′′m| and ν′m−1 − ν′′m−1 = ηm−1.

Iterating this procedure shows the claim.

6.3.5. (G,H) = (SO(p, q + 1), SO(p, q)). Assume that p ≤ q; the case p ≥
q+1 is handled similarly. We further assume that q− p = 2m is even, leaving the

odd case to the reader. We extend aG to the Cartan subalgebra jG = tG⊕ aG with

tG =
{
diag(02p, D(t1), . . . , D(tm), 0) : ti ∈ R

}
⊆ mG.

Let ep+i ∈ t∨G,C (1 ≤ i ≤ m) be the linear functional mapping a matrix as above

to
√
−1ti. Then the root system Σ(gC, jG,C) is of the form{

±ei ± ej : 1 ≤ i < j ≤ p+m
}
∪
{
±ei : 1 ≤ i ≤ p+m

}
and the positive system

Σ+(gC, jG,C) =
{
ei ± ej : 1 ≤ i < j ≤ p+m

}
∪
{
ei : 1 ≤ i ≤ p+m

}
is compatible with the positive system Σ+(g, aG).

We choose the complexification GC = SO(p+ q + 1,C); then jG,C is a Cartan

subalgebra of gC = so(p+q+1,C) and the irreducible finite-dimensional represen-

tations of GC are parametrized by their highest weights λ = λ1e1+· · ·+λp+mep+m,

where λ1 ≥ · · · ≥ λp+m ≥ 0, λi ∈ Z. An element

g = diag((−1)k1 , . . . , (−1)kp , (−1)k1 , . . . , (−1)kp ,1q−p−1) ∈MG

acts on the highest restricted weight space of FG(λ) by (−1)k1λ1+···+kpλp . Fur-

ther, SO(q − p + 1) ⊆ MG acts on the highest restricted weight space by the

representation F SO(q−p+1)(λp+1ep+1 + · · ·+ λp+mep+m).

In the same way we parametrize irreducible finite-dimensional representations

of HC = SO(p + q,C) by their highest weights ν = ν1e1 + · · · + νp+mep+m. An

element h = diag(x1, . . . , xp, x1, . . . , xp,1q−p+1) ∈ MH acts by xν1
1 · · ·xνp

p and

SO(q − p) ⊆MH acts by F SO(q−p)(νp+1ep+1 + · · ·+ νp+mep+m).

Now,MG = O(1)p×SO(q−p+1),MH = O(1)p×SO(q−p) andM = SO(q−p).
An irreducible representation ξ ∈ M̂G is of the form ξ = ξ′ ⊠ ξ′′ with

ξ′(x1, . . . , xp, x1, . . . , xp,1q−p+1) = x
ξ′1
1 · · ·xξ

′
p

p ,
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ξ′1, . . . , ξ
′
p ∈ Z/2Z, and ξ′′ = F SO(q−p+1)(ξ′′1 ep+1 + · · ·+ ξ′′mep+m), ξ′′1 ≥ · · · ≥ ξ′′m ≥

0. Similarly, every η ∈ M̂H has the form η = η′ ⊠ η′′ with

η′(diag(x1, . . . , xp, x1, . . . , xp,1q−p+1)) = x
η′
1

1 · · ·xη
′
p

p ,

η′1, . . . , η
′
p ∈ Z/2Z, and η′′ = F SO(q−p)(η′′1 ep+1+ · · ·+η′′mep+m), η′′1 ≥ · · · ≥ η′′m−1 ≥

|η′′m|.
This implies that we have to put

(λp+1, . . . , λp+m) = (ξ′′1 , . . . , ξ
′′
m) and (νp+1, . . . , νp+m) = (η′′1 , . . . , η

′′
m).

Since w̃0 = diag(−1p,1q+1) commutes with MG, we have ξw̃0 = ξ. This implies

HomM (ξw̃0 |M , η|M ) = HomM (ξ|M , η|M ), and the condition HomM (ξ|M , η|M ) ̸=
{0} is equivalent to the condition HomSO(q−p)(ξ

′′|SO(q−p), η
′′) ̸= {0} which is in

turn equivalent to

ξ′′1 ≥ η′′1 ≥ ξ′′2 ≥ · · · ≥ η′′m−1 ≥ ξ′′m ≥ |η′′m|.

Therefore, the already chosen λi’s and νj ’s satisfy the necessary interlacing condi-

tion for HomH(FG(λ), FH(ν)) ̸= {0}. It remains to show that one can choose the

remaining λi’s and νj ’s such that the interlacing condition holds and additionally

ξ′i = λi + 2Z and η′j = νj + 2Z, which is an easy exercise.

§6.4. Generic multiplicities

Using the intertwining operators between spherical principal series constructed in

Section 3 and the upper multiplicity bounds obtained in Section 4, we prove the

following generic multiplicity formula for general principal series representations

of multiplicity one pairs:

Theorem 6.5. Assume that (G,H) is one of the multiplicity one pairs in (6.1).

Then for all (ξ, η) ∈ M̂G × M̂H and (λ, ν) ∈ a∨G,C × a∨H,C we have the lower

multiplicity bound

dimHomH(πξ,λ|H , τη,ν) ≥ 1 whenever HomM (ξ|M , η|M ) ̸= {0},

and for (λ, ν) ∈ a∨G,C × a∨H,C satisfying the generic condition (4.1) we have

dimHomH(πξ,λ|H , τη,ν) =

{
1 for HomM (ξ|M , η|M ) ̸= {0},
0 for HomM (ξ|M , η|M ) = {0}.

Proof. By Lemma 6.3 we have #(PH\G/PG)open = 1. Hence, it follows from

Theorem 4.1 and Proposition 6.4(1) that

dimHomH(πξ,λ|H , τη,ν) ≤ dimHomM (ξw̃0 |M , η|M ) = dimHomM (ξ|M , η|M ) ≤ 1
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for (λ, ν) ∈ a∨G,C × a∨H,C satisfying (4.1). It therefore suffices to show that for

HomM (ξ|M , η|M ) ̸= {0} we have dimHomH(πξ,λ|H , τη,ν) ≥ 1 for all (λ, ν) ∈ a∨G,C×
a∨H,C.

By Proposition 6.4(2) and Corollary 6.2 there exist (λ0, ν0) ∈ a∨G × a∨H and a

linear map

Φ: HomH(πλ|H , τν) → HomH(πξ,λ+λ0
|H , τη,ν+ν0

),

which is on the level of distribution kernels given by tensoring with a fixed non-

trivial real-analytic section. We apply this map to the holomorphic family of in-

tertwining operators obtained in Theorem 3.3. More precisely, by Theorem 3.3

there exists a family Kλ,ν of distribution kernels of intertwining operators Aλ,ν ∈
HomH(πλ|H , τν), depending holomorphically on (λ, ν) ∈ a∨G,C × a∨H,C, such that

generically suppKλ,ν = G/PG. Then the distribution kernels of Φ(Aλ,ν) de-

pend holomorphically on (λ, ν) ∈ a∨G,C × a∨H,C since they are given by tensor-

ing the holomorphic family Kλ,ν with a fixed smooth section. Further, by Corol-

lary 6.2 they are generically supported on G/PG and hence the holomorphic family

Φ(Aλ,ν) ∈ HomH(πξ,λ+λ0
|H , τη,ν+ν0

) is non-trivial. Now the desired lower multi-

plicity bound follows from Lemma 3.5.

Combining Theorem 6.5 with the multiplicity one statement in Fact II we

immediately obtain the following corollary:

Corollary 6.6. Let (G,H) be one of the pairs in (6.1) and assume that πξ,λ and

τη,ν are irreducible. Then, if HomM (ξ|M , η|M ) ̸= {0}, we have

dimHomH(πξ,λ|H , τη,ν) = 1.

§6.5. The Gross–Prasad conjecture for complex orthogonal groups

In 1992 Gross and Prasad [9] formulated a conjecture about the multiplicities

dimH(π|H , τ) for the reductive pair (G,H) = (SO(n + 1),SO(n)) over local and

global fields. For the field k = C the local conjecture takes the following form:

Conjecture 6.7 ([9, Conj. 11.5]). Let (G,H) = (SO(n+1,C),SO(n,C)) and as-

sume that πξ,λ and τη,ν are irreducible; then dimHomH(πξ,λ|H , τη,ν) = 1.

Using our results from the previous section we can prove this conjecture. It

follows from the following more general statement:

Corollary 6.8. Let (G,H) be one of the pairs in (6.1) and assume that p = q

or p = q + 1 in the case of indefinite unitary or orthogonal groups. Then, if the

representations πξ,λ and τη,ν are irreducible, we have

dimHomH(πξ,λ|H , τη,ν) = 1.
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Proof. In all cases we have M = {1}, so that HomM (ξ|M , η|M ) ̸= {0} for all

ξ ∈ M̂G and η ∈ M̂H . Then the statement follows from Corollary 6.6.

§7. An example: (G,H) = (GL(n + 1,R),GL(n,R))

For the multiplicity one pair (G,H) = (GL(n + 1,R),GL(n,R)), we describe the

meromorphic families of intertwining operators between principal series as con-

structed in Section 6 explicitly. Over p-adic fields such operators were previously

constructed by Murase–Sugano [34] (see also the recent work by Neretin [35] in the

context of finite-dimensional representations) and the formulas for the distribution

kernels turn out to be formally the same in the real case.

§7.1. Distribution kernels

For 1 ≤ p ≤ n+ 1 and 1 ≤ q ≤ n, we define the following polynomial functions on

M((n+ 1)× (n+ 1),R):

Φp(x) = det((xij)1≤i,j≤p), Ψq(x) = det((xij)2≤i≤q+1,1≤j≤q).

With the representative

w̃0 =

 1
...

1


for the longest Weyl group element w0 ∈ W (aG), we then consider the functions

g 7→ Φk(w̃0g),Ψk(w̃0g) on G. For d = diag(d1, . . . , dn+1) ∈ MGAG and n ∈ NG

we have

Φk(w̃0gdn) = d1 · · · dkΦk(w̃0g), Ψk(w̃0gdn) = d1 · · · dkΨk(w̃0g),

and for d = diag(d1, . . . , dn, 1) ∈MHAH and n ∈ NH , additionally,

Φk(w̃0dng) = dn−k+2 · · · dnΦk(w̃0g), Ψk(w̃0dng) = dn−k+1 · · · dnΨk(w̃0g).

We identify M̂G ≃ (Z/2Z)n+1 by mapping ξ = (ξ1, . . . , ξn+1) ∈ (Z/2Z)n+1 to

the character

MG → {±1}, diag(x1, . . . , xn+1) 7→ sgn(x1)
ξ1 · · · sgn(xn+1)

ξn+1 .

Similarly M̂H ≃ (Z/2Z)n. Further, we identify

a∨G,C ≃ Cn+1 by λ 7→ (λ(E1,1), . . . , λ(En+1,n+1)),
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and similarly a∨H,C ≃ Cn. Then for ξ = (ξ1, . . . , ξn+1) ∈ (Z/2Z)n+1 ≃ M̂G, η =

(η1, . . . , ηn) ∈ (Z/2Z)n ≃ M̂H and λ ∈ Cn+1 ≃ a∨G,C, ν ∈ Cn ≃ a∨H,C we put

K(ξ,λ),(η,ν)(g) = Φ1(w̃0g)
s1,δ1 · · ·Φn+1(w̃0g)

sn+1,δn+1

×Ψ1(w̃0g)
t1,ε1 · · ·Ψn(w̃0g)

tn,εn , g ∈ G,

where

si = λi − νn−i+1 − 1
2 (1 ≤ i ≤ n), sn+1 = λn+1 +

n
2 ,

tj = νn−j+1 − λj+1 − 1
2 (1 ≤ j ≤ n)

and

δi = ξi − ηn−i+1 (1 ≤ i ≤ n), δn+1 = ξn+1,

εj = ηn−j+1 − ξj+1 (1 ≤ j ≤ n).

Here we have used the notation

xs,ε = sgn(x)ε|x|s, x ∈ R×, s ∈ C, ε ∈ Z/2Z.

Then K(ξ,λ),(η,ν) satisfies

K(ξ,λ),(η,ν)(m
′a′n′gman) = ξ(m)aλ−ρnG · η(m′)(a′)ν+ρnH ·K(ξ,λ),(η,ν)(g)

for g ∈ G, man ∈ PG, m
′a′n′ ∈ PH . Hence, the functions K(ξ,λ),(η,ν) define a

meromorphic family of intertwining operators A(ξ,λ),(η,ν) : πξ,λ|H → τη,ν by

A(ξ,λ),(η,ν)f(h) =

∫
K

K(ξ,λ),(η,ν)(h
−1k)f(k) dk, h ∈ H.

Remark 7.1. It is easy to see that the functions g 7→ Φk(g),Ψk(g) are matrix

coefficients for the irreducible finite-dimensional representation of GL(n+1,R) on∧k Rn+1.

Appendix A. Finite-dimensional branching rules

for strong Gelfand pairs

We list the explicit branching rules for some small representations of the strong

Gelfand pairs (sl(n+1,C), gl(n,C)) and (so(n+1,C), so(n,C)). The classical bran-
ching rules for these pairs can be found e.g. in [7, Chap. 8].
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Appendix A.1. (sl(n + 1,C), gl(n,C))

We label the Dynkin diagrams of sl(n+ 1,C) and sl(n,C) as usual:

sl(n+ 1,C) :
α1◦ α2◦

αn−1◦ αn◦ ,

sl(n,C) :
β1◦

β2◦
βn−1◦ .

Realize the root system of sl(n + 1,C) as {±(ei − ej) : 1 ≤ i < j ≤ n + 1}
in the vector space V = {x ∈ Rn+1 : x1 + · · · + xn+1 = 0}. To simplify notation,

denote by π(x) the orthogonal projection of x ∈ Rn+1 to V . We choose the simple

roots αi = ei − ei+1 (1 ≤ i ≤ n) for sl(n + 1,C) and the simple roots βi = αi

(i = 1, . . . , n−1) for sl(n,C). Denote byϖ1, . . . , ϖn the corresponding fundamental

weights for sl(n + 1,C) and by ζ1, . . . , ζn−1 the fundamental weights for sl(n,C).
Further put ζn := ϖn; then ζn describes a character of z(gl(n,C)) ≃ C.

Consider the fundamental weight ϖi = π(e1 + · · · + ei). From the classical

branching laws we know that F g(ϖi)|h decomposes into the direct sum of the two

h-representations with highest weights π(e1+ · · ·+ei) and π(e1+ · · ·+ei−1+en+1).

Using

ϖi = ζi +
i
nζn, 1 ≤ i ≤ n− 1,

it follows that, for i = 1,

F sl(n+1,C)(ϖi)|gl(n,C) ≃
(
F sl(n,C)(ζ1)⊠ FC( 1nζn)

)
⊕
(
F sl(n,C)(0)⊠ FC(−ζn)

)
,

for 2 ≤ i ≤ n− 1,

F sl(n+1,C)(ϖi)|gl(n,C) ≃
(
F sl(n,C)(ζi)⊠ FC( i

nζn)
)

⊕
(
F sl(n,C)(ζi−1)⊠ FC(−n−i+1

n ζn)
)

and for i = n,

F sl(n+1,C)(ϖi)|gl(n,C) ≃
(
F sl(n,C)(0)⊠ FC(ζn)

)
⊕
(
F sl(n,C)(ζn−1)⊠ FC(− 1

nζn)
)
.

Now consider the fundamental weight ϖi + ϖn−i+1 = (e1 + · · · + ei) −
(en−i+2+ · · ·+ en+1) (1 ≤ i ≤ n

2 ). From the classical branching laws we know that

F g(ϖi +ϖn−i+1)|h decomposes into the direct sum of the four h-representations

with highest weights

(e1 + · · ·+ ei)− (en−i+1 + · · ·+ en),

(e1 + · · ·+ ei)− (en−i+2 + · · ·+ en+1),

(e1 + · · ·+ ei−1)− (en−i+1 + · · ·+ en) + en+1,

(e1 + · · ·+ ei−1)− (en−i+2 + · · ·+ en),



334 J. Frahm

so that

F sl(n+1,C)(ϖi +ϖn−i+1)|gl(n,C)
≃
(
F sl(n,C)(ζi + ζn−i)⊠ FC(0)

)
⊕
(
F sl(n,C)(ζi + ζn−i+1)⊠ FC(n+1

n ζn)
)

⊕
(
F sl(n,C)(ζi−1 + ζn−i)⊠ FC(−n+1

n ζn)
)

⊕
(
F sl(n,C)(ζi−1 + ζn−i+1)⊠ FC(0)

)
.

Note that for i = n
2 with n = 2m even, the formula still holds and we have

ζi + ζn−i = 2ζm. Similarly one obtains for i = n+1
2 with n = 2m− 1 odd,

F sl(n+1,C)(2ϖm)|gl(n,C) ≃
(
F sl(n,C)(2ζm)⊠ FC(n+1

n ζn)
)

⊕
(
F sl(n,C)(2ζm−1)⊠ FC(−n+1

2 ζn)
)

⊕
(
F sl(n,C)(ζm−1 + ζm)⊠ FC(0)

)
.

Appendix A.2. (so(n + 1,C), so(n,C))

We label the Dynkin diagrams of so(n+ 1,C) and so(n,C) as usual; for n = 2m,

so(n+ 1,C) :
α1
◦

α2
◦

αm−1

◦
αm
◦+3 ,

so(n,C) :
β1◦

β2◦
βm−2◦

βm−1◦

βm,◦

and for n = 2m− 1,

so(n+ 1,C) :
α1◦ α2◦

αm−2◦

αm−1◦

αm,◦

so(n,C) :
β1
◦

β2
◦

βm−2

◦
βm−1

◦+3 .

From the classical branching rules it follows that, for n = 2m even,

F so(n+1,C)(ϖi)|so(n,C) ≃ F so(n,C)(ζi)⊕ F so(n,C)(ζi−1) (1 ≤ i ≤ m− 2),

F so(n+1,C)(ϖm−1)|so(n,C) ≃ F so(n,C)(ζm−1 + ζm)⊕ F so(n,C)(ζm−2),

F so(n+1,C)(ϖm)|so(n,C) ≃ F so(n,C)(ζm)⊕ F so(n,C)(ζm−1),

F so(n+1,C)(2ϖm)|so(n,C) ≃ F so(n,C)(2ζm)⊕ F so(n,C)(2ζm−1)

⊕ F so(n,C)(ζm−1 + ζm),
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and for n = 2m− 1 odd,

F so(n+1,C)(ϖi)|so(n,C) ≃ F so(n,C)(ζi)⊕ F so(n,C)(ζi−1) (1 ≤ i ≤ m− 2),

F so(n+1,C)(ϖm−1)|so(n,C) ≃ F so(n+1,C)(ϖm)|so(n,C) ≃ F so(n,C)(ζm−1),

F so(n+1,C)(ϖm−1 +ϖm)|so(n,C) ≃ F so(n,C)(2ζm−1)⊕ F so(n,C)(ζm−2).
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[39] C. Sabbah, Proximité évanescente. II. Équations fonctionnelles pour plusieurs fonctions
analytiques, Compos. Math. 64 (1987), 213–241. Zbl 0632.32006 MR 916482

[40] K. Sono, Shintani functions on SL(3,R), Int. J. Math. Math. Sci. (2011), Art. ID 842806,
33. Zbl 1239.22013 MR 2861140

[41] B. Sun and C.-B. Zhu, Multiplicity one theorems: The Archimedean case, Ann. of Math.
(2) 175 (2012), 23–44. Zbl 1239.22014 MR 2874638

[42] M. Tsuzuki, Real Shintani functions on U(n, 1), J. Math.Sci. Univ. Tokyo 8 (2001),
609–688. Zbl 1018.11025 MR 1868294

[43] M. Tsuzuki, Real Shintani functions on U(n, 1). II. Computation of zeta integrals,
J. Math. Sci. Univ. Tokyo 8 (2001), 689–719. Zbl 1018.11026 MR 1868297

[44] M. Tsuzuki, Real Shintani functions on U(n, 1). III. Construction of intertwining oper-
ators, J. Math. Sci. Univ. Tokyo 9 (2002), 165–215. Zbl 1037.11035 MR 1889224

[45] N. Wallach and O. Yacobi, A multiplicity formula for tensor products of SL2 modules
and an explicit Sp2n to Sp2n−2×Sp2 branching formula, Symmetry in mathematics and
physics, Contemporary Mathematics 490, American Mathematical Society, Providence,
RI, 2009, pp. 151–155. Zbl 1256.22007 MR 2555975

[46] G. Warner, Harmonic analysis on semi-simple Lie groups. I, Grundlehren der mathe-
matischen Wissenschaften 188, Springer, New York-Heidelberg, 1972. Zbl 0265.22020
MR 0498999

https://doi.org/10.2748/tmj/1178225376
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0863.11035&format=complete
http://www.ams.org/mathscinet-getitem?mr=1387815
https://doi.org/10.1007/s10468-018-9774-8
https://doi.org/10.1007/s10468-018-9774-8
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1400.22014&format=complete
http://www.ams.org/mathscinet-getitem?mr=3855675
http://www.ams.org/mathscinet-getitem?mr=340478
https://doi.org/10.2969/aspm/00410433
https://doi.org/10.2969/aspm/00410433
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0577.17004&format=complete
http://www.ams.org/mathscinet-getitem?mr=0810638
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0622.32012&format=complete
http://www.ams.org/mathscinet-getitem?mr=901394
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0632.32006&format=complete
http://www.ams.org/mathscinet-getitem?mr=916482
https://doi.org/10.1155/2011/842806
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1239.22013&format=complete
http://www.ams.org/mathscinet-getitem?mr=2861140
https://doi.org/10.4007/annals.2012.175.1.2
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1239.22014&format=complete
http://www.ams.org/mathscinet-getitem?mr=2874638
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1018.11025&format=complete
http://www.ams.org/mathscinet-getitem?mr=1868294
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1018.11026&format=complete
http://www.ams.org/mathscinet-getitem?mr=1868297
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1037.11035&format=complete
http://www.ams.org/mathscinet-getitem?mr=1889224
https://doi.org/10.1090/conm/490/09592
https://doi.org/10.1090/conm/490/09592
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1256.22007&format=complete
http://www.ams.org/mathscinet-getitem?mr=2555975
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0265.22020&format=complete
http://www.ams.org/mathscinet-getitem?mr=0498999

	The structure of strongly spherical reductive pairs
	Strongly spherical reductive pairs
	Classification of strongly spherical reductive pairs
	Structure of strongly spherical reductive pairs
	The double coset space P_H\G/P_G
	P_H-orbits in the open Bruhat cell
	Proof of Theorem 1.3

	Spherical matrix coefficients
	Reduction to complex connected groups
	The Cartan–Helgason theorem
	Matrix coefficients
	Finite-dimensional branching

	Lower multiplicity bounds – Construction of symmetry breaking operators
	Principal series representations and symmetry breaking operators
	Lower bounds for multiplicities
	Bernstein–Sato identities and meromorphic extension

	Upper multiplicity bounds – Invariant distributions
	Upper bounds for multiplicities
	Invariant distributions

	Application to Shintani functions
	Shintani functions for real reductive groups
	Lower bounds for dim Sh(lambda,nu)

	Multiplicity one pairs
	The translation principle
	Iwasawa decompositions
	Finite-dimensional branching
	Generic multiplicities
	The Gross–Prasad conjecture for complex orthogonal groups

	An example: (G,H)=(GL(n+1,R),GL(n,R))
	Distribution kernels

	Finite-dimensional branching rulesfor strong Gelfand pairs
	(sl(n+1,C), gl(n,C))
	(so(n+1,C), so(n,C))

	References

