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The convergence condition of a series
appearing in connection problems
and the determination of Stokes’ multipliers

By
Mitsuhiko Konno

In order to seek ‘the solutions in the large’ of ordinary differential
equations with irregular singular point of rank 1, which have the
following reduced forms, i.e.,

,dX _

i (A+tB) X,

we had to solve a two point connection problem between one set of
fundamental solutions in the neighbourhood of regular singular point
t=0, expressed by the convergent series as follows,

X, =36, (m)t”

and another set of fundamental solutions in the sectorial neighbourhood

of irregular singular point {=oo, expressed by the following asymptotic
forms, i.e.,

X)) = ewtmio HY ()t

where the series in the right hand side are the formal solutions.

In the analysis of solving the connection problem, it is important
to investigate the structure of the coefficients G;(m), which satisfy
the following linear difference equations

{ (o;+m—A)G;(m) =BG;(m—1),
(0;— A)G;(0) =0.

Then, in order to solve the above difference equations, we reduced
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the difference equations to the differential eguations
k
=L G-B)} 2D _ (o )i, m)
k

and obtained, using the theory of the differential equations, the general

solutions of the difference equations as follows,
FiQ, m) = H(s)g'(m+s).
s=0

What concerns this method is described in detail in the papers
(1], [21, [3].

In this paper, we will obtain by the very simple method, which
is based on the estimation of the coefficients H*(s) of the formal
solutions, the sufficient condition for the convergence of the series
ilH tHs)gi(m—+s). We will describe it in section 1 and show, using
Ele result of section 1, how to determine Stokes’ multipliers of the two
point connection problem for a system of ordinary differential equations
in section 2.

The aim of this paper is to show the possibility of weakening the
pentagonal condition.

1. Now we investigate the convergence of the series > H*(s)gi(m+s).
s=0

Here, the column vectors H*(s) (k=1,2,---,n) satisfy the following

difference equations

(au—s—AH'(s)=(B—2)H*(s+1)

S { (B—2)H*(0)=0,

where a,, is the k-th diagonal element of the matrix A, and 1, is the
k-th eigenvalue of the diagonal matrix B such that 4;#24, (F#k).

The scalar functions gi(m—+s) (k=1,2,--,n; j=1,2, -, n) are
defined by

AT (g —aw) A1)

2 iC = =
(2 gi(m+s) r(m-+s+op—a;—+1) r(m+s+g)’

where p; is the j-th eigenvalue of the matrix A and f=p;—a,+1. It
is assumed that g—1=p;—a,+ non-positive integers (j=1, 2, :+-, n;
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k=12, ---,n). We define the matrix norm and the vector norm as

follows.
[ All =max é]llafk!,
(o]l =max]|v;,]|.

Then we have the following properties of the norms. Let », w be the
column vectors and A be the matrix.

(i) v=0 if and only if [v]=0.

(ii) Let ¢ be a complex scalar. |cvlj=|c|lv].
(i) v +wl <{{o] + |lw]]

(iv) limv,=0 1if and only if lim|v,]=0
(v) [Av[ <[ Allllv]]

Now we assume that [|A[|[>0 and take an integer N which is larger
than || A]].

We divide the series into two parts.
oo N-1 oo
@) ZH'(s)gim+s)=H'(s)gi(m+s) + 2 H' (s)gi(m+s).

In order to obtain the convergence of the series, we only may prove
the convergence of the second part of the series. We set

( h(s)
Ht(s)=| hé.(s)
L hi:(s)
Then we can rewrite the difference equations (1) in componentwise
as follows.
Aii—Qpp+S  @upeevrrevrrorermonasessenans a_m h;<s> \
@ Qo= Q5 weveeeeeenens a:z,, Bi(s)
@ a:m ............ s, sak :g(s)

A Qo orrosssrsseasscsnannnen .'aun_akk"}_s, \ hﬁ (s>
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— A O \ [ Bi(s+1) (=2 K (s+1)
AZT'{k t h.l2e<5+1> {(&‘h}k%s'l‘l)

0o ° J Pi(s+1) L 0
\ a=a ) \B(s+1) |\ (=2 Bi(s+1)

The k-th component of the vector H*(s), i.e., hi(s) is determined
by
—Shi(s) =@uhi(s) +aphi(s) + -+ + @y Hia(s)

+ Grra hZ+1(5> R oy /79 h::(s),
and if, s=N>||A], we will show that the absolute value of the A-th
component /#;(s) is less than the nmorm [[H*(s)||. For if |Ahi(s)| is
equal to the norm || H*(s)|, we obtain

sIk(s) || aal B |+ + |@usl 1hi1() ]

@G| [ Beaa () | 4o+ @ | 2(S) |

<Uaul + o+ @l + |G|+ + ]a,,,,|)HH”(s) [
<A HZ* = Al | (s 1,

but this inequality contradicts the assumption s=N>>|A|. Next we

estimate the j-th component of the column vector H*(s+1).
— U= Wh(s+1) =auhi(s) +aphi(s) +--
+ (@j;— @y +S)Hi(s) + - +a; hi(s)

(=21 1B (s+ 1) [ Zlau | [ hi(s) |+
+{la;| + au] +sHB(S) |+ +as] [ h(s) ]|

<max | () | {|a@u] +-+ @] + |au] +s}
<IH* Al + | au] +s}.
Here we set
[A_lk!:nlinllJ—xkl>0 (j:192? "',”),
az“A”"’_lakkf-
Then we obtain

s+ D) | ST I H @l (s a), (G,
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Whence, if s=N, we can estimate the norm [|[H*(s+1)| by the
norm [[H*(s)|| as follows.

@ [ s+ DS IH Ol +a), sz,

So, by using the formula (4), we obtain
(5) ;[Hk(wN);[g”_ﬁ"_—(%ZlcﬁN)<a+N+1)---<a+N+s—1)

_ HN)| r(s+a+N)
[A—2.]* 'la+N) °

Now we estimate the second part of the series (3), using the above
estimation (5).

®)  ISH (g m+|<SIHS 1 £5(m+5)]

=S H(s+N)||Igi(m+N+9)|
S HHMD| (s + Na) |2l |r(g=1)|
== |2—=41* ra+N) |'(s+m+N+p)|

— ”H”(N)]HT’(B——].)[ 12 im+Ni( [ 2| )s r(s+N+aw)
r'(a+N) e S\l ) IrG+m+N+B) |

The radius of convergence of the last series is equal to one, con-
A
A—‘Ab

oo

So, in order to obtain the convergent series > H*(s)gi(m+s), it

s=0
A <1, and this condition is again the pentagonal
4

sidering that the series is the power series of

is sufficient that

condition, i.e.,
2l <lZi—al (F#F).

The above proof is a different and simple proof of the proposition
3.3 in the paper [1], and the lemma 4.4 in the paper [2].

Now we investigate the last series of (6) in detail and can expect

the convergence of the series on the circle of convergence I /Ilk/l =1.
A
h [ r(s+a+N) l A
We set #u,=|-" . Then when =1,
A= |T(s+m+N+p)| =2
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umzl 2 s+a+N l
U, A=l s+m+-N+p

_ _a—B—m Re(a—p—m) <i>
‘ s*mn—N B =1+ S +0 s/’

Hence, in order to make the series converge absolutely, it is sufficient
that Re(a—pB—m)<<—1. From the condition

Re(a—p—m) =Re{[| Al + |au| — (o;—au+1) —m}<<—1,

we obtain m>|A||—Rep;+ |a,! +Rea,,.

The right hand side of the above inequality is non-negative, since
lAl=]0;/|=Rep;.

Now we chocse the smallest integer m,>0 such that

) mo=>max {|| Al —Rep;+ |@u| +Reay;.

Hence we obtain the following Theorem 1.

Theorem 1. If [2,|<<I—X] (j#k), the series

Fim) =S H'()gh(m+$) (j=1,2,,n; k=1,2,,n)

are absolutely and wuniformly convergent for all integers m and
satisfy the following difference equations
(8 (pj+m—A)Fi(m)=BFi(m—1).

Ir ]zk}_g_lz—xklznjl;?uj—xk!, only for m=m,>0,
the series F’}(m)=§H”(s)g’}(m+s) are absolutely convergent and
satisfy the above di;:;;rence equations (8).

2. In this section, using the above result, we solve the two point con-

nection prcblem for a system of ordinary differential equations

dX
) td_t—<A+tB>X

under the following assumptions.

(I) For the sake of simplicity, we assume that the matrix A has
no congurent eigenvalues, i.e.,
—oFintegers (j=1,2,---,n; k=1,2,+--,n)
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(I1)  p;i— au>xnon-positive integers (j=1,2,-,n; k=1,2,-,n)
where a,, are the diagonal elements of the matrix A.
(III) The matrix B is a diagonal matrix;
BzdiagOh, lz, Tt xn)‘
The eigenvalues 2,(k=1, 2, ---, n) satisfy the following condition;
0<<iA|<Z|i2—2,0=min|3—2,1.
J#k
This condition is weeker one than the pentagonal condition,
because for some k and j, the equality may hold.

The differential equations (9) have one set of fundamental solutions
which are expressed in a neighbourhood of the origin by the convergent

power series as follows

(10) X, =13 G,mt (j=1,2, ),

m=

Here, the coefficients G;(m) satisfy the following difference equations

{(p,-+m—A>G,~<M> =BG;(m—1)

11
( ) (01—A)Gj(0> =0.

Theorem 2. We can determine the Stokes’ multipliers T
(j=1,2,-,m; k=1,2,---,n) by solving the linear equations;
Gi(m) = TiFi(me)  (j=1,2,-+,m)

and after that, we can also determine F:(m) for 0<m<m,—1 by
solving the following linear equations one after another.

Gy(m) =S TiF5(m)  (j=1,2,+,m) (0=<m=<mo—1).

Then the coefficients G;,(m) which satisfy the difference equations
(11) are expressed by

12)  Gm=XTIFm) (j=1,2n) (m=0).

Proof. It is easy to prove that the set of {F‘(m): k=1,2,
-,m} (7=1,2, .-+, n) constitutes an independent set of solutions of the
difference equations (11) for m==m, and that because of the assump-
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tions (I) and (II), the matrix {G,(m), G.(m), ---, G,(m)} is non-
singular.

Hence, the matrix of the Stokes’ multipliers {7T%: j=1,2, .-+, n;
k=1,2,-,n)} is non-singular. So the theorem holds evidently.

Now, before we give the asymptotic forms of the solutions X;(Z)

in the sectorial neighbourhood of the infinity, we will give some

lemmas needed later.

Lemma 1. (E. M. Wright) If o(w) is holomorphic and bounded
in the vight half-plane

Rew=h'">0
and
3
h >7 Re B,

then we have

oo

’
(p\;/”’) m__ z 51— n!

2" =0(ez"®) +0(z

m=[h']+1f<m—{—ﬁ> ( ) < >

as z tends to infinity in the sector
- 3

larg z| << 5

Here [ ] denotes Gauss’ symbol.

Lemma 2. We define h, by

13) hozmax{o,%—}—Re(akk—w,—); j=1,2, -, m; k=1,2, ,n}

and ¢ .(w, wy: s) as follows.

gi(wy+o) {g§<W+S> _gilw+s—1) }
gi(w+a) lgi(we+s) gi(we+s—1)

where wo=m, is an integer such that

qo(w, wy: s) =

woza—]:i +maxlp,-—a,,,,l] .
4 ik
Then the series

b o (W, wy) = 24_515,.1(14), We: S)
s=a
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are absolutely convergent and uniformly bounded in the right half-
plane
(14) Rew=o+"A, .
Proof. For p—w,, we have the following estimates
lw+p+p;—au| =Re(w+p+p0,—au)

ga+p+ho+Re(p,--a,,,,)za+p+%
iwoﬂ'“]j'?—ﬂi"—d»!g{wo-i‘m + 05— aul

ga+p—[§+maxlp,-—akli+ [pi—akk!gd_!_p_{_l
4 .k 4

Then, for s=s+1, we can estimate the absolute values of g} ,(w, w,: S)
as follows.

@, (w, wy: §)

_I'(w+o+p—au+1)I(Wo+S+p— @) {_1+wo+s+p,-—a,,k}
I'(wyto+p—au+1)I(W+S+p;— Q) W+S+p0;—ay

lg} o (w, w;: s) |

< (wo+s—1+p—au) - (Weto+1+p—ay)
Tl w+s—1+p—ay) - (wte+1+p0—au)

{1+ {w0+s+ai_a'ak[}
[w—+s+0;—aul

1

ro3) oo T)lars 3)y sor
—<s+a+%>(S+a~%~)---<20+%>{ }

3
S —
+o+ 5

F<S+d+l—>r<20‘+£> 5

_ 4 2/l 4
( i) (z +5) tot S
FS—I—a—I—Z I'\ 20 Y S+o o>
F<s+a+l>1“<2¢1+i>

<e T

Hence, we have

1940 (w, w) | < 33 |2} (0, w0z ) <23

S="+11“<s—I—a—i——S—)F(Za—i—i>
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Since the series of the right hand side is convergent, the series.
Q! . (w, w,) are absolutely convergent and uniformly bounded in the

right half-plane (14).

Lemma 3. For a positive integer o, we can define the functions
P} (w) (j=1,2,---,n) of a complex variable w by

Pl (w) = s 33 HH(S)giw+5)

and Pf.(w) arve holomorphic and bounded in the right half-plane
Rewzo‘_’_ho.

Proof. When w, is a positive integer and w,=>m1,, we proved in
the theorem 1 that the series > H*(s)gi(w,+s) are convergent and
s=0

obtained the following estimation

” g H”(s)g’;Q/Uo—’—S) ;[§5§+1}|Hk<s>g?(wo+$> H

IHk<0'+1>HT(B 1>H|wu+q+1z{ | 2. }’ rs+e+l+a) _
= Ir'a+o+1) [2—2] ) |[T(s+we+o+1+3)|

Then, for an arbitrary positive integer p=¢+1, we obtain
[ H*(s)gi(wo+s) || <M.
s=p

Now, applying formally Abel’s transformation to P},(w), we have

: — 1 Ry gi(wo+o)gh(w+s)
Pio(w) Zi(wo+0) 5o+ fg (5)g3(wnts) gi(w+o)gi(wo+Ss)

_ 1 5 %
- g§<wo+6>sza+1]{ (s>g1\w0+s> 2 QJ o‘(w Wy P)

1 s
i g/<wo+o‘>s o H () gi(wo+s)

mﬁz [0 (20, 00 P)(Z “()gi(wo+5))]

NRE S > H’*(S)g,<wo+3>

&;(wota)on

Here, we have
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3 gk, w9 (S HA (g} +-9)]]

<5 (128w we: 9) [| SH ()8 (wi+)])

o o F<s+a+—1~>lﬂ<2ﬁ—i)
SM S 1gh.(w, wo: p) | <2M 5 3 20
F<S+U+E>F<ZG+Z>

Therefore, the validity of Abel’s transformation was guaranteed and
we proved the absolute convergence of P;,(w) and also showed the
uniform boundedness of P},(w) in the right half-plane Rew==s-+ k,.

Lemma 4. We take a sufficiently large positive integer m,
such that m,=2s and put h=[h) +1. Then we have

i‘. gim+my+o) Pl (m+m)t"

m=0

= O(eM e me) 4 Q) — S gt (amy + 65— 1) Pl o (ms— D)1
l=1

in the sector
(15) jarg x,,t{g%n.
Proof.

oo

Og’;(m +my+o0) P} (m+m)t"

ms=

o—h

= igf(m +my) P} (m+my—a)t" " — > g5 (my+o—1) Pl (m— Dt~
=1

m=h

o k _
AT (o a)S) L M)

X.t\m
mer (M~ My +p;— A+ 1) (&2)

o—h

— I_Zlgﬁ(m1+a—l) P} (m,— Dt

If Rew=h,, we have Re(w+my,—s)=s+h,.

Hence, from the lemma 3, it results that each component of
P} . (w+m,—o) is holomorphic and uniformly bounded in Rew=#k,.

Since we also have %—Re(m1+p,-—akk+1)<ho——m1—1<ho, we can
apply E. M. Wright’s lemma to the first term of the right hand side

of the above equality and we obtain
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- = Pk <m+m1—-o‘> m
my o R 7,0 A t
Ak t r(ﬂ] akk>m2=h F(m_b_ml_!‘_ﬂj*au%_l) ( k )
:t—a{0<ez\.ttakk—i)]—ml) + O(tho>}
as ¢ tends to infinity in the sector |arg Zkﬂg%n.

Here we define the domain 9), as follows

‘@,,z{t: || =t,>0, Iarg/h.tig%r—v}

— {z‘: Ret>—1t,, larg/l,,t]>n},

where » is an arbitrary small positive number and £, is a fixed positive
number. (see the lemma 2.1 in the paper [2]).

Lemma 5. For t in the domain 9., we have

i‘,gf-(m—l—mﬁrs)t'"
m=0
o-h
=gt — 3 gi(s— DT+ 0T
I=—m;+1
Proof.
:jog’}(m +my+s)t”

o my—~1
=™ [Zogf-(m +s)tm— Zogf(m +5)t"]
oc—-h my—1
=tm{aptie penti =31 gi(s— D+ O(#) — X gi(m+-5)t7}
=1 m=0

o—h
= 0k Pj ghet fanipjmsm . ST gf(s — D™ 4 Qg met),
1

I==m+

In the above calculation, we used the asymptotic forms of the

series >\ g4(m+s)t" which are the solutions of the fundamental equ-

m=0
ations. The method by which we derived the asymptotic forms of
these series is described in detail in the papers [1] (Proposition 2.5),
[2] (Lemma 2.2)

Lemma 6. For t in the domain 9D,, we have

o

Fi(m,+m)t"
0

m=

= JakPj gt farRjmmy {%H” ()t+ O(t'“)}
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o—h+m;

—gFf-(ma—l)t” P (ZH’?<5>g1(s+ml—l))t*+O(t*—a)

Proof. We divide the above power series into two parts and
apply the lemma 3, and the lemma 4.

Fi(my-+m)tr
— S H () giim+ mit-$) + &4 (m+mu-+0) Plo(m-m)] £

:%Hk(s) (%g?(mﬂwﬁs)t'") + ig?(er my+6) P;E(m+my) it

— :v_l Hle (S) {A:""—pf e)\,,t ta“—-Pj-—ml-—s 2 gk<s _ l) t—ml-l
s=0

I=—m+

+ O(t ™)} + O(erv gem®rmo)
o—h
—2gi(mi+0—1) P (m— Dt + O(#'™)

= 25 g goney o (33 HH () + O )

s=0

_ {aihg§<m1+d—l)Pijg<ml—l)t—l
+’—§ +1<§-§:g’(S DH*(s)t " + 0 ™).

Here we have

Egl(ﬂ%-f-d DP;(m—DE" + E (Zg,(s DH*(s))t

I=—my+

=§g5<ml+a—Z>Pﬁ,<ml—z)r'+ ST S gl m—D HN ()t

=1

-—EF”(ml—l)t”+ 2 (2 H*(s)gi(s+m,—D)t".

l=¢—h+1 s=0

Hence we obtain the lemma 5.
Now we will show the asymptotic forms of the convergent solutions

of the differential equations (9).
Theorem 3. For t in the domain .@zﬁa@k, we have for j=1,
E=1
2, m,

X,(O) =S Tiam et (S HH ()4 + O}

my—c+h— —a+h—

3 TS Rt S ST g4+ )

+ O™t
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In particular, if there is at least one index k, for which Re(At) is
non-negative in the domain 9, then we obtain

X, ()= zmaw—ﬂ o tw{%H%s) £ O(t))

(]:1) 27 R ﬂ).
Proof. Using the theorem 2, we decompose the convergent solu-

tions as follows.

X, =15 Gy(m)t = Z TS Fi(m)t*s)

m=0 m=

=3 T2 F”<m>t"'+ﬂz + SIF(mt m) ).

m=0

Here we apply the lemma 5 to the second part of the right hand side,

and we have
X;(t) = Z T (25w M t”“{Z H*(s)t+ O0(t)}

my—1

+ S Fimy s S = Dt

m=0

=S (S H ()8} (s ma— D)L+ Ot )

l=c—h+1 s=0

= ST AR g e {3 H ()t +0 (6}
k=1 s=0

2 S T Rmwen S T H ) giim )

0 <tml+Pj-+lr~g-> .
When the matrix A has any congruent eigenvalues, the same results
will be obtained.
The auther would like to express his sincere thanks to Professor
M. Hukuhara for his kind guidance and warm encouragement.
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