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Existence and Equivalence Theorems
of Automorphic Systems

By

Kazushige UENo

Introduction

Systems of differential equations which admit pseudo-groups are
seemed to be interesting to us.

Roughly speaking, a system of differential equations (4) is said to
admit a pseudo-group I if, for each solution s of (A), ¢os is also a
solution of (4) for any ¢el.

For the study of such systems, it is fundamental to investigate I-
automorphic systems. For a pseudo-group I, a system of differential
equations admitting I’ is called a I'-automorphic system if any solution
of the system is of the form ¢eos, ¢ €', where s is a particular solution.

For these systems of differential equations, we shall pose the follow-
ing two problems: (1) How generally are there I'-automorphic systems?
(2) What are necessary and sufficient conditions in order that I-auto-
morphic systems (4); and (A4), are isomorphic?

The purpose of this paper is to give some answers to the problems
(1) and (2) for complete pseudo-groups.

As to the problem (1), it is the conclusion that, under certain regu-
larity and completeness conditions for a pseudo-group I' on a manifold
Q, there exists a I'-automorphic system for any local submersion s of a
manifold N to Q such that s is a particular solution of the system
(Theorem 6.1).

As to the problem (2), we can give a necessary and sufficient condi-
tion for I'-automorphic systems whose solutions are local submersions of
N to Q (Theorem 7.1).
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The problem (2) is a special case of equivalence problems of differ-
ential equations which appear naturally, when we consider integration
problems according to Lie’s integration program. Lie’s program is not
stated explicitly anywhere in his papers. But we can perceive it enough
through his works. This paper is strongly affected by his thought.

In §1, we state some properties of differential invariants of pseudo-
groups.

In §2, we study about the existence of I'-automorphic systems for
complete pseudo-groups.

In §3, we state a necessary and sufficient condition for two auto-
morphic systems to be isomorphic.

In §4, we give an interpretation of completeness of pseudo-groups.

In §5, we give such examples of I'-automorphic systems that they
are isomorphic. In Example 1, I' is of finite type and in Example 2,
I is of infinite type.

§1. Differential Invariants

1. Throughout this paper, we assume the differentiability of class
Ce. Let Q be a manifold and let o denote the sheaf of germs of all
local vector fields on Q. We set «y(z2)={XeZ(2)|X,=0 where X,
is the value of X at z.} and, for k=0, we set &, ,(z2)={Xe L (2)
JEPY(X)=0} where j¥*1(X) is the (k+1)-jet of X at z. We set A(z)
=lim &(z)/,(z). Then there exists a natural homomorphism F, of
.saik(_;so to A(z). Let ¥ be a weak Lie algebra sheaf on Q (as for its
definition, refer to [4]) and we set Z(z)=ZL(z)N L (z). Then L(z)
=k1_i£3 ZL(2)] L (z) is a Lie subalgebra of A(z).

Definition 1.1. A weak Lie algebra sheaf % is said to be regular
if dim %Z(z)/%+1(z) depends only on k, which we denote by d(%)
(k=-1,0,...) where Z_,(2)=2(2).

Definition 1.2. A weak Lie algebra sheaf % is called a Lie algebra
sheaf if it satisfies the following property;

(¥) For a vector field X on an open set UcQ and any point
zeU, if F(X(z))eL(z) where X(z) is the germ of X at z, then X is
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a local cross-section of Z.

We denote by JYN, Q) the space of I-jets of local maps of N to
Q and, if dimN>=dimQ, we denote by JYN, Q) the space of I-jets of
local maps of N to Q which are of maximal rank. Then J{(N, Q) is
open in JYN, Q). For any peJN, Q), we denote by o(p) (resp. f(p))
the source of p (resp. the target of p). Then we can regard o or f
as the projection of JYN, Q) onto N or Q respectively.

Let X be any local cross-section of a weak Lie algebra sheaf &
and let ¢, be the local 1-parameter group of local transformations gener-
ated by X. We assume that X is defined on U. For any pef~1(U)
cJXN, Q), we have a map s: NoV,,,—Q such that p=jl,(s). We set
d(P)=jLp)(des). Then ¢V is a local I-parameter group of local trans-
formations and induces a local vector field X(® defined on B~1(U).
Here we set JON,Q)=NxQ. We set ZO(p)={XD(p)|X is a local
cross-section defined on a neighbourhood of p(p)}. Then, if dimNZ=
dim Q, we have

Lemma 1.1. For [20, W= ]IU LW(p) is a regular weak
- eJI(N,0)
Lie algebra sheaf on JYN, Q) ifp,? is a regular weak Lie algebra

sheaf on Q.

Proof. It is easy to see that #( is a sheaf with Lie algebra struc-
ture. We shall show that 2@ is regular. Let p=jL(f)eJYN, Q).
Since f is of maximal rank, it is clear that the map ¢: Z(8(p))— 2V (p)
with ¢®M(X(B(p)))=XW(p) is a Lie algebra isomorphism. Moreover (¥
satisfies c(Z,,,(B(p) =2 (p) (h=—1,0,1,2,...) where £P(p)=2D(p).
This implies that dim 2V(p)/2P(P)= 3 dy(2) and dim L) L0 ,(p)
=d; (&) (h=0, 1,...). This implies ’{B:ul 2® s regular on JYN, Q)
if & is regular.

2. Let % be a weak Lie algebra sheaf on Q.

Definition 2.1. Let ¢ be a function defined locally at ji(f)eJYN,
Q). ¢ is called a differential invariant of % at ji(f), if, for any local
cross-section X of & at f(x)eQ, we have X -¢p=0.

We assume that % is regular and dimN2=dimQ. We set D{P
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=2W(p)LP(p), pe J(N, Q). Then by Lemma 1.1, the assignment
JYN, Q)2 p—»>D{P gives an involutive distribution on JYN, Q) which we
denote by D® (1=0). Here we also set JO(N, Q)=N x Q.

Definition 2.2. A fundamental system of first integrals of D at
peJYN, Q) is called a fundamental system of differential invariants of
Z at p.

Note that any first integral of DY at peJYN, Q) is a differential
invariant of % at p.

Let f be a local map of No>U onto V=@ of maximal rank. We
denote by {xi,..., x,} (resp. {zy,..., z,}) a coordinate system on U (resp.
V) and by {(x(1<i<n), (1< j<q), ph,.;, 1 SAZq, 1Sjpres ju Sy 15K
<D} a coordinate system on a neighbourhood U'=(p})~1(U x V)<JXN,
Q) of jL(f) where pl, >k, is the projection of JY(N, Q) onto J¥N, Q).

For a function ¢ on an open subset WcU!, we set 6§¢=%%+

i

Zp, ¢ 6(;5 . Then 0f{¢ is a function defined

on (p%“) 1(W) We also set 6“ =0f o0, _,o---o0f,. The operation of

Pga.ik lk—1

possesses the following properties.
Lemma 2.1. For any 1<i<n and 1=1, we have 0¥(pl_)*=(pi*1)*o}.

Proof. Let y be any function defined on a neighbourhood of pe
U1, Then we have

0i(pi-1)*y=0i(y°pi-1)

a(y pi-1) +sz a(}’apl 1)

0x;

O(yeopi- 1)

+ Ao
; pjl..._[ll. aP“ i

J1seesdi

On the other hand we have

(plH1)*aty = (pi+1)* { +Zp} (?ay + .

Oy
+ 2 p i }
7 Jiedi-1 apll et

Jtsendi-1
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Now we have clearly

0(yopi-_1) = (plt1)* Oy 2 O(yopi-1) =(p{“)*p’-1ﬂ—

x; ox; P oz, $ 0z,
(yepi—y) 1+ 1Y% A ay
o Phgent 2= ppeyepr O
JieJi-1iTg fl Jir-1 : St ”ap?l---jl“l

and a()“’ﬂz 1) =0.
0P} 1...ju

These imply that we get
0i(pi- )" =(pi*1)*of .

Lemma 2.2. Let y be any function defined on a neighbourhood
of peU' and let ¢ be any local diffeomorphism of Q=>U' to a neigh-
bourhood Uy, of B(p). Then we have (p'+1)*0fy=0f((dp1)*y).

Proof. We have

6()’6"205(’)) Z /d,(l)) azu(d’ )+ z 6)) (p) PP ) ap1(¢(l))
N Y

J

dy o) 6171 ,(¢ D)
ot z.lap““ (@0 =2,

and

6();;4)(-1)) Z“@l (6D) 6z,,(qb )+ o ay (¢(,)) 5p‘}§¢(’))

Jk ] 6ij---.ik

+- +Za i () PO,

Jl Ji le JK

Therefore we get

13

01(yep) = L8 5y 000 )

a(yod)(l))
teet X Pheugr
2 Pjii apfl,..jr

J 15 dn



466 KAzusHiGE UENO

_ 0(yop®) 0z,(¢pV)
= 202050 + 3 (3 pr 20

i 0z,(¢") Y 0
+ee ; . Pii.iii ., )5‘ (™)
Jiseess Ji

otk X <Zp4 ap‘;‘;...j,(ﬁb(l))
it ‘ 9z;

P, (¢ ")

+eeet Z plx Jui ap
J1ed1

Jl:---x.ll

X

("),

dy
ap';

J1edt

and

A(yodpt1)y a(y dM) a;; (¢(,+1))___g_;;n(d)(,)),

E]
0x; Xx;

, 90+ =520 —(9),
apll Ji apll J1

PP D)= Z . 5zu(¢( )

0zu(6D) .
oot ; pr Jii ap“ i ’

(pUH+D) =3 pi. p,...(¢1)
A ! az;_

n
.pjl...jli

0.1 (9D)

+'”+Epj-1,]”' ap.jl, ;
1eeaJ1

This implies 0f((¢P)*y)=(pC+)*o¥y.
The following Lemma is the infinitesimal form of Lemma 2.2.

Lemma 2.3. XHD-9fy=0%XMV-y) for any local function y at
peJYN, Q) and any local vector field X at B(p).

The immediate consequence of Lemma 2.3 is
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Lemma 2.4. Let % be a regular weak Lie algebra sheaf on Q
and let y be any differential invariant of % at p'=jL(f)eJ N, Q).
Then oty is also a differential invariant of & at p'*1=jL1(f).

§2. Automorphic Systems of Submersion Type

3. Let I' be a pseudo-group on Q (as for the definition of ‘‘pseudo-
groups”, refer to [4]). Except for the following two definitions, we
assume that dim N =dim Q.

Definition 3.1. Let (4) bc a differential equation given on a neigh-
bourhood V* of peJXN, Q). (A) is said to be I'-automorphic if the
following conditions are satisfied:

(1) There exists a solution.

(2) For any solution s: U—Q and any element ¢: W,—»W,cp(V¥)
in I, if s(U)c W, ¢os is also a solution.

(3) For any two solutions s;: U;—»Q (i=1, 2), U;3a(p), there exists
an element ¢eI’ such that s,=¢os; on a neighbourhood U<U,nU,
of a(p).

Definition 3.2. Let (BY) be a differential equation on VK cJM
(N, Q) (i=1,2). (B') is said to be isomorphic to (B2?) if there exists
a diffeomorphism  of B(V*') onto B(V**) such that s is a solution of
(B!) if and only if os is a solution of (B2).

4. First of all, in this article, we shall state Kuranishi’s prolongation
theorem.

Theorem (Kuranishi). Let (M, M', ) be a fibred manifold and let
¢! be a differential equation of order 1 on (M, M', w), =1, We
assume the following:

(i) There exists a local cross-section sy, of (M, M', w) at xo€M’
such that sq is a solution of ¢' for any 1=1,.

(i) @"1>p(@") on a neighbourhood of X'=jL (f) where X' is an
ordinary integral point of ®' for any 121, and p(®') is the standard
prolongation of &',
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(iii) For a suitable open neighbourhood U of X', (I®'on U, a(U), @)
is a fibred manifold, where I®* is the set of integral points of ®F.

@iv) (Jo"iny,Id'nv’, p'*1) is a fibred manifold for a suitable
open neighbourhood ¥ (resp. ¥"') of X1 (resp. X') for any 1Z=I,.
Then there exists an integer 1 such that &' and p(®') are equal in
a neighbourhood of X'*!' and such that ®' is involutive at X' for any
I=1,.

As for the proof of this theorem, refer to [1].

Lemma 4.1. Let & be a regular weak Lie algebra sheaf on Q
and let {(B)}i>; be a sequence of differential equations satisfying the
following conditions:

(1) (B) is generated by functions y%—Ak(1<j<m,) at p*=jk (s)
e JKN, Q) where {y&ime, is a fundamental system of differential invari-
ants of % at p* and {Jk"x, is a family of functions locally defined
at xgeN.

(2) s is a solution of (B), for any k=1.

Then there exists an integer 1, such that f is a solution of (B), if

and only if it is a solution of (B), for any 1=1,.

Proof. We shall show that there exists an integer [, such that (B),,,
and p(B), are equal in a neighbourhood of p! and (B), is involutive at
p* for any I=1,. For any [, {x;}"_, are considered as differential invari-
ants of % at p'. We may assume that {x,..., X, yi,..., Y-} 1s a
fundamental system of differential invariants of % at p'. Then y}
=AM, yh—n—AL,—, are linearly independent and I(B), is the set of
points satisfying y;—At=0(1=<j<m;—n). This implies that p' is an
ordinary integral point of (B), [=1. For any differential invariant
y=l of & at pi-1, 9fy'~! is a differential invariant of % at p' by Lem-
ma 2.4. Therefore we get 0fy'~!=¢l"1(y4,..., y},) for a suitable function
ei~1, Let y=1—2! be a function in (B),-; where A""! (resp. y'™1)
is a function locally defined at x, (resp. a differential invariant of at
p).  We have 0Of(y'"!'—A")=0fy""t —0i A =0 (ph,.. Y — 0T
and OfAI(x)=0l"1(pY,..., yL)(Gi(s)). On the other hand, we have
clearly @ 1(y4,...0 YEIUUS) =014 (%),..., AL, (x)). Therefore we get
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ML=l (A, Ay),  that ds, OF(pTTT—AT1)= wl“(yl, o Ym)— 01!
(A4,..., AL,). Therefore we get easily of(y'~'—A" ‘)— Z g (ys—=2ah).
Since (B), is an ideal as a sheaf, this implies that (B), contams p(B),—1-
Since s: U—-»Q is a solution of (B), for any k=1, if we set #=a"}(U)
<JXN, Q), I(B), N %, «(%), o) is a fibred manifold. We set s(k)={jk(s)]
xeU}. Then s(k) is a submanifold of JXN, Q) and, since xi,..., X,
are differential invariants of 2, T,(s(k))n DX =0, pes(k), where D® is
the involutive distribution on J(N, Q) induced from . Let Jk the
maximal integral manifold of D™ through pes(k). We see that there
exists a neighbourhood ¥ of p* such that #kn vk="skn vk if (FEnv'k)
nN(CsEny*¥)#p. Since T(s(k))nDF =0, U £Ln ¥ is a manifold with
dim U Jkn7*k=n+dimD®. On the otshlgr hand, {xi,..., X, V%,...
Ve p:}f(kl)s a fundamental system of first integrals of D®) at p* and I(B),
is the set of points satisfying y% —A%=0,..., yk, _,—Ak _ =0. Therefore
we have U J"HV"CI(B)L and dim I(B),=n+dim D®. This implies
that we hgse/g u Janfk—I(B)k vk, It is easy to see that, for a
suitable nelghbourhood v (resp. ¥"') of p'*! (resp. pb), U(B)+: N ¥,
I(B),n¥"', pi*1) is a fibred manifold. Therefore, by Kuranishi’s theorem,
there exists an integer [, such that (B),,; and p(B), are equal in a
neighbourhood of p' and (B), is involutive at p' for any I=I,. This
implies that f is a solution of (B),, if and only if it is a solution of

(B), for any I1=1,. This completes the proof of Lemma 4.1.

Note that the integer [, is independent of the choice of a funda-
mental system of differential invariants { yi}m., of % at p'.

Definition 4.1. Let I, be the minimum integer such that f is a
solution of (B);, if and only if f is a solution of (B), for any I1=1,.1,
is called the order of £ at (x, $).

5. Let I' be a pseudo-group on Q and let &£, be the maximal
subsheaf of . such that each stalk of #, is a Lie subalgebra of the
corresponding stalk of & and such that the pseudo-group £(%,) gener-
ated by % is contained in TI.

Definition 5.1. Let I' be a pseudo-group on Q such that %, is a
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regular Lie algebra sheaf. A neighbourhood V* of jk(f)eJ*(N, Q) is
called a I'-neighbourhood if there is a fundamental system of differential
invariants {y;}7, of %, such that each y; is defined on V%,

Let f be a local diffeomorphism of @ such that f(x)=z.

Definition 5.2. A pseudo-group I' on Q is said to be complete at
(z, f) if the following conditions are satisfied:

(1) #, is a regular Lie algebra sheaf.

(2) Let ¢ be a local diffeomorphism of Q such that, for any
integer k=0, ¢(¥) maps an open subset W¥sjk (f") of a I'-neighbourhood
Vk of j&f) into V*. Then a restriction ‘¢ of ¢ to a neighbourhood of
f'(x") is in I' if and only if (¢®)*yk=yk on a neighbourhood 'W* of
j&(f") for any integer k=0 and a fundamental system of differential
invariants { y%}mk; of % on V&,

Lemma 5.1. Let ji(p)eJYN, Q). Let ¢ be a local diffeomorphism
of Q such that ¢ maps an open subset W'sjL(p") of a I'-neighbour-
hood V' of ji(p) into V' for any integer 1=0. We assume that T is a
pseudo-group on Q which is complete at (p(x), 1) where 1 is the identity
of Q. Then '¢el if and only if (¢P)*nk=n' on 'W' for any integer
120 and a fundamental system of differential invariants {n}’L, of
& on V. (The notations '¢ and 'W' are used like those of Definition
5.2)

Proof. Since p is a local map of maximal rank, there exist a
neighbourhood #° of xe N and a neighbourhood # of p(x)eQ such
that (NN ¥, Qn%, p) is a fibred manifold. Let ¢ be a local cross-
section of (NN#", Qn#, p). Then ¢ induces a local map p' of JYN,
Q) to JYQ, Q) such that, for a sufficiently small neighbourhood #'! of
jYp) and a sufficiently small neighbourhood #' of jb(.)(poc)=jbx)(D),
(JUN, Qn#, J(Q, Q)na#', p') is a fibred manifold. We denote by
Y (resp. y§’) the prolongation of el to JYN, Q) (resp. JHQ, Q)).
We shall show that we have ploy/{P=yPopl. Let ji(g)eJYN, Q)nwL
Then we have ployP(ji(9))=p'(ji(¥°9))=J)x)Yogos). On the other
hand, we have Y§Pep!(L(e)=YP(jbe(g°0)= b Woger). Therefore we
get ployP=yPop!. Now let {y},...,y%,} be a fundamental system of
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differential invariants of % at j,’,(x)(l)ej’(Q, Q). Then, by the commuta-
tivity ployP=yPop!, we can see that (p')*y’ (1=j=<m,) are differential
invariants of %, at ji(p)eJY(N, Q). It is clear that there exists a
fundamental system of differential invariants {n%,...,nk,, nt,+1,..., 1%} of
Zr at ji(p) such that ni=(p")*y, (1=j<m;). If ¢ is a local diffeomor-
phism stated above, then ¢% maps an open subset W!3jl(f")(f'(z)
=p'(x), f'=p'o) of a I'neighbourhood V' of ji. (1) into V! and clearly
@P)*yt=yt (1< j<m), 120, on 'W! Since I is complete at (p(x), 1),
we get ‘¢pel. If ‘¢pel, then (¢¥)*yl=yL (1<j<m,) on an open subset
'W'sji(f") of V! for any 120. Therefore we get (¢\P)*ni=n% (1< j<m)
on an open subset 'W'!sjL(p’) of V'. Let I'y be the pseudo-group of
all local diffeomorphism of Q. Then it is easy to see that i (m;+1
<k=n;) are chosen such that they are differential invariants of I',.
Therefore, in particular, we get (¢, P)*ni=ni (m,+1<k<n) on an
open subset 'W! of V!

Lemma 5.2. Let I' be a pseudo-group on Q such that %r is a
regular Lie algebra sheaf. Let ji (1)eJ'(Q, Q) where 1 is the identity
map of Q and let Yy be a local diffeomorphism of Q such that Yy®
maps an open subset W' of a I-neighbourhood V' of ji (1) into V'
We set G'={j'(1)eJQ, Q)lz€Q}. Let {yi}mL, be a fundamental system
of differential invariants of % on V. If (y)*yl=yL(1<j<m) on
G'n W', then we get (yD)*yl=yL (1< j<m,) on W'

Proof. For a local diffeomorphism f of Q such that jl(f)eW!,
we shall define a local diffeomorphism f! of a neighbourhood of jl(f)
onto a neighbourhood of ji(1)e V! by f'(jL(g9))=j%(gof~1). Then we
have YWofl=floy() if the composition is well-defined, since we have
YD 1 GLADN=Y P 2y (Gof TN = 2y Wogof D)= F'(jL-(Wog))=1"¥D(jL(9)).
Therefore, if we set (fY)*y:i=y; (1=j<m), then {y%}m, is also a funda-
mental system of differential invariants of %, at jL(f). Moreover we
have ((YP)*7)GLMN=@D*(f)*yDUL) = (FH*WDOP* yDGHN) = (@ D)*
YRUE)=y5GEM)=((f*yDUGEN=F5GUS) (1S jsmy).  Since {y}}m,
is also a fundamental system of differential invariants of %, at ji(f)e W},
we have (y(M)*yl=y% on W'
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6. Theorem 6.1. Let I' be a pseudo-group on Q which is complete
at (z,1) and let s be a map of maximal rank of a neighbourhood
of xo€ N to a neighbourhood of ze€Q. Let 1 be the order of ¥, at
(X0, 5). Then there exists a sequence of differential equations {(B);};s;
at p'=jL (s)e JN, Q) satisfying the following properties:

(1) (B), is generated by functions y,—A, (1<j=<m;) where {A}}m,
(resp. {yi}mL,) is a family of functions locally defined at x, (resp.
a fundamental system of differential invariants of % at p').

(2) (B), is a I'-automorphic system and possesses s as a solution

for any 1=1.

Proof. We set Al(x)=y%4(ji(s)). Let f! and f2 be solutions of (B),.
Then we may assume that they are defined on a neighbourhood U of
xo. We have clearly yi(ji(f1))=y%(ji(f?)) for any xeU. Let U' be a
neighbourhood of p' such that U!/DY. is a manifold and let n! be the
projection of U' onto UYDY,. Then y(j{(f)=yi(iS2) (1S jsm)
imply that #'(jL(f1)=='(jL(f?)). Let w be any local diffeomorphism of
U. Then, if we set o'(jL(f)=jl-14)(fow), @' is a local diffeomorphism
of JI(N, Q) and for any local diffeomorphism ¢ of Q, we have ¢Pow!
=wlogp) if the compositions are defined. In particular, we have the
commutativity for any ¢ eI'. Therefore we get n'(j!'(f!ow))=r'(j'(f?w)).
Let Wx A be the product structure of U associated with f!. Then f!
is the natural projection of Wx A—-W. We set U,=Wx {1} cWx A. Then
we may consider that f2|U, is a diffeomorphism for any Ae A. We set
fi=f{U, and denote by =, the natural projection of U onto U,.
Then we have clearly =n,=(f})"'of1. We set g,=(f2)(f})"'. Then
we have

g5 - j1(f )= (f D) o (fD™1(f o))
=j((f}emrew)=j'(f2on;00).

On the other hand, if we define a local map =} of JYN, Q) into JYN, Q)
by #i(jL(f))=ji(fer,), then by the same argument as for the map o',
we have miogdp(=¢Won} for any local diffeomorphism ¢ of Q. There-
fore n'(j(f*om,))=n'(j*(f?on;)) and we get also n'(j'(f!om;o))=n'(j*(f?o
7,0w)). Since we have n'(ji(flom;ow))=r'(j'(flow)), we get
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(g ji(fow)=n'(j'(f T ew)).

That is, we have

@O VGH S o)=Y (o)) (1S jSm).

Since w is any local diffeomorphism of U, we have (g{P)*-yi=y, (1<j
s=m).

If 1=21, f' and f? are solutions of all (B), k=0 by Lemma 4.1.
Therefore g{-yi=y, (1<j<m, 1=0,1,2,.). Since I is complete at
(z,1), by Lemma 5.1, we get g,el for any AeA. We have f2(w, 1)
=g,of 1(w, 1) for any (w, )e Wx A="U.

Now let {4,,..., 4,} be a coordinate on A and we shall consider the
system of partial differential equations

WOUN=H  (=jEm),
B'),: -
W] 2™ Lo (1gimh 15450

where {z,,...,z,} is a coordinate system on Q. Let f!, f2 be solutions
of (B'),. Then if I=1, we have f2(w, A)=g,of'(w, 1),g,el. On the
other hand, g,=f3(f})7'={fF(s2)7 }e{fio(s2)71}7". Since fFo(s;)™"
and flo(s;)”! are independent of A, g, is also independent of A. There-
fore we get f2=gof',gel. This implies that (B’), is I'-automorphic if
Iz1. If we denote by ) the maximal integral manifold of DY, we
have I(B),= \U #LnU! On the other hand, since (B'), is I'-auto-

pes(l)
morphic, we have also I(B'),= \U J.nU'. This implies that (B), is
pes(l)
also a TI'-automorphic system. This completes the proof of Theorem

6.1.

§3. Equivalence Problem of Automorphic Systems

7. Definition 7.1. Let (4)' be a system of differential equations at
Jt(f)eJUN, Q) and let I' be a pseudo-group on Q. (A)' is said to
admit a pseudo-group I' if, for each solution s of (4)! and any element
¢ € I' which is defined on a neighbourhood of s(x,), ¢os is also a solution
of (4)%.
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Let I' be a pseudo-group on @ which is complete at (z, 1). Let
s be a map of maximal rank of a neighbourhood of x, to Q with s(xg)
=z and let |, be the order of %, at (x,, s). For a fundamental system
of differential invariants {yi}m, of £, at jL(s)eJUN, Q), we set 2}(x)
=y%(ji(s)). Then, by Th. 6.1, the system of differential equations (B)j:
yi=AL (1£j<m) is a I'-automorphic system for [=1,.

Lemma 7.1. The maximal pseudo-group which is complete at (z, 1)
and which is admitted by the system of differential equations (B)}
is equal to I' on a neighbourhood of z.

Proof. Let I' be the maximal pseudo-group which is complete at
(z,1) and which (B), admits. Then I’ is a pseudo-group on a neigh-
bourhood # of z and clearly we have I'>T'|#. Let { yiy™, be a funda-
mental system of differential invariants of %y at jL (s). Then we have
m;<m; and we may assume that ji=yL (1=<j<m;). We shall show that
I' (resp. I') is locally defined at jto(s) by {yhiim, (resp. {yi}7L,) for
I=zmax(ly, l;) where I, (resp. I) is the order of £ (resp. &p) at
(%0, 5). Let ¢ be a local diffeomorphism of Q such that (¢V)*yi=y}
(1£j<my). Then if f is a solution of (B)}, so is ¢of. We set f=dof.
Since f and f are solutions of (B)), as we proved in Th. 6.1, g,=(f)e
(f,)~! is an element of I' and g, is independent of A which we denote
by g. Then we get ¢=gel. Clearly any element y of I satisfies
YO)y*yt=y: (1< j<m). This implies that I' is locally defined at z=s(x,)
by the system of equations

(@) yi=y; (A=jsm).
Similarly ' is locally defined at z by the system of equations

(@) y5=y5 (A=)

IIA

ml) .

Therefore we have only to see that m,=m, for I=max(ly, ;). Now
let D' (resp. D') be the involutive distribution on JYN, #) induced from
I (resp. [) and let s 1 (resp. 5 !) be the maximal integral manifold
of D! (resp. D') through peJ'N, #). Then, as we proved in Lemma

4.1, we have I(B)in#‘'= \{I)J’,’,n%’ and IB)na'= U 3‘;0%’ for
pes pes(l)
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a neighbourhood @' of jL(s). Since [>T, we get v J’ nals U
- pes(l pes(l)
SLna'. On the other hand, since (B)} admits I', we have U gonat

pes(l)

—I(B)An%’: u f‘ na'. Therefore we get U Jina'= U .ﬁ’l na',
pes(l) pes(l)
that is, I(B),lnﬂlz’ —I(B)ln%’ Thus we get m;=n1,. This completes the

proof of Lemma 7.1.

Lemma 7.2. Let I' be a pseudo-group on Q which is complete at
(z, 1) for any zeQ. Let ¢ be an isomorphism of the I['-automorphic
system (B);:y;=A (1=j<m)) to the I-automorphic system (B),: yi=u}
(1=2j=m). Then ¢ is an element of the normalizer N(') of I in
Iy which is the pseudo-group of all local diffeomorphisms of Q.

Proof. ¢ is a diffeomorphism of a neighbourhood % of z onto a
neighbourhood #’ of z'=¢(z). We set I''=¢-(I'|%) ¢p~!. Then I’
is a pseudo-group on %' and I is complete at (z’, 1). Since ¢ is an
isomorphism of (B); to (B), for any solution s, of (B)l, ¢~ les, is a
solution of (B)} and go(¢ples,), gel’, is also a solution of (B);. There-
fore (¢-g-¢~')es, is a solution of (B)), that is, (B), admits I". By
Lemma 7.1, we have I'l#'oI'. If Iu'#I', ¢~t-(I'2")-¢2I% and
(B)} admits ¢~ (I'|%")-¢. This contradicts to the maximality of I'|%.
Therefore we get I''=TI'|%'. This implies that ¢ e #(I').

For a fundamental system of differential invariants {y}}7me, of Z
at jL (s)eJ(N, Q), we have a neighbourhood # of (yi(jL,(5)),..., Vi
(jL,(s))eRm™ and a I'-neighbourhood #' of ji (s) such that #' possesses
a product structure #” x ¥~ and such that the natural projection of #” x ¥~
onto # is equal to (yi,..., yh,). For ¢ e (I'), there are analytic func-
tions ¢&,..., ¢, defined on a neighbourhood of (yi(jL,(5)-.., ¥h,(it.(9))
e R™ such that ¢M*yt=C¢,(yh,..., yh) (1S j<m;) and such that £=(&,...,
&n) is a local diffeomorphism of #°. We set D(¢)=¢ and yl=(yl,...,
yL). Then we have i) ¢M*y'=D(p)oy!, ii) D(¢oy)=D(¢)D(¥) and iii)
D(¢p=1)=D(¢)"'. Thus #(I') induces a pseudo-group D(A"(I')) on # .

Theorem 7.1. Let I' be a pseudo-group on Q which is complete
at (z,1) for any zeQ. Let {y}}m., be a fundamental system of differ-
ential invariants of % at jL(s)eJN, Q) and let 1, be the order of
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ZLr at (xg,s). For 12l,, a TI-automorphic system yi=2;(1<j<m,)
is isomorphic to another I'-automorphic system yi=p, (1<j<m,) if and
only if there exists an element D($)eD(N'(I')) such that u'=D(¢p)ol}
where p! (resp. A') is a local map of a neighbourhood of x, to Rm

defined by p'(x)=(ui(x);..., i, (X)) (resp. AH(x)=((x),..., 47,,(x)).

Proof. Let ¥ be an isomorphism of yi=A(1=j<m) to yi=pu}
(1£j<m;). Then by Lemma 7.2, Y must be an element of #(I'). We
set ‘yi=y*yt (1=<j<m;). Then the solution space of yi=A,(1<j<m)
is equal to the solution space of 'yi=pk (1<j=m). If we set "y'=(y!,
ey 'Yh) (resp. y'=(y%,..., yL)), we have an element D(y)e D(A4"(I')) such
that 'y'=D(J)oy’. Then the system ‘y'=pu'! is expressed by D())oy'=yl,
that is, y'=D(y~)ou’. This implies that the system of differential equa-
tions y'=D( 1)eu! is equal to the system of differential equations
=A! Therefore we get D(Y)oA'=p'. Conversely we assume that there
is an element D(¢)e D(#°(I')) such that p'=D(¢)A. Then we have
Y'(ji(s2))=p(x)=D(¢)eA}(x) =D($)oy'(jils1))=y'(ji¢os,)). Since y'=p' is
TI'-automorphic, we have an element gel such that ¢os;=gos,. Since
¢eN (') and s, =gos, is a solution of y'=u! and since the system y'=A!
is also I'-automorphic, it is easy to see that ¢ is an isomorphism of
y'=A} to y*=p'. This completes the proof of Theorem 7.1.

§4. A Remark on Completeness of Pseudo-groups

8. Definition 8.1. Let I' be a pseudo-group on Q. Let (4) be
a system of differential equations at ji(1)e JYQ, Q). I is said to be
locally defined at z by (A4) if the following condition is satisfied: Let
¢ be a local diffeomorphism of Q such that ¢*) maps an open subset
Wkajk(f") of a certain I'-neighbourhood V* of j¥1) into V* for any
k=0. Then ‘¢ el if and only if ‘¢ is a solution of (A).

Proposition 8.1. Let I' be a pseudo-group on Q which is complete
at (z,1). Then I is locally defined at z by a system of differential

equations.

Proof. Let p=ji(1)eJ{Q, Q). By Lemma 4.1, we can define the
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order of I' at (z,1). We assume that [ is the order of I' at (z, 1).
In the proof of Lemma 7.1, we showed that, if {y%}7., is a fundamental
system of differential invariants of I' at ji(1)eJXQ, Q), I' is locally de-
fined at z by ¢W*yl=yl (1< j<m;). We set yi(ji(1))=Ai(z). Then, by
Lemma 5.2, I' is locally defined at z by yi(jl(¢)=4z) 1=j<m).
This system is a system of differential equations at ji(1)eJQ, Q) with
respect to the unknown map ¢.

Proposition 8.2. Let I' be a pseudo-group on Q such that Zr
is a regular Lie algebra sheaf and such that I is locally defined at
z0€Q by a system of differential equations (A)' at jL (1)eJYQ, Q).
Then I' is complete at (zq, 1).

Proof. Let {y%}me, be a [undamental system of differential invari-
ants of &£ at jk (1). We set Ak(z)=y%(j%1)). We denote by (B)* the
system of differential equations generated by yk—Aik(1<j<m,). Then,
there is a neighbourhood #' of j. (1) such that I(A)' n#'>I(B) n%’,
where I(A4)! (resp. I(B)}) is the set of integral points of (4)! (resp. (B)Y).
Since clearly (A4)! is I-automorphic, (B)! is also I'-automorphic. Let k
be any integer such that k=1. Then p*!(A)!, the (k—I)-th prolongation
of (4)! to a neighbourhood of j% (1)eJXQ, Q), possesses the same solu-
tion space as (A4)! and therefore I-automorphic. Since we have a neigh-
bourhood #* of jk (1) such that I(p*~'(A)") n#*=I(B)* n#%*, (B)* is also
I'-automorphic. Let ¢ be any local diffeomorphism of Q such that ¢
maps an open subset Wk3j%(f) of a I'-neighbourhood V* of jk (1) into
Vk and (p®)*yk=yk (1=j<m,) on 'W* for any k=0. By Lemma 5.2,
this last condition is equivalent to y%(j%(¢))=Akz) (1=<j<m,) on G*
n'Wk. Therefore ‘¢ is a solution of any (B)* (k=0) and, in particular,
‘@ is a solution of (A4),, that is, ‘peI’. Conversely let @ be any local
diffeomorphism of @ such that ¢ maps an open subset W*3j%(f) of a
I'-neighbourhood V* of jk (1) into V* and ‘pel. Then ‘g is a solution
of (A)! and therefore of (B)’. Since ‘¢ is also a solution of p* (4)!
for any k=1, it is also a solution of (B)* (k=I) and therefore a solution
of (B)¥(k=0). ‘¢ is a solution of (B)* if and only if (®)*yk=y*
(1=£j£my) on 'Wk  This implies that (p@)*yk=yk (1<j<m,) on "Wk
for k=0.
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Remark 8.1. Let I' be a pseudo-group on Q which is complete at
(z,1). Then I' is complete at any (x, f) with f(x)=z.

This is the particular case of Lemma 5.1. Therefore I' may be
said to be complete at z if it is complete at (z, 1). It is now clear that,
if I' is complete at (z, 1) for any (z, 1), it is complete at any (z, f).
Therefore I' may be said to be complete if it is complete at (z, 1)
for any zeQ.

§5. Examples

9. Example 1. We set I,;=(—a,0)U(0, a)cR and consider the
system of differential equations

Q)

"'a(xs y) U,

~————

) 6
*
\
| S =p(x, y)-u

at ji(s)eJU(R2, Iy), zo=(xo, yo). Let £ be a Lie algebra sheaf on I,

0 . ou ou
generated by U Then, we can easily see that {x, Y ax u,ﬁ u}

is a fundamental system of differential invariants of % at any peJ!(R2,

I,) and that & is determined by the system, that is, the order of ¥

at (a(p), f) is 1 for any f. We denote by I' the pseudo-group on I,
Ou ou } .

v, ﬁ/”’?ﬁ/“' Then I is complete

at any (z, 1), zel,. By Theorem 6.1, the system of differential equations

determined by the system {x,

(g—:/u=a(x, ),
)
\

ou

Lay/u=ﬂ(x, y)

is I'-automorphic if it possesses a solution, that is, () is I'-automorphic.
u 9B

oy ox

Now for any ¢es (I'), we have (¢(1))* <6 / ) F<x Vs 6

The integrability condition of (x) is given by
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ox

') \. du o). _ I
"b(u)z(qﬁ(u)'u)'ﬁ u. Therefore we get FI00) u=constant=c. Simi

larly, for ¢ e (D), (¢(1))*<g—;l/u>=<%,((—:)—)-u>-g—;f/u=c-%/u. There-
fore if

% u). On the other hand, (p(Vy* (G4 /u>= 00 () / D)= (w)- T4

—g_.’;é:ocl(x’ y)-u, {_g_z_;:(xl(x’ y)'ua
(*)1 5 and (%), ‘ P
?i,l—:ﬁl(x, y)u k‘a%':ﬂz(x, y)u

are isomorphic, then there is a constant ¢ such that a,=c-o, and
By=c-B,. Conversely if ay=c-o, and f,=c-fp, where |c—1| is a suffi-
ciently small number, we can prove that (x); and (x), are isomorphic
as the following way: Let «&/(I,) be the Lie algebra sheaf on I, gener-
ated by all local vector fields on I,. We denote by #(%) the normalizer
of & in «(I;). Then we can easily see that 4(%#) is the Lie algebra
sheaf generated by (u-log(u))-j— and u-i. Let ¢, (resp. ¥,) be a

Ou Ju
local 1-parameter group of local transformations induced from (a-u-

log(u)+b-u)- -a(?u_ (resp. (a-u-log(u))- —(%) Then we get D(¢,)=D®,).
On the other hand it is easy to see that Y (u)=u¢** and we have

(lp(tl))*g—?c/u=a(uax )/uea.c=ea.t.uea.t_1__g_-l;/ueu‘t

=ea't._al/u
O0x

and

This implies that, for a positive number ¢ such that |c—1| is sufficiently
small, there exists an element ¢ el such that D(¢)o(a, f)=(c-a, c- f).
Therefore, by Theorem 7.1, (x); and (), are isomorphic.

Example 2. We set RZ={(x, »)|(x, y) e R?, y+#0} and let us con-
sider the system of differential equations
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[y'%wx(u, v),
(=) -
|y gy =B, v)

at ji (s)e JI(R2, R2), wo=(ug, 0p). Let & be a Lie algebra sheaf on
RZ generated by various local vector fields of the form é&(x)- % —&'(x)-

y-i where &(x) is any local analytic function. Then % is of infinite

oy
type and we can easily see that dimD()=3 and that {u, v,y-%, y.
Ox M} is a fundamental system of differential invariants of %
ov > D(u, v)

at any peJ'(R?, R2) and conversely % is determined by the system.
Therefore the order of ¥ at (a(p), f) is | for any f. We denote by I'

the pseudo-group on RZ determined by the system {u, v, y.g_z, y.
0x D(x,y) } . s
v Da o)l Then I' is complete at any (z, 1), ze RZ. By Theorem

6.1, the system of differential equations

0
(y'a—z=oc(u, v),

() Y oE =B, v),

-———gg );; =7(u, v)

is I'-automorphic if it possesses a solution. The integrability condition
oo 0B _

of (¥) is  Ear Since the 1-st and the 2-nd equalities induce the
3-rd equality by differentiation, we can see that the solution space of
(%) is equal to that of (x)’. Therefore (x) is I'-automorphic.
For two systems of differential equations
/y'g—zmi(u, v),
(*);
y ) (=12,

we assume that there is a number ¢ such that a,=c-a; and f,=c-f,
and such that |c—1| is sufficiently small. Then we shall prove that
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(%), and (x), are isomorphic.
We shall calculate the normalizer 4°(¥) of %. From the equality

A ) F B0 5 60 e —E @y | =0~ )y

i, we get the equalities

dy
" 04 ., 04 _
(1 ¢ A"fj;'i‘i Yay =
, 0B ,
(2) ¢y ——&f’yA "B—Cao=—n"y.

From (1), we get

’ zn aZA ", aA 32A
(3) n'=¢ 'A_é'axz +&y ay +&y- axay .

Therefore (2) and (3) induce the equality

OB 04\ 0B .
5<H+y'ax2>+5<3"y'a —y? 6x6y> &y

Since & is arbitrary, we get a system of differential equations

0B 024
ox T oxr =0
6B 024
() B—y: ay Z'*a;a—y=0s
04
E

The 3-rd equation of (xx) implies that A(x, y)=0(x). Then (¥x)
replaced by the system of differential equations

0B
I ox v,
(44’
l 9B _ 1
oy y

The system (x%)' satisfies the integrability condition and we can easily
see that a general solution of (xx)" is given by —(0'+a):y where a is
any constant number. This implies that the normalizer A°(¥) of 2
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is generated by all local vector fields of the form G(x)aix—(e%a)-y-?—
where 6(x) is any local analytic function and a is any constant.
Let ¢, (resp. ¥,) be the local 1-parameter group of local transforma-

tions induced from a- y-%(resp. 6(x)-%—(9’+a)- y%) Then we

have

D(¢t) =D (‘//t)

and

0 0
(G0)xyGr=e" "y o,

0 0
(d,(tn)*y.a_::ea-t.y.a_j’

D(x,y) _ ... D(x,y)
) * B0y D(u, v) =e D(u, v) °

This implies that there exists an element D(¢)e D(A°(I')) such that (ay,
Ba2s v2)=D(¢)o(et1; By, 7,). Therefore, by Theorem 7.1, ()7 and (x), are
isomorphic, that is, (*); and (*), are isomorphic.
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