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A Remark on a Necessary Condition of the
Cauchy-Kowalevski Theorem

By

Keiichiro KitacawA* and Takashi SADAMATSU*

1. Introduction

We are concerned with a necessary condition of the Cauchy-
Kowalevski theorem for the differential operator L with the analytic
coefficients in the neighbourhood of the origin:

L=a;n—j\=£1 at, x; 8)op—i. 1
Let
agt, x; 0)= Eu: a;,(t, x)0*= azua‘},a(x)t“éa = 2“: t*afi(x; 0).
Professor S. Mizohata [3] defined the weight g of L by
qEMin{q;orgeraj(t,x;6)§q-j, ji=12,.,m}

and, denoting by hjt, x; ) the homogeneous part of ajt, x; ) with
order q-j, he showed that, in order that the Cauchy-Kowalevski theorem
for L hold at the origin, it is necessary that

hi©, x; =0 (j=1, 2,...,m), if g>1.
Mr. M. Miyake [2] investigates the first order operator L!

Li=0,—af(t, x; 0)

Communicated by S. Matsuura, February 14, 1975.
* Department of Mathematics and of Applied Mathematics, Ehime University, Matsu-
yama.

1) We use the following abbreviations: 0*=292, 3 stand for (aa_x>“ , (ait)j res-
pectively.
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and proved that, in order that the Cauchy-Kowalevski theorem for L!
hold at the origin, it is necessary and sufficient that

ordera(t, x; 0)<1.
]

Professor S. Mizohata [4] investigates again a necessary condition
of the Cauchy-Kowalevski theorem for L and showed that it is necessary
that

p=1,

where p is the modified weight of L which is defined by

p=Mln{p; |“|+P(m_1—#)§Pm, a‘j,a(x)$0},
and that, in particular,

ordera (0, x; 0)< j (j=12,..,m).
0

Mrs. Y. Hasegawa [1] remarked that it is moreover necessary that

orderaj(x;0)= j (j=12,..,m),
[

and sent us her manuscript.

In a series of these researches, they proved their results by means
of the formal solution. Using their techniques, especially that of Mrs.
Y. Hasegawa, we obtained the following result.

Let

n(j, ®)=Min {u; af ,(x)#0} .

Then the modified weight p of L is given by

= Max{—~.|—“|——.—}.
PN G, 0+

We define the modified principal part of L by

3 £ 0gno (x) 92
i=1la|=p(n(j,2)+J) ’

and we say that the terms
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ak (x)tro*0r—i; for which |x|<j

belong to the kowalevskian part of L.

Theorem. In order that the Cauchy-Kowalevski theorem for L
hold at the origin, it is necessary that the modified principal part
of L is composed uniquely of the terms belonging to the kowalevskian
part of L.

Let

=Max{~,|a—|,, o S'}, ,,=Max{—#l-7, a >'}.
Pk RS lel <j¢s p 7, 0) 17 la] >j

Then our theorem is also represented as follows.

In order that the Cauchy-Kowalevski theorem for L hold at the
origin, it is necessary that

pv<pk .

Remurks. Suppose that the Cauchy-Kowalevski theorem for L holds

at the origin.
o]

1) The theorem says that the (j, «) for which p= FeAOES]

satisfy
l¢|<j. This implies p<1.

2) In ajt,x;0) we observe the terms al(x;0)=3Xa} (x)0*. The
theorem says that there does not exist the terms for wt:ich lo] =p(1+))
unless p<1. We have therefore |a|<1+j, i.e. [¢|<j. That is orc(laer al(x;

=

2. Formal Solution and Recurrence Formula

We treat the following Cauchy problem;

L(u)=not™~! f(x),

Ulmo=""-=07"'ul=o=0.

2.1)

Setting & (t, x)="(u'(t, x), .., u"(t, x))="(u, du,..., 0" 'u), we have
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0. 1 0

st x)= 0 1| @ x)
am(t’ X, a)’ am—l(t9 X 6),..., al(t’ X, a)
2.2) 0

+ 0 5

not"~1 f(x)

(0, x)="(,..., 0).

We denote the formal solution of (2.2) by ii(t, x) ~ Zt"u,,(x) Zt” Y(ul(x),

., um™(x)), then {ii,(x)} are determined by the recurrence formula

ii,,(x)=6 for n<n,,

#,,(x)="0,..., 0, f(x)),

i@=— (% 1 O a0
@.3) 0 o 1]
[0, ceers0)
L5t i for nZne+1
+—n—u§0 0 Uy y—q(x) or n=ny+1.

an(x;0),..., ai(x; 0)
This also gives the recurrence formula for {ui(x)}:

uf,o(x)=0 (i=1,2,.,m=1), ur (x)=f(x)

2.4) uf,(x)= u'+ L(x) @i=1,2,..,m—1)

1 n=1 m
ul(x)= —n_,,;o j§1 ab(x; ur=*1(x) for nzny+1.

Let

L, (=1
O'(j, n)= 1 s
n(n—1)...(n—j+2) (=2, 3,..., m)
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then we have from (2.4)

(2.5) ur=iti(x)=0(j, mup ;. 1(x)
and
@6  wm=—'T 3 (. n=u=Dajlx; Du, ().

Denote briefly u™(x) by v,(x). Then (2.6) becomes
v,(x)=0 for n<ny—1,

Vno(X) = (%)

(2-7) ] n-1l m
va(X)=— - ZO _Zla(j, n—p—1)a5(x;0)v,_,—;(x) fornzny+1
u=0 j=

n—1

=—111_,-§1 ; > 0(j, n—p—1)a} (x)0%,_,_;(x),

p=n(j,a)

where we choose the number n, in such a way that ny=Max {n(j,
Jsa

®)+1} and that p-n, is an integer.

Lemma 1.
0(X)=Qu(x; Df () +R,(x; ) f(x)  for nzny,
where (1) Q,(x; 0)=0 for n such that p-n is non integer,
(2) if Q,(x; 0)#0, then orderQ,(x; 0)=p(n—ny) for n such that
)
p-n is integer,
(3) orderR,(x; d)<p(n—ny).
)
Moreover {Q,(x; 0)} satisfy the following recurrence formula:

Qno(x; 0)=1

0.(:0=—-F 5 5,0, 0@, lal(x; )0F

. j=1lal=p(nC,0)+ )
for n=ny+1
where 6,(j, ©)=0a(j, n—n(j, a)—1)
1 (=1,
1

) TR )

(j=2,...,m),
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We prove Lemma | by the induction. When n=n,, it is clear.
Suppose that Lemma 1 is valid for any h; np<h<n—1. Then we have

n=4 5T % 0, n=p=1) &, (10"

Jj=1 p=n(j,a

[Qn—u—j(x; 6)f(x) + Rn—u—j(x; a)f(x)]
1

o (j,n—n(j, ) —1)a™ i (x)0,_,c: o
7 ‘:j=1|a|=p(n(j,a)+j) (]’ Js ) ) Jea ( )Qn n(j,a)—j

(x; ”"’f("’]*%ﬂg.a.q(% ., 0U. n=n(i,0)=1)
(28) @38 (5)Qn-nism- 155 D))
+3Y 3 (00, n—p= 1), (90 - 53 ) (x)

j=1 a p>n(j,a

3

+ 22
1 ap

i

2. 0(j, n—p—1)af (x)
(J,@)

2n(j,a

(%03 0)= O (053 D)3+ Ry (5 D9

=0.(x; Df(X)+R,(x; 0)f(x),

where

29 0x;d=—13 ¥ e, n—n(,x)—1)

n j=1la|=p(j,a)+j)
al L ()0 un(j,ay-(x30)0%.

It is easy to verify that Q,(x; 0) and R,(x; 0) satisfy the requirements of
Lemma [.

3. Proof of Theorem

Let N;=Max{|a|—j; |¢|=p(n(j, ®)+j)} and N=MaxN;. It is repre-
sented by N=1 that the modified principal part of LJ has a term which
does not belong to the kowalevskian part of L.

To prove the theorem, it suffices that if N=1, we can construct a
right-hand side f(x) such that the formal solution  t"v,(x) for f(x) does

n
not converge in any neighbourhood of the origin. Let us show this
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fact.

We assume Nz=1 and let j, be the minimum number satisfying N;
=N. We treat in the first place the case of one variable, and we see
that the general case is reducible, in some sense, to that of one variable.

Case of one variable. We can put by Lemma 1,
(3.1 Un(x) =0, (x)0P "0 f(x)+ R,(x; ) f(x)  for nzn,
where {a,(x)} satisfy the following

oc,,o(x) =1,

o, (x)=0 for n:p-n non integer,
3.2)

1 m . ('
o, (x)=— o o)a* s (x)or,_a(x
n( ) n jgl rx=p(n%,a)+j) n(]s ) Jsa ( ) n p( )

for n: p-n integer.

From the assumption

(33) a’l('i°~’j°*1")(x)¢0

JosJotN

and at this time we may assume (see S. Mizohata [3] p. 225, [4])

(3.4) a"o,iotN) (0) #£0 ,

JosJo+N
Hereafter we denote briefly o,=0,(0), a j’¢=a'}fa’;’°‘)(0). (3.2) can be written

an o

=1,

(3.5) o, =0 for n: p-n non integer,

o, = > 0,(j, ®)a; o,-=  for n:p-ninteger.
M =1 a=p(G,)+i) P

Lemma 2. There exists an infinite sequence {a,} satisfying

K" p-n '
el > = ng))1 2(jo+N)j'

where [ ] denotes the Gauss' sign, and K some positive constant.

Proof. Let v,=k/p, and



530 KencHIRO KITAGAWA AND TAKASHI SADAMATSU

ViVk—1.--Vi, %, for k=p-n
k =

for k<k, or k#p'n (ki=p-ng).
Then we have from (3.5) the recurrence formula for {§,}:

ﬁk1 = nO’

(3.6) B=0 for k+#p-n,

m

ﬂk= jZ Z 8k(j9 d)aj‘aﬁk_a for k=p'n,

=1 a=p(n(Jj,x)+Jj)
where

Vi-1Vk-2---Vk-a+1 (=1,

sk(j > OC) =

Vi—1Ve—2-+-Vi—at1 (j=2,3 )
(TS VI CPREy E) I (e ) A

Lemma. If N=1 and that ny is chosen sufficiently large, then there
exists an infinite subsequence {k,} of {k} satisfyng

Bryarl Z VR B,
and k,yi—k,Zjo+N.

In fact, if k, is defined, then k,,,; is defined as the minimum num-
ber h (h>k,) satisfying

A=A P

Accordingly, it suffices to prove the following fact:
If, posing briefly k,=k,

Bisjl< /KB  for all j:j=1,2,..,j,+N—1,
then
Iﬁk‘l‘jn +N| g \/Hﬁkl °

We show that this fact is valid as follows: We have from (3.6)
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3.7 Biviorn=l[ersiotn(Gos Jo+N)aj,, jo+nBi]
+|: >Z &t jorn (Js j+N)aj,j+Nﬁk+io—j:|
J=>Jo

Nj=N

+|: > > Ek+jo+N (Js a)aj,aﬁk+jo+N—a
Jj<jo aSNj+Jj
a=p(n(j,a)+j)

+ > it jorn (Jos g, aBrt jotN-a
a<jo+N
a=p(n(jo,a)+jo)

+

™M

h €t jorn(Js 0 oBrtjorn-
i5Jo  a<jo+N JorAy LR JorATa
Nj=N a=p(n(j,a)+Jj)

8k+jo+N(]’ “)aj,aﬁk+jo+1v—a
Jj 0 jotNSa<j+N
Nj=N e=p(n(j,x)+Jj)

+ X 2 Ekjorn(s “)aj,aﬁk+jo+N—a]

Let us evaluate A4, B, C and D. Firstly, note the next facts:
(1) if h=k=k,, then |B,|<|Bl
(2) for any p (p>0), there exist constants ¢ (c>0), d (d>1)

S Vil
ST kfitio < =1, 2,..., i0=0,
C‘,~=Hlvk+i+i0—d (s=1,2, m,iy=0,1,2,..)

(3 let I'svpyjoen—1Vesrio+N—2---Vi+jo» then from (2)

¢ I'Seqjoen(s Jj+N)=d-T

and

Eetjorn(Js @) S d_.r @<j+N—1).

k+jo
We put
L=Max{la;,l; j>jo, Nj=N, a=j+N=p(n(j, o) +)}
M=Max{la;,l; a=p(n(j, @) +}.

Then we have

531
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[A] 2crlajo,jo+1v| 1Bil »

[Bl =dmLI’|Byl,
r
IClédmp(m+N)M\/—7€~Iﬁkl
and
<dm2oMm. L
| DI Sdm*pM- | By .

Therefore we have from (3.7)

d 2m+N
(3.8) lﬁk+jo+N[ §F|:c|ajo,jo+zvl _dmL__ﬁE‘%‘—)M]IﬂH

and, if necessary, choose A suitably and make the substitution
-1
t=2A-1, x=A 7'y
for L, we can suppose that

clajy,jo+nl—dmL>0.

Since N=1, we have I'Zv,,;,=k/p. Now we choose k; (i.e. ny) so large
that

(3-9) f?!’clajo,ju+N|_dmL—d—'m*(j?m—ﬂlM}§1 for kgkh

Hereafter we take ny (ng=k,/p) such a way. Consequently we obtain
from (3.8) and (3.9),

|ﬁk+jD+N|§ \/k—|ﬁk| for kzk,.

The proof of Lemma is complete.

Let us return to the proof of Lemma 2. From the Lemma, there
exist constants K, and K such that

11 2K 5y ]!
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that is, for infinitely many n,

e ) |
~(p(n—np))'A2(jo+N)
This completes the proof of Lemma 2.

Now we return to the proof of the theorem. Let us construct

f(x). Let

(3.10) fx)= > eifnxp(n=no)="%"'pgibnyxp(n=no)

nZno n
pn:integer

Then we have from (3.1)
(3.11) (0)=(0,(x)0P ")+ R, (x5 0)) f (%) =0
=Y(Om; m<n)+e'’(p(n—no))!a,,

where V,(0,,; m<n) depends only on 6, (n<n). We determine 6, in
such a way that

0,=argy,(0,; m<n)—argo, and 0,,=
For this f(x), we have
(3.12) 10,0 2 (p(n —no))!ot,|

and from Lemma 2

(3.13) 10,01 2 K5 2

for infinitely many n. This shows that the formal solution 3 t"v,(x)

for f(x) can not converge in any neighbourhood of the origin.

General case. By the assumption and the definition of N and j,,

Jo+N_. ~
. : ———=Jjo .
|:, Z a;’f,’g a)(x)tn(_lo,a)aa:la{o=t P 2 an(lo,a)(x)aa:]a{o $O.
a]|=jo+N

a
l«|=Jo+N Jo,

Hence, there exists &=(&,..., £)#0 such that

T anled(x)E £0

la|=jo+N
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and we proceed our argument under the assumption (see, S. Mizohata

31, [4D

o2 PO,
a|=jot

For the sake of simplicity, let £; #0 and make the substitution in L
Xi=E&x;+ &%+ +&x,
X,-=x,- (i=2, 3,..., l).

Then the modified weight p, N and j, are invariant with respect to this
change of variables and the modified principal part of L is transformed
into the modified principal part of the new operator and the term

n(.lo,a)(x)aa
le[=jo+N @io.a

is transformed into

ande (x)E)04N + Ro(X;0%)
la|=Jo+N
where orderRo(X 0x)=jo+N and orderRo(X 0x)<jo+N.
If necessary, we make the above substitution and observing one of
the variables x; for example x,, we follow our reasoning in the case of
one variable: If we adopt a function of x: f(x) as

f(x)= Zreio,.xzi(n—no)
n

then the formal solution Y t"v,(x) for f(x) can not converge in any neigh-

bourhood of the origin. fhis completes the proof of the theorem.
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