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Cauchy Problem for Non-Strictly
Hyperbolic Systems
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Introduction

We consider the Cauchy problem for non-strictly hyperbolic systems

with characteristic roots of constant multiplicity.

We shall indicate some sufficient condition in order that the Cauchy

problem is well posed in C°° class. In particular we shall give a necessary

and sufficient condition for first order hyperbolic systems.

We introduce the following notation,

x = (x,9 x'} = Oo, xl9 • • • , xn)

Let G be an open domain in R"*1. Let

P(x,D)u= S Aa(x)D*u,
|«|<£m

where u = t(uly • • - , UN) , Aa(x) is a Af X A^-matrix of elements in

a= a0, al9 • • - , a n ?

na_ n«o... F)«n fia__£a0>peAan
-i--' — •*-/0 •*-/7i ? > — SO bn •

Let x be in G and G(.r) a neighborhood of ^.
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Consider the Cauchy problem

Pu=f in G(£)n{-ro>£o},

Dlu = gj on G(£) fl {XQ = XO},

where / and g^ are vector valued functions.

(i)

Definition 1. The Cauchy problem (1) for P is said to be zvell

posed at x&G, if the following conditions hold:

(E) There exists G(£)(ZG, a neighborhood of x, such that for

any f(x) eC°°(G(£)) and g/eC00(G(£) f| {^o = £o», there is a function

w(x)6EC°°(G(£)) satisfying (1) .

([/) If for any G(x)dG, a neighborhood of x, there exists

G(£)dG(5:), a neighborhood of x such that if u^C°°(G(x}} satisfies

(1) and Pu = 0 in G(x) f| {x^>x^ and supp ud {XQ^> XQ} , then u = Q in

If for any x^G, the Cauchy problem (1) for P is well posed at

X9 then P is said to be well posed in G.

We say that P is a hyperbolic system of constant multiplicity, if it

holds

(2) det pm (x, f ) = n (£, 4. A « (x, r ) ) •« ,
1=1

here Vz is an integer, and A ( l ) are real valued functions in C°°(Gx

{JT-0}), ilvl = ?nN and A ( I )^=AW ) for /^j.
Z=l

We start with the Cauchy problem for the hyperbolic systems with

a diagonal principal part. We say that P is a hyperbolic system with

diagonal principal part of constant multiplicity, if the principal part of

P has the form,

where / is the identity matrix and A ( l ) (x, ?x) are real valued functions in

C-(Gx-{H"-0}), j^v^mN.
1 = 1

Denote the phase function of P by ^(l) (x) , that is
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Definition 2. Let P be a hyperbolic system xuith diagonal

principal part of constant multiplicity. Let Ps
t be the (s9 t) -element

of P. It is said that P satisfies the Levi's condition in G if there

exist integers n?\ Z = l, • • • , r, s = l, • • • , JV such that for any phase

function <p(l} (x) and for any scalar function we

(L) e-l'*™P\(eif**}w) =Q(p™~»-n^-»^)9 (p->oo),

Remark. This condition was suggested by Leray-Ohya [5]. When

JV=1, this is the usual Levi's condition (c.f. [2], [6]). If we can

choose nP — n?\ our condition is same one as Gourdin [3] and Vaillant-

Bersin [9].

Theorem 1. Let P be a hyperbolic system with diagonal princi-

pal part of constant multiplicity. If P satisfies the Levi's condition

(L) in G then P is -well posed in G.

Remark. The condition (L) is not a necessary condition in order-

that P is well posed in G. For example

JD\ o\ / A A
U Dll V-A -A

is well posed in Rz. But we can never choose integers satisfying (L) .

We shall investigate the necessary condition in the section 3 (Theorem

3.2).

We next consider a hyperbolic system of constant multiplicity. We

say that Q is a cofactor system of P, if the principal symbol of Q is the

cofactor matrix of Pm (x9 £) . Then if P is a hyperbolic system of con-

stant multiplicity, PQ and OP are both hyperbolic systems with diagonal

principal part of constant multiplicity.

We obtain the following theorem as a corollary of Theorem 1.

Theorem 28 Let P be a hyperbolic system of constant multi-

plicity. If there exist two cofactor systems Q9 R of P such that PQ
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and RP satisfy the Levi's condition in G, then P is zvell posed in

G.

Example (Petkov). Let

/O 1 0\ /bu bn bu\

P = /Z>o + 0 0 A+U* £22 bn\.

\ O/ Ui £32 bj

If bzi(x) = bSi(x) = 0 or b2i(x) =b2S(x) =0 is valid, then P is well posed.

Set

1° l °Q = ID\-\ 0

\o o

Then PQ satisfies the Levi's condition (L), when we choose

(»i, »i, »i) = (0,1,1), if b* = bK = 0

= (0,1,0), if ^ = ̂  = 0.

We shall examine more precisely a first order hyperbolic system

of constant multiplicity, that is, m = l,

where Aj(x) and B(x) are NxN matrices of elements in C°°(G).

Moreover we assume

n

Then we can construct a pseudo-differential operator N(x9 Z)') of order

zero with respect to D', which transforms microlocally P into P such

that

PCr, D) N(x,D')=N (x, £>') P (x, D) ,

where

fP^(x D) 0 \
P (x D} - ' ' •r ^, u) — . _ ,

\ 0 P(r)(jc Z))/
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0 \D'\ 0

, £>) = /(£>„ + l^(x, £>')) 0

7^Z) (.r, Z)') is a pseudo-differential operator of order zero with respect

to D' (c.f. Proposition 2. 2) .

Then we obtain,

Theorem 3. Let P be a first order hyperbolic system of con-

stant multiplicity. Assume that the condition (R) is valid. Then

P is tvell posed in G, if and only if

(ii) order rV (x,D')<k-Vl9

for k = I, • • - , Vi-1, / = !, ~-,r.

Remark. We note that our theorem holds, if we assume instead

of (R),
N-l

rank or

In [7] Petkov has given the Levi's condition as follows; P satisfies

the condition (L2) , if for any w (x) e C^ (G) and for any phase function

(p(l} (x) , there exist vector valued functions Vjj.0 (x5 ^
(l)

? w) , (^ — 1, • • • ,

Vi — 1), such that

0, (P~>oo),

where N^ (x, f ) is a right null vector of the matrix (A(1) (.r, ̂ ')

Theorem 4. Le£ P be a first order hyperbolic system of con-

stant multiplicity. Assume that (R) is valid. Then our condition

is equivalent to (Z/2) given by Petkov.



524 KUNIHIKO KAJITANI

In [8] Petkov constructs the parametrix of P under the condition

(L2). When Pi = 2, Yamahara has derived the condition (Li) in [10].

§ lo Systems with Dagonal Principal Part

We shall construct a parametrix of the Cauchy problem for P, a

hyperbolic system with diagonal principal part of constant multiplicity

satisfying the condition (L). It follows from the existence of the param-

etrix that the Cauchy problem for P is well posed. For, if P satisfies

(L), then Pw the adjoint operator of P does so and since the condition

(L) is invariant under a transform of coordinate variables, a solution of

the Cauchy problem for P has a finite propagation speed and therefore

the Cauchy problem for P has the local uniqueness (c.f. [1]).

Denote by Lm (G) the class of pseudo-differential operators of which

symbol is developed asymptotically,

a te 0 = 2 aj te 0 >

where a^ (x, f) are homogeneous degree m — j in f and polynomials with

respect to £Q.

Let a te -D) be in Lm (G) and w in C°° (G). Then we can develop

asymptotically

e-if9a(x, D} (eip9*w} =£] pm-Jffj(<p, a),

where 6s (cp, a) are the differential operators of which principal part is

given by

in particular, we have

(T0 (<p, a) = a0 (x,
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Let us consider P9 a hyperbolic system with diagonal principal part,

where g<" (x, f) = £,+ Aw (x, I') , X>,= m. We note that a(x,D)
1=1

satisfies,

(1. 1) e-tf'wa(x, D) (eip<p(l}w} = Q(pm~vl)

for l = ~ L 9 - - 9 r , where (p^ (x) is a phase function corresponding to q(l\

Let b\(x,D) be in L—'CG), «,* = !, • • - , N.

Consider the following Cauchy problem;

(1.2) a (x,Z>) «•(*)+£;*!(>:,£)«' (*)=<), s=l,-, N,

where

gyp(jc,f /) are homogeneous degree zero in fx. Let us choose a phase

function <£?(l) (x, f x) such that

(1.3) <z ( l )(

Then we have

Theorem 1.1. L^ 4J(^, ^°) ^c in Lm~l(G). Assume that

b\(x,D) satisfies the condition (L) , that is, for any

(1. 4) e-Wblfa D) W^w) =o(p"-"'+"«(l)-"«(l)),

Cauchy problem (1.2) /zas a;z asymptotic solution (us) ,

(1. 5) «'(a;, fO =] S ^"V, f')p--'— '"-'"JyCa:, ?'),
i=l j=0

where p= |^7|, m0 = 7'o + niax ^P, a?z^ ^f ̂  (^, fx) ^'^ homogeneous degree
i,t

zero in £'.
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Proof. We can write by virtue of (1. 1) and (1. 4) ,

p=xO

and

Inserting u8(t9g') of (1.5) into (1.2), we obtain

S ]
I-l J,p=

^+,z-l4-ng(n-n ta) (^(l), *!) «{/} =0 ,

for 5 = 1, • • • , 2V. Hence we have

for I = ly-"9r9 5 = 1, • • • ,2V, £ = 0,1, • • - , that is,

(1. 6) ffn ((P(l\ O) U\k + XI 0\>i-l + n s (*)-ng(Z> (^(Z), -

where

/ s v~i /r
Ik— ~ Z-J °P4

From the initial condition of (1. 2) it follows that

'> ]

Put m^ = mQ — TQ — nll\ Then we have
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ry] "s 0 (#^Z) DT)u\-\ _ 0 = Q * k •
Noting that the principal part of Gq (cp(l\ D$) is f^j (^0)

fl"pJ3f, we have

r ^ f / r t X
U 7\ Y1 V )l$ W/viW i-PT}Pus Ji-'R^ff D ^ ?/s

•• '/ 2-J 2-J U A / ^ * O / -^0 ^Zfc + m s (Z) -p~r ^5qp V-3-, ^OJ ^lfc + ms(O

— Qqk-q 9

here B$(x,D^ are of order />-!. Since < )U0=0=-^ ( I )(0, ^, ^Vlf ' l ) .

^ = 1, • • - , r? are distinct, the determinant of Van der Monde <f tj (^?0
))Q~P>

# = 0, 1, • • - , ra —1,/> = 0, 1, • • • , vt —1, Z = l, • • • , r,> is not zero. Hence we

can solve (1.7) with respect to {D$us
lk+msW_p}, p = Q, 1, • • • , Vz — 1, / = !,

• • • , r, for any ^, where w f f c —0 if &<0. Therefore we can solve (1.6)

and (1. 7) successively by use of the following lemma. For, we have

and

^I_i+n.(.)-n,c«)(^( l ), «) =l~1+nS~nt^Blfc(x)Hl(x9 D}1

where Hl (.r, D) = A + f

Lemma 1.2. (<;./. [1]). L^ b(x9D) be in Lm~l(G) and cp^ be

a phase function satisfying (1. 3). Assume that for any phase function

V<H and for any weC0(G), p=|? / | ,

^^ obtain

v-l
(1. 8) (;„_! (^(i)

? 6) = 2 6$ (.r) HI (x D) k ,

- A 4-

Proof. We transform coodinate variables x/ = x/(tjz)9 xQ = t, such

that
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that is, x' (/, #') is a solution;

*'(<>,*')=*'.

Then

(1. 9) A (u, (*, x' (t, *') ) = (A

and

«-"""* (^, Z?) («'"««;) U.(,^(t>0)

= *-'<''•*'>£ 0, z, A, A) («'**'>»(*, *'(*, «')) =O(P"-),

Hence we have

which implies (1. 8) with (1. 9) .

Thus we have proved Theorem 1. 1 which implies Theorem 1 and

Theorem 2 in the introduction.

§ 2. First Order Systems

Consider the first order system,

here A3(x) and B(x) are NxN matrices of C°°(G) -elements. Set

.7=1

and

We suppose that
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(2 1")v " ' (PI; positive integers),

1 rank M(l>

Lemma 2.1 ([4]). Under the assumption (2.1)5 for any (x5 f')

-Rn — 0}, there exists a conic neighborhood V (•£,?') and a

matrix N0 (x9 ?') e C°° (F (£, ?') )

0

0 1 (T

0 '\'l

and N0(x, $') is homogeneous of degree zero and its determinant

does not vanish for (x, ?') e V (x9 $') .

Proposition 2. 2* Under the assumption (2. 1), /or any (x9 £')

e G X {jRn+1\0}, there exists a pseudo-differential operator N (x, D')

of order zero such that

P (x, D) N (x, D'} = N (x, D'~) P (x, D}, (mod I,— (G)),

(2.2) P(x,D)=ID,+ \ 0

/or (x, £ x) e V (x9 1
 x) , a conic neighborhood of (x9j'*), here 7JJP (x9

eC°°(y (.r, ?0) ^;7^ C(l) 75 V i X V r Jordan's matrix of rank Vj — 1.

. We shall seek N (x, D') such that,
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here Nj(x9$')9 the symbol of Nj(x,D'} is homogeneous degree —j in

f . Then we can write the symbol of PN and ATP,

(PJST) (x, S ') = E (f . + A (x, £'»N, (x, O
./=0

and

(JVP) (x, £) = £ (A) V (X f) J5-P (x, f ) /a!
a. \(7f /

= jv (*, f ') f . + ̂ (.J^'NJ (x, n D«Ak (x,
Hence we have

(2. 3) A (x, n Np (x, O + P (x, D) JVp.! (a:, O 4, (x, f 0 ,

for p = Q, 1, • • • . For p = Q, we have

4 <X r ) A^0 (x, $")=Nt (x, I') ^0 (x,

where JV0 (x, f ') is given in Lemma 2. 1. Set

Then for />>!, we have from (2. 3),

(2. 4) A (x, $' ) JVP (*, ?') - JV, (^, £' ) ̂ 0 (

= Fp (x. f ') + N, (x, $'} AP (x,

Set

and
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(N?> - NS»\ IF<?> - N(

I 0 ••• 0
lAf 0 \

*,= [ '•. }, 4 I} =
\ 0 A%>

0 ••• 0

where N%n and F^n are V{ X Vj matrices. Then we can write from

(2. 4) for p>l,

(2. 5)

(2. 6)

where

For (2. 6) , we can solve N£1^ as follows

for z"=^j, />>!. We can also solve (2. 5) , if we choose A$* suitably.

Lemma 2. 3. Let N and F be m X m matrices and let C be a

Jordan's matrix of the form,

'0 1 0\

o'Vi •
O/

We consider the following linear equations,

(2.7) CN-NC = F.

Then -we can seek for a solution N of (2. 7), if and only if the

elements {fi}j} of F satisfy,

Proof. It follows from (2. 7) that the elements {ni}j} of N satisfy
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(2.9)

(2. 10)

(2.11)

Hence we have from (2. 10) ,

min(j,fc)-l
v \

— 2_J
1=0

In particular,

%m,k .Z-j J m—l,k + l — I > *^ ^j ' *'9 '
1=1

On the other hand, wmjA . satisfy (2. 11). Hence we have the relation

(2.7). We can choose n1>kj (k = I y - - - y m ) arbitrarily.

In order to apply this lemma to (2. 5), we put

k
/o ION ,y.(i) V1 f TTtffy^
\6t •*-£) Tp k— — / i \" p ) vi — k + l.l >

1=1

for k = !9 • • • , Vi, P = 19 2, • • • , where (F^})s>£ stands for the (s, *) element

of jFj^. Then F$*> + A$> satisfies (2.7). Hence we can solve (2.5).

Proposition 2.4. Let P be the operator given by (2. 2). We

assume that

(LO order r<" (x, £>') <*-v£, A = l, • • - , V,

Then there exists Q, a c of actor system of P such that PQ satisfies

the condition (L) for (x, ̂ 9) e F (£, lx) .

Proof. Set

/O u
/ "r~"""̂

~ Io 'Q°
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here

and set

n?=s, J={2v»}+l,-
fc=l

= 0, otherwise

Then noting that the condition (Li) implies

for (.r, $0£z/ ) G V (.r, s ) , we can verify easily that PQ satisfies the condition

(L).
Thus applying Theorem 1. 1, we can construct a parametrix of the

Cauchy problem for P in some neighborhood G (x) of x9 which implies

the existence of the solution of the Cauchy problem (1) for P in G(.r)?

(c.f. [1]). Concerning with the local uniqueness, we must prove that

the condition (1̂ ) is satisfied for P(*}, the adjoint operator of P, and that

(Li) is invariant under the transform of coordinate variables. To do so,

we shall prove that our condition (1̂ ) is equivalent to the condition (L2)?

given by Petkov. In [7] he has proved that P(*) satisfies (La), if P

does so, and that (L2) is invariant under the transform of coordinate

variables.

We need the following preliminary. The proof is easy.

Proposition 2. 5* Let T (x9 D') bean elliptic operator in L° (G)

andS(x,D') be the inverse ofT(x,D'), that is, S (x, D')T (x, D')

=/? modL-°°(G)0 If P satisfies (Z,2), then SPT does so,

It follows from this proposition that P given by (2. 2) satisfies (L2)

blookwisely, that is, for any scalar function f(x)^C™(G(x)} and for

(x, 0>£9) e V (x9 c
7), there exist Vrvector valued functions v$ (x9 <^(0

S /)

such that
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(L2) e - w p 1

where e*? is a yrvector of which k th-component is 1 and otherwise zero.

Proposition 2, 6. T7z£ condition (L^) is equivalent to (L2) •

Proof. We can expand asymptotically

where functions Ykl(x, fx) are homogeneous degree 1 — ̂ > in f '. Hence

(Li) is equivalent to

(LO rg(a:,O=0, # = !,-, V,-*, * = 1,-,V,-1.

Therefore it suffices to prove that (Li) is equivalent to (L2). We

write asymptotically

Then we have

*-"<»£<*>[>'"<" \f(x)

Hence (L2) is equivalent to

(2. 13) , I] ff, (<p«\ P^f(x) e? + U ff, (^'>, Pi!)) tr w = 0 ,

for p = l9 • • - , v,-l. When ^ = 0,

G«(V(l\ PP)ePf=CV\

Put ^(I)(^) = 1^ • For p = l9 we have

Hence there exists z;^ if and only if

ff, (?">, ^'} ef >/= rff (a:, ?20 /= 0 ,
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which implies

r f fO,? ' )=o.

Then we can find v? of the form

noting,

*(?<", />„«) = H,(*t JO) +AjCW<^f JD'> ,

where £TZ (*, D) = D0 + X! A|? (*, p<?) D,.
y=i

In general we shall prove our statement by induction. Assume that

there exist v^ satisfying (2. 13) Q, g = l, • • • , / > — !, of the form

(2. 14), < = S a?>(x, D-)f(x)e?\ g = l, -,p-l ,
S=2

here,

(2. 15) , «& (x, D) = ( - -A-H, (a:, D) ) ' ,

if and only if

(2.16), rS?(x,9$)=0 for s+q<p.

Then we shall prove that we can find v$> satisfying (2. 13) p of the form

(2. 14)j,+1, if and only if (2. 16),+1 holds. We have from (2.13), and

(2.14),, q<p-\,

(2. 17) hmCmv<? + S G, (g><», PP) v?> + 2 a, (ff»\

9+1
IX-<

Hence we can iind v^ if and only if

(2.18) '<>{ V ffj(^\P^a
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+ 2 ffy(^'),/Ji'))/«iro}=0.
J+k-P

It follows from (2. 16) f that

•*<j>ff, (pw, Pi") e<» = ff, (?»>, rffi) = o , 5 + k<p
for any j. Hence we have from (2. 18)

L' <W,rff) S a?(
s+k=p+l

Since {1, a^! (j;, Z?) , q = 1, • • • , / > — 1} is linearly independent from (2. 15) Q,

%<P — 1, we obtain (2. 16)p+1. Inserting (2. 14) p into (2.17), we

obtain by virtue of (2. 16) p+1,

(2. 19) £ ff, (P(!), PW *P (x, D) fe?> + ffp (^) , P^ fe? = 0 .
J+q=p

Hence, noting that

ff, (<pm, PP) = lat (<pm, «») + a, (<?m, \D'\) Cm

we obtain from (2. 19)

for 9 = 1, "', P, where fli0) = l. In particular for q = p, we obtain (2. 15) p.

§ 3. Proof of the Necessity Part of Theorem 3

In this section we shall show that the condition (Lj) is necessary

in order that the Cauchy problem for P is well posed. Assume that the

Cauchy problem for P is well posed at x^G. Then for any neigh-

borhood U (x) of x, there exists a neighborhood G (x) dU (x) and a

positive integer SQ such that

(3. 1) \u\o,o*(S><C(x) {\Pu\SotG^+ \U\SO,GO(^}

for u e C°° (C7 (£) ) , where G+ (x) = {x e G (£) , JC0> ̂ 0} and G0 (^) = {^

eG(^), .TO = •£<)}. This inequality is derived by the closed graph theorem.

We shall prove the necessity of Theorem 3 by contradiction, that is,

we shall construct an asymptotic solution which does not satisfy the
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inequality (3. 1) .

By virtue of Proposition 2. 2 we can transform P to P by N9 where

P has the form (2. 2) . Then we assume that the property (Lj) is not

valid for some 1Q and some kQ. We introduce a cofactor system Q(IO) of

P(ZO) such that

where g(io) (x, D) - A + ^Go) (*, £>') . Then we have

P«* (x9 £>)Q<'-> (x, D) =Ivlo(^ (

where

(3.2) «+t (a:, D) =

5 =

, D') q™ (x,

We shall construct the asymptotic solutions of the following equations

(put Vi^ — V for simplicity),

(3.3) q^^DYv' + j^bKx^D)^^ 5=1, • • - , * .
«=i

We seek vs = vs (x9 p) of the form,

vs (x, p) =p-*'*'*</',*) f] p--'X(^),

and e"1 is the common denominator of the rational numbers 6U} 0/ = 1,

•-,cT). We shall determine (6(j\(p(^} inductively.

At first we define #?(0) as follows



538 KUNIHIKO KAJITANI

We put

where LQ = I and Lk are pseudo-differential operators in xf '. We denote

by d^ the order of Lk. Then from (3. 2) we have

(3. 5) vio - £>^0)>order r£o) + »lo - k, k = 1, - - -,

We define

— Y1 Y1

~

where

/o j2\ 7(0) V1 /r f T ^(0)\/r ^(£o)(fc —1
(^O. Dj JL/fc> s — /i 0 J v.-t^fc, ^ y 0 fc-l + j W

Then from Lemma 1.2 it follows that the principal part of Gk-i(q
(l**(k~l), <?(0))

is given by

/o f~7\ ~LJ f ~ &\ (k—1)
(^C5. / J JTi \Xy »y

where Jf (^, f) = $ Q + f] ^ -o) (^, ^)f*- We note that the order of ££»<i=y
^ — 1 + s. We put

' = max

Then if (L2) is not valid, we have from (3. 5)

for some k. Therefore we have

(3.8)

We define
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L™ - exp { - zp'( >a)> L™ exp iip<m<p™}

We put

041}) = H (x, (p(P}" -f £! 0"o

which is a polynomial in (p(£\ But from (3. 6) and (3. 7) it follows that

the principal part of Ljj.% is given by (JQ(Lk) <^(0)) H (x, f) ""*. Hence

[x9 <p*f) is a polynomial in H (x, <^P) and is decomposed

Z,(l)^ r/0(l)\ _ (TJj(~, fn(l)\ p(l) / r\\m(i),Q(l) / TT\
/i V'^'J ^X / ^Xi ^ JUy (jJX J V_/ \^J ) 2*£ \^J *^ )

for x^Ua\ an open set, where Q(1) (x, U) is a polynomial in H,

Q(1) O, C(1)) ^0 and C(1)(^) is a C^-f unction in £7(1). We note that we

can choose C(1) (x) such that

(3. 9) Im C(1) (x} <0 in £7(1) .

For, we have

(x, ^ H (x, ?a>) -*

where Lft (x, ^£0)) , the principal part Lfc, is a polynomial of order

for ^ej(1). Hence we have

*£#<«)

Therefore (-l)-"a)Cw (x) is a root of hm (x, H, -<pf) =0. Since

and 0<ffa)<l, we can choose a branch of (-1)"'" such that

We choose <pa) as a solution

(
(3. 10)

(

Then (3. 9) implies
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(3.11) Im^<0, x^U(l\

We define L(j\ <p"\ (5^ and A<» (x, H) inductively, for j>2,

L™ = exp { - ip'c V>} LU-*> exp {ip'(

_nJtf«>yi n-*f ( / )7- C7)— P 2-j P ^fc >

^) -CW) (x))mU>Q0) O, H) in

= orderL^, W=-oo, if Li«=0),

the common denominator of the rational numbers <T(1), • • • , (

U {

and <^(i/) a solution as

where H (x, £) = £o + 2 ^ O, V^) f i-
i = l

We must prove that L^'\ the coefficient of the leading power

in LpJ) is a polynomial in H(x,(p^). To do so, we decompose

such that

where Ltfj2'* is a differential operator in xf of order s. We rewrite

DY as

(x, DY=(H (x, £>) - pC"-1' W + pC"-^ (x) )

= i: cy-*> (x) p' (H
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where Cfcfo"1) = l. Then we have

Hence we obtain

L"-» = exp {

Therefore we have

LF-1} = S ff,

where the summation is

On the other hand, we have

Z,"3 = exp {- zp"V"

= p*u"1)X; p-«0-

= PJfU)(«

Hence Ave have

In order to prove that L^ is a polynomial in H(x,<p^), it suffices to

know that the principal part of Lp"1} for ^e^ ( / ) is a polynomial in

H (x, ^Pxj^ 9 that is, in the expression of Z/P"^ for t^^U) the terms

^(Z/if^1^ <^(J'~1)) become zero for />0. The principal part of Lp~1}

is given by

where the summation is

for, the order of Lp"1} is equal to d(
t
j~l}, where $i(L(

k
JJ2\ ^(y~1}) stands

for the principal part of (Jz (Ljj/Y2), <^o'~1)) . Assume that for some
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and s,

(3.12) £

Since the principal part L^/J^ (x, $ ) of Z4f$~2) is a homogeneous poly-

nomial in f of order 5 and <7j (Z/£f 72), ^(-7"~1)) is given by

which homogeneous in ^~1}. Hence if (3. 12) is valid,

(3.13) E (^(Z^-V-'O
J-i-d fc(./-z)-i = d tU-i)

does not vanish, if we choose a suitable ft)(i7~~1;!, the direction of the initial

data of cpu~l\ On the other hand

is involved in the terms of Z / ~ ( V - i ) o - - i ) . Hence we have

which contradicts to the definition of (T(i7). For,

ffW = ^(J'"1)(T(J'"1)-^(J'"1)

and on the other hand, (T(J~1)>(T(-/) implies

_ S __ /_ —^-> — -̂7—j- > (T(l/) .

Thus we have proved that Z/$^) is a polynomial in H (x, (^ij)), that is,

(3.14)

Then the coefficient of the leading power HmU~" in Z,^ is Q"-^ (x,

. Hence there exists an open set UU}d.U(j~l} such that we can

decompose

A('> (^, H} = (H- C^ (x) ) ma)Q^> (x, fZ) in U^ ,

where Ca)(^) eC°°(C7(y)) and Q(/) (^ Ca)) ̂ 0. Moreover we note that

(3.15) m
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if <7('>>0, that is, LJ'-^O for some k <m(j ~l^(j ^ / ^ ~l\

Next we shall prove that

(3. 16) di»<*e<»/<7(» for 0<*<>(>><r(>Ye(y) .

We have

L«> = exp { - ip'V"} Ly~» exp {tp'V'

Hence we obtain

(3.17)

where the summation is,

(3. 18) sU-l>p-ffW(

If ks^/ffW is not an integer, it is evident that (3.18) implies (3.16).

When Jfeecy)/(T (y ) is an integer, it follows from (3. 14) that the term of

order k s ^ / f f ^ in Z/£y) is given by

I] 8,(L<r'-»,<p">)

for 5 = *s(y)/(J'W)<w"), if k<m(j^u^/Bu\ Thus we have proved (3. 16).

It is evident that (3.16) implies that <r( '+1><<7( '>, if ff('>=£0. Moreover

from (3. 17) we have

(3. 19) Lfc» = SLi« (x)H(x, Dr*-'

for k = mUW»/&u\ where L$ = Q('> (x? C^ (^)) ̂ =0 for k =

Thus it follows from (3. 15) that in the finite step we have

(3.20) L^ = p

where k (d) = m«W*> / e& and L^} is given by (3.19) with j = d.

Now we return to construct asymptotic solutions of the equations

(3.3). Noting that from (3.2) we have, (n,= (1 -tf(1))s),
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p-.g-iK,,,) J. fa £>) etE(P,X)

5 = 1, • • • , V-l, t = l, ••-, V,

p-n'e-tEbl (x, £>) ea = 0 (p* <" - ».) ,

* = l,-,v-l,

and inserting ?/ (a;, p) into (3. 3) , we obtain by virtue of (3. 20) ,

where we put V = Vi0 and ff— £(d), and g? are functions of ( X j ^ J , - - - ,

Vy_i, • • • , ^i, • • • , ̂ y_i) and ^ functions of (x, v\ • • - , Vy, • • - , VV
Q~\ • • - , vj"1,

^o, • • ' , t;y_i), and in particular gj = 0, 5 = 1, • • • , V, and L0
(d) is given by

(3.19).

Thus we have the following equations,

(3. 21)

for J = 0, 1, 2, • • - . Since H(x,<p?) =Cm(x)=£Q and L$o involved only

the differential operator H (x, D}, and (7o = 0, we can solve (3. 21) succes-

sively. Since gs
0 = 0, s = l, ••-,» — 1 and ^ = 0 for vl = Q, s = l, • • • , v — 1,

(3.22) wS = 0, 5 = 1, -,v-l,

i4Vs=o.
Hence we can seek vl and an open set UdUm such that
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(3.23) vl=£0 in U .

Decompose N (x, D'} = (N(1) (x, Z>'), • • • , N(r) O, £>')) which is

Proposition 2. 2, where Ar
0

(Z) (.r, ?') the principal part of AT(I) (:c, £)') is

generated by eigen vectors of A (x9 ? ') corresponding to A( l) (.r, f ') . Put

Then by virtue of (3. 22) and (3. 23) we have

« (x, p) = ««<*

where N$ o) (j:, ^') is the y-th eigen vector of A (x9 f
 x) corresponding to

A (Zo) . Therefore it follows from (3.11) that u(x,p) violates (3.1), if

M is sufficiently large and p tends to oo. Thus we have completed the

proof of Theorem 3. 1.

We shall here give a necessary condition in order that the Cauchy

(1) for P, a hyperbolic system with diagonal principal part of constant

multiplicit3T, is well posed. It seems that our condition is deeply con-

nected with that given by Mizohata in [11] .

We consider

Pi(x, D) =d\a(x, D)+B\(x, Z>) , s, t = l, -, N,

where a (x, D) = Q (x, D) q (x, D) \ q (x, D)=DQ-^i (x, D') and Q (x9 I

X (x9 f 0 , § 0 ^0 (Q the principal part of Q) and order a (x, D) = m,

order B\<m — 1.

We decompose

B\ (x, D) ̂ Blj (x, DO Clj (x, D) ,
J=0

where Bs
tJ- is a pseudo-differential operator in x'E=Rn of order m — \ — j

and

C\, (x, D} = ̂  Cljk (x) q (x, D) <!,-*.
fc = 0

We note that m — j — 1 + d*tj<m — 1, that is

(3. 24) ^.<j .
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We develop for a phase function cp corresponding to

e-^Bl (x, D) e*>' = £ ffk (B*tJ, <p) ff^+i (C\,,

= £ p-'-'-'S.,, (*,£),

where

order Bl

In particular, the principal part of Bs
tjQ is given by

(3. 25) 5J,, (x, f ) = Blj (x, Vx} C\» (x) H (x. f ) '

where

We put

E (0, x} = p<p (x} + p'</> (x) ,

Then we have

= 2] p— '-1-<+'<*fc+<-*><r»(5i,<, 0)

= 2 p-^-i+«!y (ffo (5?,0, 0) + 0 (1) ) .

We set

(3.26) rf,

where 7T stands for a permutation of [1, • • • , 2V]. We choose the rational

number ff such that

for any j. To do so, we put

(3. 27) ff = max

By (3. 24) we have ff<l. We put
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Then we obtain by (3. 26)

N

Zl MX^/N = m —

Volevich's lemma (c.f. [11], [12]) implies that there exist the rational

numbers ms, s = I9 • • - , N9 such that

M9
t<m — v + ff» + mt — mt, s9t = I9 • • • , JV.

We define B\(x9 H} such that

0 otherwise.

We denote by A (j:, -H) the matrix of which (5, £) -element is given by

Then it is evident that all elements of A (xy H) are polynomials in H

of order V. Then we have the following theorem whose proof is

analogous to that of Theorem 3. 1.

Theorem 3. 2. Let P be a hyperbolic system with diagonal

principal part of constant multiplicity. If the Cauchy problem for P

is %uell posed in G and 6 given by (3. 27) is not zero, then all the

roots -with respect to H of the determinant of the characteristic

matrix A (x^ IT) are zero in G.

Example 1. Let

"6
Then we have

A(X,H^(H2

Hence if P is well posed in R2, we obtain

(3. 28)
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Assume r (X) ¥=0. We put

N=1U

\r
Then

'where

BI = jD^oi — ocDo'/c + r (#£

52 = rDla — aDlr + T (aDQa + b Ar) — a fc A# + ̂  Ar).

Since P is also well posed at x, and the characteristic matrix is given

by

/ H2 1
A (x, H) = I

we have JBi=0. Moreover when 5i=0, we have

1
A(x,H)=\

Hence we obtain ^^O. Thus we have (2. 28) and J3!=.B2=0 as the

tecessary conditions. If the

^EEEE^^O is also sufficient.

necessary conditions. If the rank of f ^) is constant, then (2. 28) and

Example 2. Let

A \ /O

o
o/ \bn b^ b

Put

I1

Q= 1 |A

0

0 0 |A ,
o/

which is evidently well posed. If P is well posed,
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A \ /O bu 0\

PQ= 1 \Dl- 0 £21 0 A + BA

\ I/ \0 *„ O/

is also well posed. Then the characteristic matrix for PQ

(H2 bn 0

A(x,H-)=l o H2+b21 o .
\0 bn

Hence b2i = 0 is necessary. Moreover when bz\ = 0, we have

2 *„ o
H2 b2S

0 *„ H

Therefore ^3i^23 = 0 is necessary. Thus we obtain as the necessary con-

dition

which Petkov has already derived by a different method from ours in

[7]. In general, let

/! \ /O !„ (bu -
P=\ ••. \D0 A

•0

If P is well posed in If2, it is necessary,

Example 3o Let

1 \
1

1
1 /

D0 +

/ 0 1 \

0 0

0 1

\ o /

A +

/ 0 0 0 0 \

abed

0 0 0 0

\ OL & r $ 1
If P is well posed,
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2(aD0a-aD0a) =0 ,

a (bDQa + dDQa) - a (@DQa + dDQa) + aDla - aD\a = 0 ,

are necessary conditions. If the rank of ( «J is constant, these con-

ditions are sufficients.
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