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A Formal System for Specification Analysis
of Concurrent Programs
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Ken HIROSE* and Makolo TAKAHASHI*

Abstract

A formal system FLm, „ is proposed to analyze the specification of concurrent programs.
The soundness theorem for FLm,n is also proved.

§1. Introduction

In order to have reliable and modifiable software system, it should be very

important to give a precise specification of the whole computational processes.

It is especially difficult to describe a detailed specification of a concurrent

program.

In [1] and [2], one of the authors and his colleagues proposed a new speci-

fication technique called Process-Data Representation (PDR). The process

data interactions in PDR are specified mainly by using formulas in the forcing

logic (FL) which intends to describe constraint conditions for concurrent proc-

essing.

The formal logic for the specification description should express the essential

properties of the target system. That is, we should choose several fundamental

concepts in the target system and embed them in the predicate logic. Since the

introduction of many concepts might make it difficult to define the formal system,

it is necessary to carefully introduce only a few concepts which maximize read-

ability.

There may be several fundamental concepts, for example, those relating to

the number of objects, forcing, prohibition, constraint, priority for some actions

and so forth. In the forcing logic, the concept concerning the number of objects

involved in some activities was introduced.

Received March 4, 1983.
* Department of Mathematics, School of Science and Engineering, Waseda University,

Shinjuku, Tokyo 160, Japan.



912 KEN HIROSE AND MAKOTO TAKAHASHI

Furthermore, for specification analysis, we should need a formal system

which will enable us to conclude some situations from given specifications.

In the present paper, we propose a formal system FLm „ to analyse speci-

fications described by formulas in the forcing logic. The following notations

are used:

< .*!,..., xnyk is a set of the subsets of {xl9...9 xn} whose cardinality ̂  k,

[xl5..., xjfc is a set of the subsets of {xl9...9 xn} whose cardinality ^k

and intuitively

<*!,..., xnyk>-+Y means "the element of <*!,..., xnyk (at least k out of n objects

{xlv.., xn}) should do the operation to only the element of 7", [xl5..., *„]&-* ̂
means "the element of Y may be done the operation only by the element of

[*!,..., jcn]fc(at most k out of n objects {xl9...9xtt}) andX=>Ymeans "the element

of X do1 the operation to the element of 7". Then, for example, the specifi-

cation of the conditions in the dining philosophers problem can be described as

follows:

(*)

where phk (/c=l,... ,5) represents the philosopher k and fi (z = l,..., 5)

represents the folk /.

And [p/?l,..., p/f5]2=>[</5,/l>2,..., </4,/5>2]2 is deducible from (*) in our

system, as shown in Fig. 2.1 —Fig. 2.4.

In Section 2, we shall present the system FLmtn and give some examples of

the proof figures in FLm>n. Also, in Section 3, we shall prove the soundness

theorem for FLmjll. We believe our definition of FLmjl will lead to prove the

completeness theorem, however, we do not succeed the proof yet.f

The completeness theorem has been proved with slight modifications of the system since
submission of the paper.
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For the simplicity, the system FLniitJ treat with the predicates *>-**, *-»*,

*-», *-», >->* and *=>* only. However, it is easy to extend the system to a formal

system containing the ordinary predicate logic.

In the following lines, for a set X, we denote the power set of X by

the cardinality of X by \X\ and X-^} by X+.

§2. The Formal System FLmtn

In this section, we shall define the two-sorted language 3? m^n and twelve

deduction rules for the formal system

The language &mtH consists of

1) Constant symbols,

Pi>-,Pm

d1?...,dw (d-sort).

2) Function symbols,

[ * > • • • > *]/t> < * » • • • > *>* (X-ar

3) Predicate symbols,

*> — >*, * — »*, * — », * - >, > - >*, *=^>*.

We define the p-terms (respectively d-terms) inductively as follows :

i) P i » - - . » Pm(di>~-> dn) are p-terms (d-terms).
ii) If SI-,...,S/ are p-terms (d-terms), then [Si,..., S,]fc and <51,..., S,>k are

p-terms (d-terms).

If S is a p-term and Tis a d-term, then S>-»T, S-^T, S-», 5->, >->Tand S=>T

are formulas. A sequence /\; T2; J ; S=>Tis called a sequent where

F! c{S>-> T\S is a p-term and Tis a d-term} ,

r2c={S-»T|S is a p-term and Tis a d-term},

A c {S -»• | S is a p-term} U {S -» |S is a p-term}

U {^T| Tis ad-term}.

Let X be a set, A^,...,^ be subsets of ^(JQ and leg/. We define

(Xl9..., X(yk and [Al9...5 AJfc as follows:

forevery ie/},
ie/

yxj/cfl , . . . , /} , l / j ^ f c , X,6X, forevery i e / ) .
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We define the canonical interpretation ~ of /7-terms inductively as follows:

0 P = [ { p } } f°r every constant symbol p of the p-sort.
ii) If S !,..., St are p-lerms, then

The definition of the canonical interpretation ~ of d-terms is the same as p-terms.

Now we define the deduction rules A^-A4), Bj)-B4), C,)-C3) and D.

Every deduction rule consists of two sequents called the upper sequent and the

under sequent.

A , r?u{Si>— >r1....S,)— ̂ r , } ; rgu{5— ̂ T); J;y _
AI> ry u {s, >— > r,,..., s, >— > T,} ; r§ u {s— • T}: A u {S0 — > } ; , / >

where © <S0, S'>2 n SJ = </; for every S' > — > T' e f? .

2 rou{Si>_^Ti)... !S]>_^T[}.rou{s_^T);JU {S0

where © W§0 n VJS' = <f> for every S' > - > T' e F? .

',,..., .v(> e f , x - x f,3.Ve f +[yc n {yt\y

lUiS, — » ..... 5, — »1;(/1

where

_
4 r? u {Sj ,_ T^_ Si ,_ TI}. r2. A u {So __ j . ,,

where © <S0, S'>2 n SJ = $ for every S' > - » T' e f? ,

. r? u {5} >— > r{..... 5} >— > T\] • r°2 u {^-— » r?.....
>' T? u {5! >— +~r{,..., 5| ^

5-?,—»r?.};^u{>—»r0} ;

where © < f0, f '+>2 n f S = <£ for every S' >—> T' e TV,

@ there exists a natural number fc such that
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ii) [f},..., ?}]„_, nn = </>,
iii) «Sr,...,S}+>k, s?>2ns
iv) V<yi,..., v , > e T\ x - x f

r ? U { S 1 > ___
2 r?u {$!>— T,,..., S,>— T,}; T2; ^ U {>— T0J ; y

where© <?0, f '
 + >2 n fS = <£ for every S'> — > T ' e r ? ,

© [f,,..., f,], 0^ = 0.

r?u {$!>—> r,,..., s,>— > r,}; r2; j u {>— . r}; 9 _
*3) f?u {Sjx— > T,,..., S,>— > T,}:r2; A U {>— » 7,)— > r0];

where (1; < f 0, f " >2 n f S = 4> for every S' > — > F e T? ,

© V<J;1,..., j»,> e f , x -. x T,V/S{1 ..... /) [ W v,6 f0

^> 3 / ' c / /V a n d W ' e f .

<

and
isf

^r^ A u

where S=Sf.

ri - r2; ^ u

where S = S'.

where f = T'.

rl-r2; A; s =^T
where 5 = 5' and T=T".

Let 7i, n' be sequents. TT' is said to be an immedaile consequence of TT, if

there is a deduction rule such that n is the upper sequent and n' is the under

sequent, n' isdeduciblefrom 71(71 h-7i'), if there is a sequence 7r0,..., n, of sequents

such that 7T0 = 7r, n, — TT' and TC / + I is an immediate consequence of nf for / = 0,...,

/-I. We say that S=>Tis provable from /\, r2(r,, r2 f-S=>T), if r, ; T2;;

[Pi,--, PmL^Crfiv, dflLl-r!; F2; J; S=>Tfor some J.

In the following we shall give an example of proofs in the formal system

FL3 3 (the cigarette-smokers' problem). We show that
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; M>2L (j [H2) H3]!>—v <M>! ) h-

<P>!
3, r>2, <r, M>2, <M, p>2]!,

Let

r 2 = ^ [#,,#3]!—»
rj jrj "l / p \

and (p denotes the formula [Jff ls H2, H3]3=>[P, T, M]3.

One of its proof is as follows:

,P>2]l '

; v

f <HI, H2>2-
. J / TJ rr \, ( </i2, Ii3>2-

^2, ^3)2-^}; [H19 H2, H3]3 =>[P, T9 M]3

H2, H3y2—>*}; [#i> ̂ 2> ̂ 3> ̂ i. ^
==» [P, T, M]3
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3, r>2]
I <H2>!>—>[<r, M>2] J ; r 2 ;{<ff , , H2,H3>2—»} ;

I <#3>i>—> [<Af, P>2] J [HI, H2, H3~]i =>[P, r, M]3

, r>2] r [HLHzL
, M>2] ; [H2, ff3]1

, P>2] ( [H3, tfj!

, , T, M]
[T, M, P]t

r, M, p]t [>; [//!, #2, #3],, => [P, r, M]3
T, M, P>3

(D)

r2-
r, M, p>3 J [[P, r, Af]„ <P, r, M>2],

(C3)

, M, P>3 , T, M>2],

— <r, M, p>3
f1; W2, H3] =>[<P, r>2, <T, M>2, <M, P>2, <P, T,

(C3)

L 2 - >

* 3 ?

—> [T, M, PL
—> <T, M, P>3

The above proof is so complicated that we try to abbreviate the deduction

rules. We abbreviate AJ-D) to the following
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AM s t>—>r1.....s,—»r,,s-
2' C vw

ri o

el ^ _ . T\ civ _ . T1! c2 _ ». T2 *s2 _ »• T2
>,\ 'Jl > > 1 i , . . . , «3 f > > 1 f . 01 »» J ! ? • • • ? ^/' ^^ * i'I) ___

J'\ 5 1 > > j 1 , . . . , Of > > 7 !---

. T ^j r ;

^ ? L1^ i ? • • • ? ^ / ? ^ J i

S' ==» TD') s =»r"
By using above rules A',)-D'), we obtain the following proof figures of

r, Af >2]!

(cigarette-smokers' example)
and

l,..., P/i5]2 =^[</5,/l>2,..., </4,/5>2]2

(dining philosophers' example).
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If we add the following deduction rule E) to FLm>w, then we can make short

proofs in FLm,n.

where (T) \jSt n WS/ = 0 (i,j = l,...9 /, iV j),
(2) f(Sl5..., St) is a p-term which is constructed from Sl5..., St only

using function symbols and t(Tl9..., T,) is the ^/-term which is

constructed from t(Sl9..., S^ replacing Sls..., St to r,,..., 71,.
For example, by using the rule (E), one of such proof figures of

[</2,/3>2L

is as follows:
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W)

E
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§ 3. Soundness Theorem

In this section, we shall show the soundness theorem for FLm>n after defining

a standard model of a sequent. Let X, Y be sets, u be a subset of P(X) x P( Y),

X' be a subset of 0>(X) and j0 be a subset of 7. We define u, u*, n^u), n2(u)

and A(u, y0) as follows:

u= U{xxy\(x, y)eu}9

u* = {(x,y)eu\y *<!>},

TCI(II)= U{x|(x, jOeu},

7i2(M)= U{j | (x 5 y)eu},

A(u, y0) = U {x | (x, 3;') e u for some / ^ yQ} .

Let P = {p1,...,pm},D = {d1,. ..,dB} and I/ be a nonempty subset of «^(^(P)+

x «^(D)). We define the relation U$=(p for every formula <p as follows:

i) 17|=S> — > Tiff Vue C/V(x, j;)eM[xeS =^>je f]

and Vu e L73 !*(x, y) e w[x e S and 3; e T ] .

ii) Uk=S — »r i fF Vue UVye f+\_A(u, y)eS or ^(M, j) = <^],

and Vw e 17 [Vj; e f + \A(u9 y) = 0] => 0 6 S] .

iii)

iv) U\=S — »

v) U \= > — > T iff VM e C7Vi? £ W[7i2(u*) <£ f +] .

vi) tf |= S F=> T iff VM e ^[TT^M*) e S and 7r2(w*) G T ] .

17 is said to be a (standard) model of a sequent T^\T2\ A\ S=>Tiff 17 [=9 for

every peA U T2 u ^ U {S=>T} and Vwe L7V(x, j)e u^-S^Ter^xeS and

Theorem (Soundness theorem).

Let n, n' be sequents. If n\-n' then for every model U of n, U is also

a model of n'.

Proof. It is enough to show that for every deduction rule, if 17 is a model

of the upper sequent, then U is also a model of the under sequent.

AO Suppose that I7|^r? U {S^Tl9...9 S^TJ; r% U {S-»T}; A U {S0->}; q>.

3! means that "there uniquely exists ..".
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Since C7|=r? u {S^T;,..., S^T]}; F2u{S-»T}; A; cp, U&=S0-+. Hence

there is a w e t / such that n^u^eS^. Let u* = {(xi, Ji),..., (xfc, yk)}. By

the condition © of AJ and the definition of standard models, for every

(x, y)eu* there is a unique i such that (x, j )eS/x ?f. By the condition
fc fc

(s) of At), there is a y e T+ such that y^ r\ yt. Since y^ r\ yt implies that

ni(u*)ciA(u9y\n1(u*) = A(u,y)^(t). yeT+, UfcS-»TandA(u,y)*(t) imply

A(u, y) e S. Hence TT^W*) e S0 n S. But this contradicts the condition ® of Ax).

A2) Suppose that 17]^ TJ u {S^Ti,..., S^T]}; r§ U {S-»T}; ^ U {S-»}; 9-

Since t/ NT? U {S^T1!,..., S^T]}; T§ u {S-»T}; J; (^?, l/|^S-». Hence there

are uell and xeSJ such that X^TT^M*). Let u0={(x\ y')\xr n x^(j)} =

{(x1? 3^1),.-., (xfe, j;fe)]. By the condition © of A2), and the definition of

standard models, for every (x', /) e t/0, there is a unique i such that (x', y') 6

Sfx Tt. By the condition ® of A2), there is a y e T + such that y^r\yt.

Since j;^ r\ ^^ implies that nl(u*)^A(u, y), x^A(u, y). Hence A(u, y) e S by

U |= S-»Tand A(M, j)2 x ̂  0. So X(n, j;) e <S, S0>2 n S. But this contradicts

the condition ® of A2).

A3) Suppose that U^T^ F2; A U {S-̂ }; 9. Since U 1=7^; T2; J; 9, 17 (/

5-». Hence there are w e (7 and x e S+ such that X^TT^W*). By the condition

of A3), there is an x' e [Sflv.., SJi such that x'^x. Hence x'^n^u*). Since

(7|=5^ for i = l,..., /, x'<£Sf for i = l,..., /. Hence x'^S^.^S^. But

this is contradiction.
A4) Clear

BJ Suppose that [7^T? u {S}^T{,..., S^Tf; r§ U {Sf-^Tf,..., S^Tf,};

^U{~T0}; <p. Since L/NF? U {S{~T{,..., Sl~T}}; F°2 U {Sf^T?,..., S?,^>
T^}; zl; <p, (7|^>-^T0. Hence there are ue U and ucw such that 7c2(t;*)6 fj.
Let f* = {(x1, Ji),..., (xfc,, yk,}. By the condition © of Bt) and the definition
of standard models, for every (x;, /)et>* there is a unique / such that
(x', y') E St x ?f. Let k be a natural number which satisfies the condition
© of Bx). If k'<k, then n2(v*)e [f i,..., T,1] .̂ Hence 7r2(i;*)6[f},...,
^ f l k - i n f S . But this contradicts the condition ii) of © of B^. Hence
fc'^/c. By the condition iv) of © of B^, there is a ye [??,..., f?,]+ such

k k

that yc /^ yt. Hence y xt^A(u9 y). So A(u, y)^^. This implies A(u, y)e

[5?,..., Sfi by I7|=s£ir?,..., l/N^^n. Since U x£e<Si+,...5 Sf + >fc,

^(M, j;)e«Sl+,..., Sf + >k, [5?,..., S?,]i>2 n [5f,..., S?,]^1 'fiut this contradicts
the condition iii) of © of Bx).

B2) Suppose that U \^T^\j {Si>-^Ti9,,., S^T^; T2; ^u{^T0}; (p. Since
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{S1>-^r1,...,Sf
/^r/};r2;^; (p, U^>->T0. Hence there are u e U and

v^u such that n2(v*)e "fj. Let y* = {(x1, jj),..., (xk9 yk)}. By the same
k k

argument as A J, U yie[Tl9...9 Tjr Hence 7c2(i?*) = W v/e[f, , . . . , fjj n Tj.
i=l i=l

But this contradicts the condition @ of Bj).

B3) Suppose that U |^F? u (S^T,,..., S^TJ; T2; zl u [>->7; >-»T0}; (p.

Since U N T ? U {S^T,,..., S^T,]; T2; zl u [^T] ; <p, 17 |^>->T0. Hence there

are w e (7 and yew such that n2(u*)£ T+. Let y* = {(x1, >'i),..., (xk, yk)]. By

the same argument of Bt) and the condition © of B3), there is a nonempty

set /'c{l, .. . . /<} such that U^-ef . Hence 7T2(i?*)2 U v/e f . But this
ief /ef

contradicts

B4) Clear.

CJ Suppose that l/^T,; F2; J u {£-»}; [S,,..., SJj^T. Since

^U{S-»}; [Slv.., SM S']1=>T, there is a u e U such that 7r1(i/*)e§' + . By the
condition S = S'? 7c1(w*)eS+. But this contradicts C/t=S->.

Q)» C3) We can show by the same argument as Cj).
D) Clear.
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