
Groups Geom. Dyn. 18 (2024), 25–65
DOI 10.4171/GGD/738

© 2023 European Mathematical Society
Published by EMS Press

This work is licensed under a CC BY 4.0 license

Multiorders in amenable group actions

Tomasz Downarowicz, Piotr Oprocha, Mateusz Więcek, and
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Abstract. The paper offers a thorough study of multiorders and their applications to measure-
preserving actions of countable amenable groups. By a multiorder on a countable group, we mean
any probability measure � on the collection zO of linear orders of type Z on G, invariant under
the natural action of G on such orders. Multiorders exist on any countable amenable group (and
only on such groups) and every multiorder has the Følner property, meaning that almost surely
the order intervals starting at the unit form a Følner sequence. Every free measure-preserving G-
action .X; �; G/ has a multiorder . zO; �; G/ as a factor and has the same orbits as the Z-action
.X; �; S/, where S is the successor map determined by the multiorder factor. Moreover, the sub-
sigma-algebra † zO associated with the multiorder factor is invariant under S , which makes the
corresponding Z-action . zO; �; zS/ a factor of .X;�; S/. We prove that the entropy of any G-process
generated by a finite partition of X , conditional with respect to † zO , is preserved by the orbit equiv-
alence with .X; �; S/. Furthermore, this entropy can be computed in terms of the so-called random
past, by a formula analogous to h.�; T;P /DH.�;P jP�/ known for Z-actions. The above fact is
then applied to prove a variant of a result by Rudolph and Weiss (2000). The original theorem states
that orbit equivalence between free actions of countable amenable groups preserves conditional
entropy with respect to a sub-sigma-algebra †, as soon as the “orbit change” is measurable with
respect to †. In our variant, we replace the measurability assumption by a simpler one: † should be
invariant under both actions and the actions on the resulting factor should be free. In conclusion, we
provide a characterization of the Pinsker sigma-algebra of any G-process in terms of an appropri-
ately defined remote past arising from a multiorder. The paper has an appendix in which we present
an explicit construction of a particularly regular (uniformly Følner) multiorder based on an ordered
dynamical tiling system of G.

1. Introduction: Motivation and organization of the paper

The additive group Z of integers has two very important properties associated to the inter-
play between the order structure and amenability:

(1) Z is orderable; the standard order satisfies n < m, nC k < mC k,
(2) the order intervals Œ0; n� form a Følner sequence. (A Følner sequence in a groupG

is a sequence of finite subsets Fn � G such that limn!1
jFn\gFnj
jFnj

D 1 for any
g 2 G.)

2020 Mathematics Subject Classification. Primary 37A15; Secondary 37A35, 43A07.
Keywords. Countable amenable group, measure-preserving action, invariant random order, multiorder,
conditional entropy, Pinsker factor, orbit equivalence.

https://creativecommons.org/licenses/by/4.0/


T. Downarowicz, P. Oprocha, M. Więcek, and G. Zhang 26

These two properties play a key role in calculating dynamical entropy and characterizing
the Pinsker factor of a stationary Z-process. In particular, if P is a finite measurable
partition of a probability space .X; †; �/ with an action of a measure-automorphism T ,
then the following formula holds:

h.�; T;P / D H.�;P jP�/; (1.1)

where h.�; T;P / is the measure-theoretic entropy of the process generated by the par-
tition P and P� D P .�1;�1� D

W1
iD1 T

i .P / is the past of this process.1 The symbol
H.�;P jP�/ denotes the Shannon (static) entropy of P conditional with respect to the
sigma-algebra P�. Moreover, the Pinsker sigma-algebra of this process, defined as the
largest invariant sub-sigma-algebra of † on which the action has entropy zero, is charac-
terized by the formula

…T .P / D
\
n

P .�1;�n�:

The above intersection is often referred to as the remote past of the process.
Let now G denote a countable group. By a total order on G, we will mean a transitive

relation � such that for every a; b 2 G, exactly one of the alternatives holds: either a � b
or b � a, or a D b. Total order on G is invariant if the implication a � b ) ag � bg

is true for all a; b; g 2 G. A group admitting an invariant total order is called orderable.
In general, G need not be orderable, and if it is, the order intervals need not form a Følner
sequence. For example, Z2 is orderable but no invariant order has the property (2) (the
reader may easily verify that there is no invariant order on Z2 whose every order interval
is finite). In 1975, Kieffer [11] introduced an interesting substitute of an invariant order,
the invariant random order.

Definition 1.1. An invariant random order (IRO) on G is a probability space .O; �/,
where O is a measurable family of total orders � on G (represented as ¹0; 1º-valued
functions onG �G) and � is a Borel probability measure supported by O, invariant under
the action of G on O, defined by the rule .g;�/ 7!�0, where

a �0 b , ag � bg; a; b 2 G:

It is easy to show that IRO exists on any countable group. For instance, take the i.i.d.
G-process .Xg/g2G with values in the interval Œ0; 1� distributed according to the Lebesgue
measure. Almost every realization ! of this process is an injective function g 7! !g
from G to Œ0; 1�. The linear ordering of the values determines a linear ordering �! of G,
as follows:

a �! b , !a < !b; a; b 2 G:

1It might be confusing that the past P� depends on the positive iterates T i .P /. It is so, because these
positive iterates of the partition describe the behavior of the backward orbit (i.e., the past) of points: if A is
an atom of P , then x 2 T i .A/, T �i .x/ 2 A.
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It is elementary to verify that ! 7! �! defines a measure-theoretic factor of the i.i.d. G-
process, which is in fact an IRO on G of type Q (i.e., for �-almost every ! one has that
for any a; b 2 G with a �! b there exists c 2 G such that a �! c �! b).

IfG is a countable amenable group,2 then so defined IRO, being a factor of a Bernoulli
process, has positive entropy (see, e.g., [14]). Invariant random orders have been suc-
cessfully applied to the computation of Kolmogorov–Sinai entropy, for proving a version
of the Shannon–McMillan–Breiman theorem for actions of countable amenable groups
(see [11]) and further refinements (see, e.g., [1]).

In this paper, we propose a refined version of IRO which we call “multiorder”. A mul-
tiorder is an IRO with the additional property that all orders � in the support of � are of
type Z.

Section 2 contains the rigorous definition and several basic facts on multiorders. It
turns out that amenability of a countable group G is equivalent to the existence of a mul-
tiorder on G. Moreover, any such multiorder has the Følner property (see Definition 2.4
and Theorem 2.5), which is a very desirable feature, analogous to the condition (2) listed
at the beginning of this section in the context of the classical order on Z.

In Section 3, we show that multiorders are strongly related to the well-known fact
that any measure-preserving action of a countable amenable group G is orbit equivalent
to a Z-action (see [13]). This relation is captured in our Theorem 3.5. In particular, this
implies that multiorders of entropy zero exist on any countable amenable group.

Another difference between a multiorder and an IRO becomes apparent in their appli-
cations to studying measure-preserving G-actions. So far (in both papers [11] and [1]), an
IRO was associated to the group rather than the considered G-action. One can say that it
played the role of an external object. On the contrary, we often assume that a multiorder
is a measure-theoretic factor of the G-action in question. In fact, we show that if G is
amenable, then any free G-action3 has a multiorder factor (see Corollary 3.3). Thus, mul-
tiorder is treated as an internal feature of the given G-action. Our approach to multiorders
leads to more complicated relative results involving disintegration of the measure with
respect to the multiorder factor (which is trivial in the case of an external IRO). As we
shall see, the relative results are quite useful.

Following these lines, our Section 4 starts with the definition of a “multiordered G-
action”, as one equipped with a fixed measure-theoretic multiorder factor. The first main
result of the paper is Theorem 4.5 providing a formula for the entropy relative to the
multiorder factor in terms of the random past, analogous to (1.1). The formula reduces
to the one given in [1] if the multiorder is joined with the action independently (via the
product joining).

2Throughout this paper, by a countable amenable group we will mean an infinite countable discrete
group in which there exists a Følner sequence.

3A measure-theoretic G-action .X; �; G/ is free if the stabilizer of �-almost every x 2 X is trivial,
i.e., ¹g 2 GWg.x/ D xº D ¹eº.
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In Section 5, building upon Theorem 3.5 (saying, roughly speaking, that a multi-
ordered system is orbit equivalent to a specific Z-action which also factors to the same
multiorder, but now regarded with a respective action of Z), we show that the entropy of
a multiordered G-action conditional given the multiorder is preserved by the orbit equiv-
alence (see Theorem 5.1). This is in fact a special case of a more general theorem, due to
Rudolph and Weiss [16, Theorem 2.6], but our proof is totally different. As a consequence,
we derive a surprising fact that, although orbit equivalence usually does not preserve the
entropy, the difference between the entropy of a multiordered G-action and that of the
respective Z-action comes exclusively from changing the dynamics on the multiorder fac-
tor (see Corollary 5.3).

In Section 6, we show that the mentioned above theorem by Rudolph and Weiss can
actually be derived from our Theorem 5.1. The original theorem states that orbit equiva-
lence between actions of countable amenable groups G and � preserves the conditional
entropy with respect to aG-invariant sub-sigma-algebra†Y , as soon as the actions are free
and the “orbit change” is measurable with respect to †Y . In our variant, we replace the
measurability assumption by a simpler one:†Y should be invariant under both actions and
the actions on the resulting factor .Y; �/ should be free. Although formally our assump-
tion is slightly stronger, it is technically simpler and easier to check. Also, our proof is
completely different and much shorter. In this manner, multiorders emerge as a useful tool
in giving new proofs of advanced facts about orbit equivalence.

Finally, in Section 7, we focus on the Pinsker factor of a multiordered G-action.
It follows immediately from the results of Section 5, that the Pinsker factor relative to
the multiorder is preserved by the orbit equivalence to the respective Z-action (Theo-
rem 7.1). In this section, however, the best results are obtained for an arbitrary (i.e., not
necessarily multiordered) G-action, by passing to the product joining with a multiorder
(which is a multiordered G-action). In some sense, this takes us back to treating multi-
order as an external object, but our methods depend on the relative results of Section 5.
It is so because in the proof we pass to the Z-action orbit-equivalent to the product G-
action and this Z-action is no longer a product joining; it has the structure of a skew
product. In our concluding Theorem 7.4, we prove that the (unconditional) Pinsker sigma-
algebra of any G-process can be identified as follows: a set A is measurable with respect
to the Pinsker sigma-algebra of a G-process if and only if, for some (equivalently any)
multiorder . zO; �; G/, A is measurable with respect to the remote past evaluated along
�-almost every order. This theorem sheds a new light on the Pinsker factor even in the
case of a classical Z-process. The only known proof of the fact that the remote past
and the remote future of a Z-process are the same invariant sigma-algebra relies heav-
ily on entropy theory. Up to date, no purely measure-theoretic proof has been found (i.e.,
a proof based exclusively on the analysis of the sigma-algebras). Until such a proof is
found, one cannot claim that we fully understand this phenomenon. Note that the remote
future becomes the remote past if we replace the standard order on Z by its reverse. Our
Theorem 7.4 (although it does not bring us any closer to finding a measure-theoretic
proof) makes the mystery even more puzzling: there exists a vast collection of non-
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standard multiorders on Z (see, e.g., Example B.9) which allow to identify the Pinsker
factor.

The paper has an appendix devoted to a brief summary of the theory of tilings of
amenable groups and in which we introduce the notion of an ordered tiling system. Next
we provide an effective construction of a multiorder arising from an ordered tiling sys-
tem. We show that the resulting multiorder always enjoys a stronger version of the Følner
property which we call uniform Følner property. In this manner, we prove a strengthen-
ing of Theorem 2.6 (Corollary B.7) which asserts that on any countable amenable group
there exists a uniformly Følner multiorder of entropy zero. At the same time, we demon-
strate that the existence of multiorders on a countable amenable group can be viewed as
a phenomenon independent of orbit equivalence to Z-actions.

The research of this paper is continued in [7], where multiorders play a crucial role
in the study of asymptotic pairs and their relation to entropy in topological G-actions and
lead to establishing further analogs of the results known for Z-actions.

2. The concept of a multiorder

Definition 2.1. Let G be an infinite countable set. A linear order � on G is of type Z if
every order interval Œa; b�� D ¹a; bº [ ¹g 2 GW a � g � bº, a; b 2 G, a � b, is finite,
and there are no minimal or maximal elements in G. In other words, .G;�/ is order
isomorphic to .Z; </.

If � is an order of type Z, and Œa; b�� is an order interval, then by jŒa; b��j we will
denote its cardinality and call it the length of Œa; b��.

The set zO of all orders of G of type Z is a subset of the family of all relations on G,
which in turn can be identified with ¹0; 1ºG�G . Thus, zO inherits from ¹0; 1ºG�G a natu-
ral (metrizable and separable) topological structure. By an easy proof, zO is a nonempty
measurable subset of ¹0; 1ºG�G .

Definition 2.2. Let G be an infinite countable group. This group acts on zO by homeo-
morphisms as follows: for �2 zO and g 2 G the image �0D g.�/ is given by

a �0 b , ag � bg (2.1)

(it is elementary to see that �0 is again an order of type Z).

We are in a position to introduce the key notion of this paper.

Definition 2.3. Let � be a G-invariant Borel probability measure supported by zO. By
a multiorder (on G) we mean the measure-preserving G-action . zO; † zO ; �; G/, where † zO
is the Borel sigma-algebra on zO.

For brevity, from now on, we will skip the indication of sigma-algebras in the notation
of measure-preserving actions. For example, a multiorder will be denoted by . zO; �;G/ or
just zO, when this does not lead to a confusion.
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A priori, it is not clear for what kind of countable groups an invariant measure on zO
exists. Our Theorems 2.5 and 2.6 imply that the existence of such a measure is in fact
equivalent to amenability (see Corollary 2.7).

In the case where the group G is amenable, it is natural to consider multiorders with
the following additional property.

Definition 2.4. LetG be a countable amenable group with the unit denoted by e. A multi-
order . zO; �;G/ has the Følner property (or, briefly, is Følner) if, for �-almost every�2 zO,
the order intervals Œe; bn�� (where bn denotes the nth successor of e in the order �) form
a Følner sequence in G.

It turns out that the Følner property is automatic, as the following theorem states.
The proof, which was suggested by Tom Meyerovitch, and which relies on an orbit-
equivalence to a Z-action, is provided in the next section. Alexandre Danilenko pointed
out that the same result can be alternatively derived from [16, Lemma 3.10] using the
Borel–Cantelli lemma.

Theorem 2.5 (Suggested by Tom Meyerovitch). Let G be any countable group and as-
sume that there exists a multiorder . zO; �;G/ on G. Then the multiorder . zO; �;G/ has the
Følner property, in particular, G is amenable.

The following theorem will be proved in Section 3 (see Corollary 3.4; in the appendix
the reader will find a strengthened version, Corollary B.7).

Theorem 2.6. Let G be a countable amenable group. There exists a multiorder . zO; �;G/
of entropy zero.

Corollary 2.7. A countable group G is amenable if and only if there exists a multiorder
on G.

Corollary 2.8. In every countable amenable group G, there exists a Følner sequence
F D .Fn/n2N with the following properties

• Fn � FnC1, n 2 N (i.e., F is nested),

• F1 D ¹eº (i.e., F is centered),

• jFnj D n (i.e., F “progresses by one element”).

Proof. Let . zO; �;G/ be a multiorder onG whose existence is guaranteed by Theorem 2.6.
Then, by Theorem 2.5, a desired Følner sequence is obtained by fixing a �-typical order
�2 zO and letting Fn be the order-interval of length n starting at e.

For any countable groupG, there are at least two other ways of representing the action
of G on the family zO of all orders of type Z in a symbolic form. The first one refers to the
concept of an increment.

Definition 2.9. Let �2 zO be an order of type Z of a countable group G. For each g, let
succ�.g/ denote the successor of g with respect to � and define the (left) increment at g
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as incr�.g/ D succ�.g/g�1. Let � W zO! GG be given by � 7! incr�, where incr� stands
for the function incr�.�/.

We have the following assertion.

Proposition 2.10. The mapping � is a measurable injection,4 and it intertwines the action
of G on zO defined by (2.1) with the shift action5 on the image �. zO/ � GG .

Proof. Injectivity is obvious: two orders of type Z, say � and �0, are different if and only
if they assign different successors, succ�.g/ and succ�0.g/, to at least one g 2 G. Then
the respective increments, incr�.g/ and incr�0.g/ are also different.

For measurability of � , it suffices to show that for any a; b 2 G, the set

¹�2 zOW incr�.a/ D bº

is measurable. This set can be written as ¹�2 zOW succ�.a/ D baº, which in turn equals

¹�2 zOW a � ba and .Àc 2 G/ a � c � baº:

The above set is easily seen to be a countable combination of unions and intersections of
sets depending on just one binary order relation, which are obviously closed in zO.

It follows from (2.1) that

b D succg.�/.a/ , bg D succ�.ag/:

Then
incr�.ag/ D bg.ag/�1 D ba�1 D incrg.�/.a/:

The left-hand side, incr�.ag/, equals .g.incr�//.a/, where g.�/ denotes the shift action of
g on GG . We have proved that the following diagram commutes:

�
g

�����!
(2.1)

g.�/

�

??y ??y�
incr�

g
�����!

(shift)
g.incr�/ D incrg.�/;

which ends the proof.

Another approach to the action of G on zO relies on representing orders of type Z as
bijections from Z to G.

4Here we mean a Borel measurable injection. Recall that Borel-measurable injection sends Borel sets
to Borel sets, i.e., the inverse map is Borel-measurable, see [10, Theorem 15.1 and Corollary 15.2].

5For any set ƒ, the shift action of G on ƒG is defined as follows: .g.x//h D xhg , where g 2 G and
x D .xh/h2G 2 ƒ

G .
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Definition 2.11. With each order �2 zO we associate the bijection bi�WZ! G which is
anchored (i.e., satisfies bi�.0/ D e), and on the rest of Z is determined by the property

bi�.i/ D g , bi�.i C 1/ D succ�.g/; i 2 Z; g 2 G:

On anchored bijections biWZ!G we define the action ofG by the following formula:

.g.bi//.i/ D bi.i C k/ � g�1; where k is such that g D bi.k/: (2.2)

The space Bi.Z; G/ of all anchored bijections from Z to G equipped with the natural
topological structure inherited from GZ is clearly Borel-measurable (in fact, this set is of
type Gı , hence it is a Polish space). The fact that (2.2) defines an action will follow from
Proposition 2.12.

Proposition 2.12. The assignment �W zO ! Bi.Z; G/, given by �.�/ D bi�, is a measur-
able bijection with a continuous inverse, which intertwines the action of G on zO given
by (2.1) with the action of G on Bi.Z; G/ given by (2.2).

Proof. First of all, note that for any bi 2 Bi.Z; G/ and any g 2 G, by (2.2), we have
.g.bi//.0/D bi.k/ � g�1D gg�1D e (where k is such that gD bi.k/), so g.bi/ is anchored.
Injectivity of the assignment� 7! bi� is obvious, and so is its surjectivity: every anchored
bijection biWZ! G naturally defines on G an order � of type Z such that bi D bi�. The
inverse assignment bi 7! � is continuous because any finite set K � G is contained in
the image bi.Œ�n; n�/ for large enough n and so bi.Œ�n; n�/ determines the order between
the elements of K (this argument fails for the map �; for instance, there is no finite set K
such that bi�.1/ can be determined based on the order � just between the elements ofK).
Measurability of � follows from bijectivity and measurability of the inverse (see footnote 4
on the preceding page).

To complete the proof, we need to show that the following diagram commutes:

�
g

�����!
(2.1)

g.�/??y ??y
bi�

g
�����!

(2.2)
g.bi�/ D big.�/;

i.e., that .g.bi�//.i/ D big.�/.i/ for all i 2 Z. For i D 0, this follows from both big.�/
and g.bi�/ being anchored. Choose i > 0, and let h D big.�/.i/ (we omit the similar
case i < 0). Then Œe; h�g.�/ is an order interval (with respect to g.�/) of length i C 1.
According to (2.1), Œg; hg�� is an order interval of length i C 1 with respect to �. This
implies that if k is such that bi�.k/D g, then hg D bi�.i C k/, i.e., hD bi�.i C k/ � g�1.
By (2.2), the latter expression equals .g.bi�//.i/, and we are done.

We will use the following notation: Given an order �2 zO, we abbreviate bi�.i/ as
i� (i 2 Z). In particular, 0� D e regardless of �. Given i < j 2 Z, the order interval
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Œi�; j��� D ¹i�; .i C 1/�; .i C 2/�; : : : ; j�º will be denoted by Œi; j ��. Analogous
notation Œi;1/� and .�1; j �� will be used for unbounded intervals. Given g 2 G and
n 2N, by Œg; gC n�� (resp. Œg � n;g��) we will denote the order interval of length nC 1
starting (resp. ending) at g (for instance, Œe; e C n�� D Œ0; n��). Also, for F � G, we let

ŒF; F C n�� D
[
g2F

Œg; g C n�� and ŒF � n; F �� D
[
g2F

Œg � n; g��:

In this notation, formula (2.2) defining the action of G on anchored bijections takes
on the following form:

ig.�/ D .i C k/� � g�1; equivalently, i� � g�1 D .i � k/g.�/; (2.3)

where k is the unique integer such that

g D k�; equivalently, g�1 D .�k/g.�/: (2.4)

Remark 2.13. In general (unlike in the case of G D Z), .k�/�1 does not equal .�k/�.

Summarizing this section, we have introduced three isomorphic G-actions: the action
on the set zO of all orders of type Z, given by (2.1), the action of the usual G-shift on GG

restricted to �. zO/, and the action given by (2.2) on anchored bijections. Thus, if G is
amenable, a multiorder can be understood in three equivalent ways: as a measure-theoretic
G-action with a Borel invariant probability measure � on zO, the action of the G-shift
on GG with the measure �.�/, and as the action given by (2.2) on Bi.Z; G/ equipped
with the measure �.�/. For simplicity, in all three cases, we will denote the measure as �.
In the sequel, we will mainly use the first and last representations.

3. Multiorder and orbit equivalence to an action of the integers

Recall that two measure-theoretic group actions, say .X; �; �/ and .Y; �; G/, where both
groups � andG are countable, are orbit equivalent if there exists a measure-automorphism
 W .X; �/! .Y; �/ which sends �-orbits to G-orbits, i.e., for �-almost every x 2 X and
every 
 2 � , there exists gx;
 2 G such that

 .
.x// D gx;
 . .x//;

and ¹gx;
 W 
 2 �º D G. We can also write


.x/ D  �1gx;
 .x/;

which means that the identity map establishes an orbit equivalence between the given
�-action on .X; �/ and the G-action on .X; �/ given by

g.x/ D  �1g .x/;
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which is obviously isomorphic to the original action of G on .Y; �/. This reduces the con-
siderations of orbit equivalent actions to actions defined on the same probability space
.X; �/ and such that the orbit equivalence is established by the identity map (i.e., both
actions have the same orbits). In such case, for �-almost every x 2 X , we have a rela-
tion Rx between the elements of � and G:


 Rx g , 
.x/ D g.x/;

such that Rx has full projections on � and on G. In the case when both actions are free,
the above relation is a bijection, and we can write

g D bix.
/ , 
.x/ D g.x/: (3.1)

In this case, x 7! bix is a measurable assignment from X to the collection Bi.�; G/ of
all anchored (i.e., sending the unit of � to the unit of G) bijections from � to G, called
a cocycle.

Another way of viewing orbit equivalence is as follows: Recall that the full group of
an action of a countable group � on a measure space .X; �/ consists of all measurable
invertible transformations T WX ! X such that for �-almost every x 2 X one has

T .x/ D 
x.x/ for some 
x 2 �:

It is well known that if the action of � preserves the measure �, then every T in the
full group also preserves �. We have the following, almost obvious, fact (whose proof
we skip).

Fact 3.1. Two actions .X; �; �/ and .X; �; G/ are orbit equivalent via the identity map
if and only if for every g 2 G, the transformation x 7! g.x/ belongs to the full group of
the �-action and for every 
 2 � , the transformation x 7! 
.x/ belongs to the full group
of the G-action.

Orbit equivalence is connected to our main topic—the multiorder—via the following
two theorems. Notice that for a Z-action to be free it suffices that almost all orbits are
infinite. Hence, any Z-action that is orbit equivalent to a free G-action is also free and the
assignment x 7! bix given by (3.1) is well defined.

Theorem 3.2. Let .X; �; G/ be a free measure-preserving G-action on a probability
space. Let T WX ! X be a measure-automorphism which generates a Z-action orbit
equivalent (via the identity map) to .X; �; G/. Then the map x 7! bix given by (3.1)
is a measure-theoretic factor map from .X;�;G/ to a multiorder . zO; �;G/, where � is the
image of � by the above map, and the action of G on zO is given by formula (2.2).

Before the proof, we draw some corollaries, important for the rest of this paper.

Corollary 3.3. Any free measure-preserving action .X; �; G/ of a countable amenable
group G on a probability space has a multiorder as a measure-theoretic factor.
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Proof. It is well known that any measure-preserving (in fact, any nonsingular) G-action
on a probability space is orbit-equivalent to a Z-action (see [13, Theorem 6]). If the G-
action is free, so is the Z-action,6 and Theorem 3.2 applies.

Corollary 3.4 (Theorem 2.6). On each countable amenable group there exists a multi-
order . zO; �; G/ of entropy zero.

Proof. Apply Corollary 3.3 to a free zero entropy action of G (for the existence of such
an action see, e.g., [6, Theorem 6.1]).

Proof of Theorem 3.2. By (3.1) and since both actions are free, the bijections bix are
anchored for �-almost all x 2 X . The only thing requiring a proof is the equivariance
of the map x 7! bix . We need to show that, for every g 2 G and i 2 Z and for �-almost
every x 2 X , the following equality holds:

big.x/.i/ D .g.bix//.i/;

where by formula (2.2),
.g.bix//.i/ D bix.i C k/ � g�1

with k such that g D bix.k/. By (3.1) and since the actions are free, the elements h D
big.x/.i/ and h0 D bix.i C k/ are (�-almost surely) the unique members of G for which
the respective equalities hold:

(1) T i .g.x// D hg.x/,

(2) T iCk.x/ D h0.x/,

while the fact that g D bix.k/ means that

(3) g.x/ D T k.x/.

Combining (1) and (3), we get T iCk.x/D hg.x/, which, combined with (2) yields h0.x/D
hg.x/. Because the action of G is free, for �-almost every x, the last equality allows to
conclude that h0 D hg, i.e., h0g�1 D h, which is exactly what we needed to show.

Theorem 3.5. Suppose 'WX ! zO is a measure-theoretic factor map from a measure-
preserving G-action .X; �; G/ to a multiorder . zO; �; G/. Then .X; �; G/ is orbit-equiv-
alent (via the identity map) to the Z-action generated by the successor map defined as
follows:

S.x/ D 1�.x/; where �D '.x/; (3.2)

i.e., S.x/ D g.x/, where g D 1'.x/ D 1�. Moreover, for any k 2 Z, we have

Sk.x/ D k�.x/: (3.3)

6In general, a �-action orbit-equivalent to a free G-action need not be free, so the comment preceding
Theorem 3.2 is essential.
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Let zS denote the transformation on zO defined by

zS.�/ D 1�.�/; (3.4)

i.e., zS.�/D g.�/, where gD 1� and g.�/ is given by formula (2.1). Then zS preserves the
measure �, and ' is a factor map from the Z-action .X; �; S/ to the Z-action . zO; �; zS/.

Remark 3.6. Note that we do not assume the G-actions on X or on zO to be free.

Remark 3.7. In view of the Dye theorem (see [9]), the orbit-equivalence part of Theo-
rem 3.5 is seemingly trivial for ergodic actions of countable amenable groups. What is
special about the action generated by the transformation S is that it preserves the mul-
tiorder factor and, as will be shown in Section 5, it also preserves the corresponding
conditional entropy.

Remark 3.8. Let .X; �; G/ be a free measure-preserving G-action with the same orbits
as a Z-action .X; �; T /. By Theorem 3.2, there exists a factor map 'WX ! zO, where
. zO; �;G/ is some multiorder. Now, Theorem 3.5 asserts that .X;�;G/ has the same orbits
as the Z-action .X; �; S/, where S is the successor map given by formula (3.2). It is not
hard to verify (by combining formulae (3.1) and (3.2)) that in this case, the maps S and T
coincide.

Corollary 3.9. On each countable amenable group G, there exists a multiorder . zO; �;G/
of “double entropy zero”, meaning that h.�; G/ D h.�; zS/ D 0, where h.�; G/ denotes
the Kolmogorov–Sinai entropy of � under the action of G, while h.�; zS/ denotes the
Kolmogorov–Sinai entropy of � under the action of Z by the iterates of zS .

Proof. We start by selecting an ergodic free zero entropy action .X; �; G/ (whose exis-
tence follows by the same argument as in the proof of Corollary 3.4). Since .X; �; G/ is
orbit equivalent to a Z-action and, by the Dye theorem [9], all ergodic Z-actions are mutu-
ally orbit equivalent, there exists a Z-action .X; �; T / of entropy zero having the same
orbits as .X;�;G/. By Theorem 3.2, there exists a multiorder . zO; �;G/ which is a factor
of .X; �;G/ (hence has entropy zero) and such that . zO; �; zS/ is a factor of .X; �; S/. By
Remark 3.8, S D T , hence .X; �; S/ has entropy zero. This implies that . zO; �; zS/ has
entropy zero, as required.

Proof of Theorem 3.5. Clearly, the map S WX!X defined by (3.2) is measurable. For the
orbit equivalence between .X;�;G/ and .X;�;S/, it suffices to prove (3.3) for S defined
by (3.2). Indeed, since k� (with k 2 Z) ranges over the entire group G, (3.3) implies that
the orbits ¹Sk.x/W k 2 Zº and G.x/ D ¹g.x/W g 2 Gº are equal. We will first show (3.3)
for k � 0, by induction. Clearly, (3.3) is true for k D 0 and, by (3.2), for k D 1. Suppose
it holds for some k � 1. Then

SkC1.x/ D S.k�.x// D 1'.k
�.x//.k�.x// D 1k

�.'.x//.k�.x//

D 1k
�.�/.k�.x// D 1g.�/.g.x//;
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where g D k�. By (2.3) and (2.4) (applied to i D 1), we have

1g.�/ D .k C 1/�g�1:

Eventually,
SkC1.x/ D .k C 1/�g�1.g.x// D .k C 1/�.x/;

and (3.3) is shown for k C 1.
Now consider the mapU.x/D .�1/�.x/, where, as before,�D '.x/. By an inductive

argument analogous as that used for S , one can show that (�-almost surely) for any k � 0,
the following holds:

U k.x/ D .�k/�.x/:

We will show that U is the inverse map of S . Denote x0 D U.x/ and �0 D '.x0/. Then
we have x D ..�1/�/�1.x0/, and

�
0
D '.x0/ D '.U.x// D '..�1/�.x// D .�1/�.'.x// D .�1/�.�/;

in other words,
�D ..�1/�/�1.�0/:

By the second part of (2.4) applied to g D .�1/�, we have

..�1/�/�1 D 1g.�/ D 1.�1/
�.�/
D 1�

0

;

and hence,
x D 1�

0

.x0/ D 1'.x
0/.x0/ D S.x0/ D S.U.x//:

By a symmetric argument, we also have x D U.S.x//, which implies, on the one hand,
that S is invertible (with the inverseU ), and on the other hand, that (3.3) holds for negative
integers. This ends the proof of the orbit equivalence between .X; �;G/ and .X; �; S/.

Since . zO; �; G/ is a factor of itself, the first part of Theorem 3.5 can be applied to
. zO; �;G/ in place of .X;�;G/. This implies that . zO; �; zS/ is orbit equivalent to . zO; �;G/,
in particular, zS preserves �. For �D '.x/, we have

'.S.x// D '.1�.x// D 1�.'.x// D 1�.�/ D zS.'.x//;

where the central equality follows from the fact that ' commutes with all elements of G.
We have shown that ' is a factor map between the Z-actions .X; �; S/ and . zO; �; zS/,
which completes the proof.

Remark 3.10. As pointed out by Danilenko (in private communication by e-mail), The-
orem 3.5 can be alternatively proved basing on a more general approach developed in [2].

We pass to proving Theorem 2.5. The proof is preceded by a lemma concerning
amenable group � . Nonetheless, in the proof of Theorem 2.5, the lemma will be applied
to � D Z, not to the general group G.
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Lemma 3.11. Let .X; �; �/ be an ergodic measure-preserving action of a countable
amenable group � , and let .Fn/n�1 be a Følner sequence in � along which the point-
wise ergodic theorem holds.7 Let T WX ! X be a member of the full group of this action.
Then, for �-almost every x 2 X , any " > 0 and n sufficiently large, the following inequal-
ity holds:

jFn.x/4 T .Fn.x//j � "jFnj:

Proof. The setsX
 D ¹x 2X WT .x/D 
.x/º (
 2 �) form a countable, measurable cover
of X (if the action of � on X is free, it is a partition). Thus, there exists a finite setK � �
such that �.XK/ > 1 � "

4
, where XK D

S

2K X
 . Let

F 0n D ¹ˇ 2 FnWˇ.x/ 2 XKº:

By the pointwise ergodic theorem, for �-almost every x 2 X , for n large enough, we have
jF 0nj > .1 � "

4
/jFnj. Note that T .F 0n.x// � KFn.x/. Additionally, if n is large enough,

then Fn is .K; "
4
/-invariant.8 Hence, we can write

jT .Fn.x// n Fn.x/j � jT .F
0
n.x// n Fn.x/j C jT .Fn.x// n T .F

0
n.x//j

� j.KFn n Fn/.x/j C j.Fn n F
0
n/.x/j

� jKFn n Fnj C jFn n F
0
nj �

"

4
jFnj C

"

4
jFnj D

"

2
jFnj:

Since T is invertible, the sets Fn.x/ and T .Fn.x// have equal cardinalities, and hence
the other difference Fn.x/ n T .Fn.x// has the same cardinality, just shown to be smaller
than "

2
jFnj. Thus the symmetric difference has cardinality less than "jFnj and the proof is

completed.

Proof of Theorem 2.5. Let . zO; �; G/ be a multiorder on a countable group G. By a stan-
dard ergodic decomposition argument, it suffices to prove the theorem in the case where �
is ergodic. There exists a free ergodic action .X;�;G/ which has the multiorder . zO; �;G/
as a factor via a factor map ' (for instance, take an ergodic joining9 of the multiorder with
a Bernoulli G-process, and ' being the projection on the first coordinate). Let S WX ! X

be given by (3.2). Then, any g 2 G, viewed as a transformation of X , belongs to the full
group of the Z-action on X generated by S .

Now, Lemma 3.11 can be applied to the Z-action on X given by the iterates of S in
the role of the action of � , the classical Følner sequence Fn D Œ0; n� in Z, and g (viewed

7For instance, a tempered Følner sequence, see [12] for details.
8A set A � G is .g; "/-invariant for some g 2 G if jA4gAj

jAj
< ", where 4 denotes the symmetric

difference. Similarly, for K � G, the set A is .K; "/-invariant if jA4KAj
jAj

< ".
9A joining of two measure-preserving systems, say .X;�;G/ and .Y; �;G/, is any measure on X � Y

(usually denoted by � _ �) invariant under the product action of G, and whose respective marginals are �
and �. It is well known that if both � and � are ergodic, then there exists an ergodic joining � _ � (see,
e.g., [3, Proposition 1.4]; the same proof applies to general countable group actions).
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as a mapping on X ) in the role of T . The lemma yields that for �-almost every x 2 X ,
any " > 0 and n sufficiently large, we have

j¹x; S.x/; : : : ; Sn.x/º 4 g.¹x; S.x/; : : : ; Sn.x/º/j � ".nC 1/:

By (3.3), the above means that

jŒ0; n��.x/4 g.Œ0; n��/.x/j � ".nC 1/;

where �D '.x/. Because the action of G on X is free, we can skip x, and get

jŒ0; n��4 g.Œ0; n��/j � ".nC 1/:

We have shown that for �-almost every �2 zO, any g 2 G and every " > 0, the order
intervals Œ0; n�� are eventually .g; "/-invariant. This ends the proof.

4. Conditional entropy with respect to a multiorder

This section contains the formula for the conditional entropy of a measure-preserving G-
action which has a multiorder as a measure-theoretic factor.

4.1. Preparatory lemmas

Throughout this subsection, we assume that . zO; �; G/ is a multiorder on a countable
amenable group G. The Følner property of the multiorder, although it holds, is not used
yet. Nor we assume zero entropy of �. The following two lemmas will be very useful.

Lemma 4.1. Let .Fm/m2N be a fixed Følner sequence in G. We also fix some n 2 N and
"> 0. Then, for sufficiently largem2N, there exists a subset zO0m� zO with �. zO0m/ > 1� ",
such that for every �2 zO0m, we have

jŒFm; Fm C n�
�j

jFmj
< 1C " and

jŒFm � n; Fm�
�j

jFmj
< 1C "

(see (3.3) for the meaning of ŒFm; Fm C n�� and ŒFm � n; Fm��).

Proof. Firstly, observe that jŒFm � n; Fm��j D jŒFm; Fm C n��j for all �2 zO, so we can
focus on satisfying the first inequality only. Secondly, note that if the lemma holds for all
ergodic measures �, then, by a standard decomposition argument, it holds for all invariant
measures � as well. Thus, we can assume ergodicity of the measure �.

Let K denote the family of all subsets of G of cardinality nC1 containing the unit,
and let ı D "

2nC2
. We have the following disjoint union:

zO D
G
K2K

zOK ;
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where zOK D ¹�2 zOW Œ0; n�� D Kº. Because the union is countable, there exists a finite
subset K 0 �K such that if we denote zOK 0 D

F
K2K 0

zOK , then

�. zOK 0/ D
X
K2K 0

�. zOK/ > 1 � ı:

Let
L D

[
K2K 0

K

(clearly,L is a finite subset ofG). For sufficiently largem, the set Fm is .L; ı
jLj
/-invariant.

Then theL-core10 ofFm, which we denote by .Fm/L, has cardinality at least .1�ı/jFmj.11

By the mean ergodic theorem, for sufficiently large m, there exists a set zO0m � zO with
�. zO0m/ > 1 � ", such that for all �2 zO0m, we have

j¹g 2 FmWg.�/ 2 zOK 0ºj > .1 � ı/jFmj:

Combining this with the estimate of the cardinality of the L-core .Fm/L, we obtain, form
large enough,

j¹g 2 .Fm/LWg.�/ 2 zOK 0ºj > .1 � 2ı/jFmj:

Observe that g.�/ 2 zOK 0 , Œ0; n�g.�/ 2K 0. By (2.3) and (2.4), for k satisfying g D k�,
we can write

Œ0; n�g.�/ D Œk; k C n�� � g�1 D Œg; g C n�� � g�1:

Then Œg; gC n�� D Kg, whereK 2K 0, implying Œg; gC n�� � Lg. If also g 2 .Fm/L,
then Lg � Fm, and hence Œg; g C n�� � Fm. Summarizing, we have shown that if we
denote by F 0m the set ¹g 2 .Fm/LW g.�/ 2 zOK 0º (which is a subset of Fm of cardinality
strictly larger than .1 � 2ı/jFmj), then ŒF 0m; F

0
m C n�

� � Fm. Obviously,

ŒFm; Fm C n�
�
n Fm � ŒFm; Fm C n�

�
n ŒF 0m; F

0
m C n�

�

� Œ.Fm n F
0
m/; .Fm n F

0
m/C n�

�;

and hence we conclude that

jŒFm; Fm C n�
�
n Fmj � .nC 1/jFm n F

0
mj < .nC 1/2ıjFmj D "jFmj;

which is exactly what we needed to show.

10For two finite sets F and K, the K-core of F (usually denoted by FK ) is defined as the set ¹g 2
F WKg � F º.

11We are using the elementary fact that if a set F is .K; "/-invariant, then theK-core FK has cardinality
at least .1 � jKj"/jF j, see, e.g., [6, Lemma 2.6].
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Lemma 4.2. Let J W zO ! R be a bounded measurable function. Then, for each j 2 N,
we have12 Z

J.j�.�// d� D
Z
J.�/ d�

(here j�.�/ stands for the image g.�/ of � by the element g D j� in the action defined
by (2.1)).

Proof. This is a direct consequence of Theorem 3.5, more precisely, of the facts that the
successor map zS on zO preserves the measure �, and j�.�/ D zSj .�/ for all �2 zO.

4.2. Entropy of a multiordered system

Definition 4.3. By a multiordered dynamical system (or, more precisely, a multiordered
action of G on X ), denoted by .X; �; G; '/, we will mean a measure-preserving G-
action .X; �; G/ with a fixed measure-theoretic factor map 'W .X; �; G/! . zO; �; G/ to
a multiorder zO equipped with an invariant measure � (provided such a factor map exists).

Any dynamical system with an action of a countable amenable group can be turned
into a multiordered one by joining it (for example, via the product joining), with a mul-
tiorder. In such case, the factor map ' is by default the projection onto the second coor-
dinate. Moreover, by Theorem 2.6, we can always choose to use a multiorder of entropy
zero, in which case the joining maintains the entropy of the original system.

Definition 4.4. Let .X;�;G;'/ be a multiordered dynamical system. Fix a finite measur-
able partition P of X . For a subset D � G, we will denote

PD
D

_
g2D

g�1.P /:

The sigma-algebras P�� D P .�1;�1�� and PC� D P Œ1;1/� are called respectively the
past and the future of P with respect to �2 zO.

Before we continue, we establish some basic definitions concerning entropy in actions
of countable amenable groups. Given a measure-preserving system .X; �; †; G/ and
a finite measurable partition P of X , by the entropy of P we will mean

H.�;P / D �
X
P2P

�.P / log�.P /:

If ‚ is a G-invariant sub-sigma-algebra of †, then the conditional entropy of P with
respect to ‚ equals

H.�;P j‚/ D inf
Q
.H.�;P _Q/ �H.�;Q//;

12Whenever we write
R
� � � d�, we mean

R
� � � d�.�/, i.e., we never use integration with respect to �,

where the variable is denoted by a symbol different from �.
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where Q ranges over all finite partitions of X measurable with respect to ‚. The dynami-
cal entropy of the process generated by P is defined by the formula

h.�;G;P / D lim
n!1

1

jFnj
H.�;PFn/;

where .Fn/n2N is a Følner sequence in G (the definition does not depend on a Følner
sequence). The conditional entropy of the process generated by P with respect to‚ equals

h.�;G;P j‚/ D lim
n!1

1

jFnj
H.�;PFn j‚/:

The Kolmogorov–Sinai entropy of a dynamical system h.�;G/ is by definition the supre-
mum of h.�;G;P / over all finite measurable partitions P of X .

Theorem 4.5. Let .X;�;G; '/ be a multiordered dynamical system, and let P be a finite
measurable partition of X . Let ¹��W � 2 zOº denote the disintegration of � with respect
to � D '.�/. Let † zO denote the invariant sub-sigma-algebra on X obtained by lifting the
Borel sets in zO against the factor map '. Then

h.�;G;P j† zO/ D

Z
H.��;P jP

�
� / d� D

Z
H.��;P jP

C
� / d�:

Remark 4.6. For an IRO, we have a similarly looking formula (see [1]):

h.�;G;P / D

Z
H.�;P jP�� / d�:

The proof of the above formula is much shorter than that of Theorem 4.5. In particular,
the proof of Theorem 4.5 relies (seemingly inevitably) on the Følner property of the mul-
tiorder, which is absent in [1]. The simplicity of the proof in [1] seems to rely on the fact
that the measure � under the integral does not depend on �.

Proof of Theorem 4.5. We define an auxiliary entropy notion as follows:

xh.�;P ; '/ D lim
n!1

1

nC 1

Z
H.��;P

Œ0;n��/ d�: (4.1)

For every n 2 N, we have

H.��;P
Œ0;n��/ D H.��;P

Œ0��/CH.��;P Œ1��
jP Œ0��/

CH.��;P
Œ2��
jP Œ0;1��/C � � � CH.��;P

Œn��
jP Œ0;n�1��/:

Let us consider just the j th term of the above sum (keeping in mind that it will be eventu-
ally integrated with respect to �):

H.��;P
Œj ��
jP Œ0;j�1��/
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(for j D 0, the conditioning partition disappears). Since the disintegration is that of an
invariant measure, it is equivariant,13 i.e., for any g 2 G, it satisfies, for each measurable
set A � X ,

��.A/ D �g.�/.g.A//: (4.2)

This implies that

H.��;P
Œj ��
jP Œ0;j�1��/ D H.�g.�/; g.P

Œj ��/jg.P Œ0;j�1��//:

Note that for any D � G, we have

g.PD/ D
_
h2D

.gh�1/.P / D
_
h2D

.hg�1/�1.P / D PDg�1 : (4.3)

In particular, we obtain that

H.��;P
Œj ��
jP Œ0;j�1��/ D H.�g.�/;P

Œj ��g�1
jP Œ0;j�1��g�1/:

So far, g 2 G was arbitrary. Now let g D j�. For each i 2 ¹0; 1; : : : ; nº, by (2.3)
and (2.4), we have

i� � g�1 D .i � k/g.�/;

where k is such that g D k�. But since g D j�, we have k D j , and we conclude that
i� � g�1 D .i � j /g.�/ D .i � j /j

�.�/. So

H.��;P
Œj ��
jP Œ0;j�1��/ D H.�j�.�/;P

Œ0�j
�.�/

jP Œ�j;�1�j
�.�/

/: (4.4)

If we define a measurable function J W zO ! Œ0;1/ by

J.�/ D H.��;P
Œ0��
jP Œ�j;�1��/;

then (4.4) can be rewritten as

H.��;P
Œj ��
jP Œ0;j�1��/ D J.j�.�//:

Since the function J is bounded (by log jP j), we can use Lemma 4.2 and getZ
J.j�.�// d� D

Z
J.�/ d�;

which means thatZ
H.��;P

Œj ��
jP Œ0;j�1��/ d� D

Z
H.��;P

Œ0��
jP Œ�j;�1��/ d�: (4.5)

13Equivariance follows immediately from invariance of � and uniqueness of the disintegration.
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Now we can go back to formula (4.1) defining xh.�;P ; '/ and substitute the integrals
according to (4.5). Since 0� D e and hence P Œ0�� D P (for any �2 zO), we get

xh.�;P ; '/ D

Z
lim
n!1

1

nC 1

nX
jD0

H.��;P jP
Œ�j;�1��/ d�

(we have used the Lebesgue theorem to exchange the limit with the integral). Note that
for each �, the sequence H.��;P jP Œ�j;�1��/ indexed by j converges nonincreasingly
to H.��;P jP�� / (we use continuity of entropy with respect to a refining sequence of
partitions, see, e.g., [4, Lemma 1.7.11]). By monotonicity, the sequence of the arithmetic
averages appearing in the last integral has the same limit. We have proved that

xh.�;P ; '/ D

Z
H.��;P jP

�
� / d�:

The proof of the dual formula

xh.�;P ; '/ D

Z
H.��;P jP

C
� / d�

is identical.
To complete the proof, we need to show that xh.�;P ; '/ D h.�; G;P j† zO/. We will

prove the two respective inequalities separately.
Fix a finite set K � G and some " > 0. By the Følner property of the multiorder

(Theorem 2.5), there exist a set zO0 � zO with �. zO0/ > 1 � ", and n0 2 N such that, for
any �2 zO0 and n � n0, the order-interval Œ0; n�� is .K; "

jKj
/-invariant. Then the K-core

Œ0; n��K of such an interval occupies the fraction of at least 1 � " in that interval. Hence,
for any �2 zO0, we have

H.��;P
Œ0;n��/ � H.��;P

Œ0;n��K /C ".nC 1/ log jP j: (4.6)

Observe that for any�2 zO, an element h2 Œ0;n��K belongs toK�1g for some g 2 Œ0;n�� if
and only if g 2Kh. SinceKh� Œ0;n��, there are exactly jKj such elements g. This means
that the family ¹K�1gWg 2 Œ0; n��º is a so-called jKj-cover of the core Œ0; n��K . Thus, we
can apply the Shearer’s inequality (see, e.g., [5, Section 2]) and obtain the following:

H.��;P
Œ0;n��K / �

1

jKj

X
g2Œ0;n��

H.��;P
K�1g/: (4.7)

By integrating, we getZ
H.��;P

Œ0;n��/ d�

D

Z
zO0
H.��;P

Œ0;n��/ d� C
Z
zOn zO0

H.��;P
Œ0;n��/ d�
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�

Z
zO0
H.��;P

Œ0;n��/ d� C ".nC 1/ log jP j

(4.6)
�

Z
zO0
H.��;P

Œ0;n��K / d� C 2".nC 1/ log jP j

�

Z
H.��;P

Œ0;n��K / d� C 2".nC 1/ log jP j

(4.7)
�

1

jKj

Z X
g2Œ0;n��

H.��;P
K�1g/ d� C 2".nC 1/ log jP j

(4.2)
D

1

jKj

Z X
g2Œ0;n��

H.�g.�/; g.P
K�1g// d� C 2".nC 1/ log jP j D � � � :

By (4.3), we have g.PK�1g/ D PK�1 . We can also write g 2 Œ0; n�� as i� with
i 2 Œ0; n�. Thus, we can continue as follows:

� � � D
1

jKj

X
i2Œ0;n�

Z
H.�i�.�/;P

K�1/ d� C 2".nC 1/ log jP j:

By Lemma 4.2, for every i 2 Œ0; n�, we haveZ
H.�i�.�/;P

K�1/ d� D
Z
H.��;P

K�1/ d�:

Because this term does not depend on i , the summation over i 2 Œ0; n� becomes multipli-
cation by .nC 1/. We can now divide both sides by .nC 1/ and finish our inequality

1

nC 1

Z
H.��;P

Œ0;n��/ d� �
1

nC 1

1

jKj
.nC 1/

Z
H.��;P

K�1/ d� C 2" log jP j

D
1

jKj
H.�;PK�1

j† zO/C 2" log jP j;

where the last equality is just the standard formula for the conditional entropy (given
a sub-sigma-algebra) via disintegration of the measure (see, e.g., [4, (1.5.4)]).

Passing to the limit over n on the left-hand side and then passing to the limit over
a Følner sequence .Km/m2N (in place of K�1) together with "m ! 0 (in place of ") on
the right-hand side, we conclude that

xh.�;P ; '/ � h.�;G;P j† zO/:

We proceed to proving the converse inequality. Fix some n 2 N and " > 0. For any
�2 zO, the family ¹Œg; g C n��W g 2 ŒFm � n; Fm��º is easily seen to be an .nC1/-cover
of Fm, hence the Shearer’s inequality can be used again, as follows:

H.��;P
Fm/ �

1

nC 1

X
g2ŒFm�n;Fm��

H.��;P
Œg;gCn��/:
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By Lemma 4.1, for large enough m and any �2 zO0m, where zO0m � zO satisfies �. zO0m/ >
1 � ", we have

jŒFm � n; Fm�
�
n Fmj � "jFmj;

and thus

H.��;P
Fm/ �

1

nC 1

X
g2Fm

H.��;P
Œg;gCn��/C "jFmj log jP j:

According to (4.2) and (4.3), we haveH.��;P Œg;gCn��/DH.�g.�/;P
Œg;gCn���g�1/ for

any g 2 G. By (2.3) and (2.4), we also have Œg; gC n�� � g�1 D Œ0; n�g.�/. We obtain that

H.��;P
Fm/ �

1

nC 1

X
g2Fm

H.�g.�/;P
Œ0;n�g.�//C "jFmj log jP j: (4.8)

We now integrate with respect to � and get

H.�;PFm j† zO/ D

Z
H.��;P

Fm/ d�

D

Z
zO0m

H.��;P
Fm/ d� C

Z
zOn zO0m

H.��;P
Fm/ d�

(4.8)
�

1

nC 1

X
g2Fm

Z
H.�g.�/;P

Œ0;n�g.�// d�

C "jFmj log jP j C "jFmj log jP j
inv. of �
�

1

nC 1

X
g2Fm

Z
H.��;P

Œ0;n��/ d� C 2"jFmj log jP j

D
jFmj

nC 1

Z
H.��;P

Œ0;n��/ d� C 2"jFmj log jP j;

where the last equality holds because the summation of terms not depending on g becomes
multiplication by jFmj.

We can now divide all terms by jFmj and pass to the limit overm. Then, on the extreme
left, we obtain h.�; G;P j† zO/. After dividing by jFmj, the right-hand side no longer
depends on m, so we have proved that

h.�;G;P j† zO/ �
1

nC 1

Z
H.��;P

Œ0;n��/ d� C 2" log jP j:

By passing to the limit as n!1, we can replace the right-hand side by xh.�;P ; '/C
2" log jP j. As " is arbitrary, the last term can be skipped and we obtain h.�;G;P j† zO/ �
xh.�;P ; '/. This ends the proof.

Remark 4.7. As pointed out by Danilenko (in private communication by e-mail), Theo-
rem 4.5 can be alternatively proved basing on a more general approach developed in [2].
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Corollary 4.8. Given a G-action .X; �; G/ and an arbitrary multiorder . zO; �; G/, con-
sider the product system .X � zO; � � �;G/ with the product action

g.x;�/ D .g.x/; g.�//:

This product is a multiordered system with the projection on the second coordinate in
the role of the factor map '. In this case, the disintegration of � � � with respect to � is
constant, i.e., �� D� for all�2 zO. Moreover, by independence, for any partition P ofX
(which by lifting can be considered a partition of X � zO), we have h.� � �;G;P j† zO/D
h.�;G;P /. Hence, the formula in Theorem 4.5 takes on the form

h.�;G;P / D

Z
H.�;P jP�� / d� D

Z
H.�;P jPC� / d�;

i.e., we recover the formula from [1] (see Remark 4.6).

Corollary 4.9. In the case of a multiordered system .X;�;G; '/ such that the associated
multiorder . zO; �; G/ has entropy zero, we have h.�; G;P j† zO/ D h.�; G;P /, and thus
Theorem 4.5 provides a formula for the unconditional entropy:

h.�;G;P / D

Z
H.��;P jP

�
� / d� D

Z
H.��;P jP

C
� / d�:

5. Preservation of conditional entropy under the orbit equivalence
determined by a multiorder

In this section, we continue to study a multiordered dynamical system .X; �; G; '/.
We prove the equality between the conditional (with respect to the multiorder) entropy
of the G-action and the analogous conditional entropy of the Z-action given by the iter-
ates of the successor maps S and zS defined by formulae (3.2) and (3.4). A well-oriented
reader will note that this equality follows from a theorem of Rudolph and Weiss [16, The-
orem 2.6] but, on the one hand, our proof is completely different and much shorter (even
when counting the necessary background), on the other hand, as we will show in the next
section, our theorem implies that of Rudolph–Weiss (with slightly changed assumptions).

Theorem 5.1. Let .X;�;G; '/ be a multiordered dynamical system, and let S denote the
successor map defined by formula (3.2). Then, for every finite, measurable partition P

of X , we have
h.�;G;P j† zO/ D h.�; S;P j† zO/;

where h.�; G; P j† zO/ is the conditional (with respect to † zO) entropy of the process
.X; �;P ; G/ generated by P under the action of G and h.�; S;P j† zO/ is the analo-
gous conditional entropy of the process .X; �;P ; S/ generated by P under the action
of Z given by the iterates of S .
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Proof. For every n 2 Z, we denote P .�1;�n�S D
W
k�n S

k.P /. Firstly, we show that for
�-almost every �2 zO, we have

P .�1;�n�S
j'�1.�/ D P .�1;�n��

j'�1.�/: (5.1)

Let �2 zO and k 2 Z be fixed. By formula (3.3), for every measurable set A � X , we
have

Sk.A/ \ '�1.�/ D Sk
� [
�02 zO

A \ '�1.�0/
�
\ '�1.�/

D

� [
�02 zO

Sk.A \ '�1.�0//
�
\ '�1.�/

D

� [
�02 zO

k�
0

.A \ '�1.�0//
�
\ '�1.�/

D

� [
�02 zO

�
k�
0

.A/ \ '�1.k�
0

.�0//
��
\ '�1.�/:

The only �02 zO for which the corresponding item of the above union has nonempty inter-
section with '�1.�/ is the one for which k�

0

.�0/D�. Since k�
0

.�0/D zSk.�0/, we have
k�
0

.�0/ D� if and only if �0D zS�k.�/ D .�k/�.�/ (see formula (3.3) applied to zO as
its own extension). Thus, by the first part of formula (2.3) (with g D .�k/�), we obtain

k�
0

D k.�k/
�.�/
D .k � k/� � ..�k/�/�1 D ..�k/�/�1:

Hence,
Sk.A/ \ '�1.�/ D ..�k/�/�1.A/ \ '�1.�/:

Therefore, Sk.P /j'�1.�/ D ..�k/�/�1.P /j'�1.�/ and for every n 2 Z,

P .�1;�n�S
j'�1.�/ D

_
k�n

Sk.P /j'�1.�/ D
_
k�n

..�k/�/�1.P /j'�1.�/

D P .�1;�n��
j'�1.�/:

In particular, P .�1;�1�S j'�1.�/ D P�� j'�1.�/.
Consequently, by Theorem 4.5 and by the disintegration formula for the conditional

entropy (see, e.g., [15, p. 255], the conditional version passes by the same proof), we have

h.�;G;P j† zO/ D

Z
H.��;P jP

�
� / d� D

Z
H
�
��;P jP

.�1;�1�S
�

d�

D H.�;P jP .�1;�1�S
_† zO/ D h.�; S;P j† zO/:

This ends the proof.
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Remark 5.2. As pointed out by Danilenko (in private communication by e-mail), Theo-
rem 5.1 can be alternatively proved basing on a more general approach developed in [2].

Corollary 5.3. Suppose 'WX ! zO is a measure-theoretic factor map from a measure-
preserving G-action .X; �; G/ to a multiorder . zO; �; G/, and let .X; �; S/ be the Z-
action orbit equivalent to .X;�;G/ as described in Theorem 3.5. Recall that the theorem
establishes also that the Z-action .X; �; S/ factors to . zO; �; zS/ via the same map '.
It is a well-known phenomenon that orbit equivalent systems may have different entropies.
However, in the above situation, it follows from Theorem 5.1 that it is the multiorder factor
which is responsible for the entire difference of entropies:

h.�;G/ � h.�; S/ D h.�;G/ � h.�; zS/

(assuming that h.�; S/ <1 and hence also h.�; zS/ <1).

Example 5.4. In general, there is no inequality between h.�;G/ and h.�; S/. Indeed, let
.X1; �1; T1/ and .X2; �2; T2/ be two ergodic Z-actions on atomless probability spaces,
such that h.�1; T1/ > h.�2; T2/ (alternatively, h.�1; T1/ < h.�2; T2/). The first action
will be viewed as a G-action .X1; �1; G/, where G D Z. By the theorem of Dye, these
actions are orbit equivalent. By the comments at the beginning of Section 3, we can assume
that

X1 D X2; �1 D �2

and the orbit-equivalence is established by the identity map. By Remark 3.8, the first
action factors onto a multiorder . zO; �; G/ such that the successor map S associated to
that multiorder coincides with T2. Then h.�1; G/ > h.�1; S/ (alternatively, h.�1; G/ <
h.�1; S/).

6. Proof of the Rudolph–Weiss theorem via multiorders

This section is devoted to showing that our Theorem 5.1 not only follows but also implies
the Rudolph–Weiss theorem. In fact, it implies a slightly less general version, but the loss
of generality is marginal in comparison to the gain of simplicity.

We begin by quoting the original theorem and stating our version.

Theorem 6.1 ([16, Theorem 2.6]). Let .X; �; G/ and .X; �; �/ be free actions of two
countable amenable groups G and � , with the same orbits. Let .Y; �; G/ be a factor of
.X;�;G/, and let†Y denote the associatedG-invariant sub-sigma-algebra onX . Assume
that the orbit change from the action of G to the action of � is measurable with respect
to †Y , i.e., that for all 
 2 � and g 2 G, the sets ¹x 2 X W g.x/ D 
.x/º belong to †Y .
Then †Y is �-invariant and

h.�;Gj†Y / D h.�; �j†Y /:
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Theorem 6.2. Let .X;�;G/ and .X;�; �/ be actions of two countable amenable groups
G and � , with the same orbits. Let†Y be a sub-sigma-algebra onX invariant under both
actions, and such that both these actions on the corresponding factor space .Y;�/ are free.
Then

h.�;Gj†Y / D h.�; �j†Y /:

We will now discuss the differences between these two formulations. There are two
changes in the assumptions.

(1) In Theorem 6.1, we assume freeness of the actions ofG and � on .X;�/, while in
Theorem 6.2, we assume the same about the actions on the common factor .Y; �/
(which is clearly a stronger assumption).

(2) We replace the †Y -measurability of the change of orbits by the “double invari-
ance” of †Y (which is seemingly a weaker assumption).

The next lemma shows that although the change (2) seems to be in favor of Theorem 6.2
(see part (a)), in view of the change (1) it is actually not (see part (b)). So Theorem 6.2 is
slightly, but strictly less general.14

Lemma 6.3. Let .X; �;G/ and .X; �; �/ be two actions of countable amenable groups,
which have the same orbits. The following implications are true:

(a) If .Y; �; G/ is a factor of .X; �;G/ (i.e., †Y is a G-invariant sub-sigma-algebra
on X ), and the orbit change from the action of G to the action of � is †Y -
measurable, then †Y is �-invariant (i.e., .Y; �; �/ is a factor of .X; �; �/).

(b) If †Y is a sub-sigma-algebra on X which is both G-invariant and �-invariant,
and the action of at least one of the groups on the corresponding factor space
.Y; �/ is free, then the orbit change from .X; �; G/ to .X; �; �/ is †Y -measur-
able.

Proof. (a) If .Y; �;G/ is a factor of .X;�;G/, then for every A 2 †Y and 
 2 � , we have


�1.A/ D ¹x 2 X W 
.x/ 2 Aº D
[
g2G

.¹x 2 X W 
.x/ D g.x/º \ g�1.A//:

Since the orbit change is assumed to be †Y -measurable, ¹x 2 X W 
.x/ D g.x/º 2 †Y .
Next, g�1.A/ 2 †Y by G-invariance of †Y . Hence, 
�1.A/ 2 †Y .

(b) Assume that †Y is a sub-sigma-algebra on X which is both G-invariant and �-
invariant. Let � WX ! Y be the corresponding factor map (note that the factor map does
not depend on the choice of the acting group). Assume that one of the groups, say G, acts
freely on .Y; �/. Fix some 
 2 � and y 2 Y . Let x and x0 both belong to ��1.y/. Let
g; g0 2 G be such that g.x/ D 
.x/ and g0.x0/ D 
.x0/. We need to show that g D g0

14Consider two identical free actions .X;�;G/D .X;�;�/, where G D � , and the trivial factor†Y D
¹X;¿º. As easily verified, this example satisfies the assumptions of Theorem 6.1 but not of Theorem 6.2.
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(this will imply that the orbit change is constant on the fibers of � , i.e., †Y -measurable).
We have

g0.y/ D g0.�.x0// D �.g0.x0// D �.
.x0// D 
.�.x0// D 
.y/

D 
.�.x// D �.
.x// D �.g.x// D g.�.x// D g.y/:

Since the G-action on .Y; �/ is free, we conclude that g D g0, as needed.

The following example shows that the assumption of freeness of the factor is essential.

Example 6.4. Let .X;�;T / be any free Z-action, and let .Y;�;�/ be given by Y D ¹0;1º,
�.¹0º/ D �.¹1º/ D 1

2
and �.y/ D 1 � y. On Y �X consider the skew product

T�.y; x/ D

´
.�.y/; x/ for y D 0;

.�.y/; T .x// for y D 1:

On the same product space consider also the Z2 � Z action given by

.m; n/.y; x/ D .�m.y/; T n.x//; m 2 Z2; n 2 Z:

These actions are free and have the same orbits. On ¹0º �X we have

T�.y; x/ D .1; 0/.y; x/;

while on ¹1º � X we have T�.y; x/ D .1; 1/.y; x/. The trivial sigma-algebra †triv on
Y � X is clearly invariant under both actions, but the sets ¹0º � X and ¹1º � X (each of
product measure 1

2
) are not measurable with respect to †triv.

The next observation will be used in the proof of Theorem 6.2.

Lemma 6.5. Let .X; �; G/ be a measure-preserving action of a countable amenable
group G. Let .Y; �;G/ be a factor of .X;�;G/ such that the action of G on .Y; �/ is free.
Let � WX ! Y be the corresponding factor map. Let .Y; �; �/ be an action of a count-
able amenable group � on .Y; �/, which has the same orbits as .Y; �;G/. Then the action
.Y;�;�/ has a unique extension .X;�;�/ via the map � with the same orbits as .X;�;G/.
The extension is defined by the formula


.x/ D g.x/; (6.1)

where g is the unique element of G such that g.�.x// D 
.�.x//.

Proof. Obviously, formula (6.1) defines an action of � on .X;�/ which extends .Y; �; �/
via � and has the same orbits as .X; �; G/. Now, let .X; �; �/ denote any extension of
.Y; �; �/ via � , with the same orbits as .X;�;G/. By Lemma 6.3 (and since G acts freely
on .Y; �/), the orbit change from .X; �; �/ to .X; �;G/ is †Y -measurable, which means
precisely what we desire: for any 
 2 � and x 2 X , we have 
.x/ D g.x/, where g 2 G
is the unique element such that 
.�.x// D g.�.x//.
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Proof of Theorem 6.2. Assume that the actions of G and � on .Y; �/ are free. If � is not
ergodic, then its ergodic decomposition does not depend on the action. Since the actions
of G and � are free with respect to �, they are clearly free with respect to almost every
ergodic component of �. Thus, it suffices to consider � ergodic.

By the theorem of Ornstein and Weiss [13, Theorem 6] and the Dye theorem [9], there
exists a Z-action .Y; �; T / of entropy zero, with the same orbits as .Y; �; G/ (and thus as
.Y; �; �/).

Since the action .Y;�;G/ is free, by Remark 3.8, there exists a multiorder . zOG ; �G ;G/
being a factor of .Y; �; G/ via a factor map 'G , such that T coincides with the suc-
cessor map SG associated with the multiorder zOG . Similarly, there exists a multiorder
. zO� ; �� ; �/ being a factor of .Y; �; �/ via a factor map '� , such that T coincides with
the successor map S� associated with the multiorder zO� . These two multiorders are fac-
tors of .X; �; G/ and .X; �; �/ via 'G ı � and '� ı � , respectively, and they induce
on .X; �/ two (a priori different) successor maps, which we will denote by xSG and xS� .
The corresponding Z-actions on .X; �/ have the same orbits as .X; �;G/ and .X; �; �/.
By Lemma 6.5 (applied to .Y; �; T / rather than .Y; �; �/), we know that there exists
a unique extension xT of T onto .X; �/ which has the same orbits as .X; �; G/ and
.X; �; �/. In order to show that xSG D xS� , it suffices to show that they both equal xT
(we will do that only for xSG , the proof for xS� is similar).

Recall that, by definition, xSG.x/D 1�.x/, where�D .'G ı�/.x/. Letting y D �.x/,
we can write �D 'G.y/. On the other hand, by (6.1) applied to 1 2 Z (in the role of 
 ),
we get xT .x/ D g.x/, where g 2 G is unique such that g.y/ D T .y/. Since T D SG , we
have g.y/ D SG.y/ D 1�.y/. Since the action of G on .Y; �/ is free, we have g D 1�,
hence xT .x/ D 1�.x/ D xSG.x/. As explained earlier, we have just proved that xSG D xS� .

We are in the position to use our Theorem 5.1 with respect to the four multiordered
systems .Y; �; G; 'G/, .Y; �; �; '�/, .X; �; G; 'G ı �/ and .X; �; �; '� ı �/. We obtain
the following equalities:

h.�;Gj† zOG
/ D h.�; T j† zOG

/ D 0;

h.�; �j† zO�
/ D h.�; T j† zO�

/ D 0;

h.�;Gj† zOG
/ D h.�; xT j† zOG /;

h.�; �j† zO�
/ D h.�; xT j† zO� /:

Hence, we also have

h.�;Gj†Y / D h.�;Gj† zOG
/ � h.�;Gj† zOG

/ D h.�;Gj† zOG
/ � 0 D h.�; xT j† zOG /;

h.�; �j†Y / D h.�; �j† zO�
/ � h.�; �j† zO�

/ D h.�; �j† zO�
/ � 0 D h.�; xT j† zO� /:

Since† zOG and† zO� are T -invariant sub-sigma-algebras on Y , the actions of T on the cor-
responding factors have entropy zero. Thus they are also zero-entropy factors of .X;�; xT /,
which implies that

h.�; xT j† zOG / D h.�;
xT j† zO� / D h.�;

xT /:
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Therefore, we get the desired equality

h.�;Gj†Y / D h.�; �j†Y / .D h.�; xT //;

and the proof is complete.

Remark 6.6. Danilenko (in private communication by e-mail) indicates that both the
Rudolph–Weiss theorem and our Theorem 6.2 are covered by [2, Theorem 0.3].

7. Pinsker sigma-algebra via multiorder

As an application of Theorem 5.1, we provide a characterization of the Pinsker sigma-
algebra relative to the multiorder zO, in terms of the Z-action given by the iterates of
the successor map S . Recall that the Pinsker sigma-algebra …G.X j‚/ of a dynami-
cal system .X; �; G/, with respect to a G-invariant sub-sigma-algebra ‚ consists of
all measurable sets A � X such that h.�; G; ¹A; Acºj‚/ D 0. If †Y is a G-invariant
sub-sigma-algebra on X and .Y; �; G/ is the corresponding factor of .X; �; G/, then
…G.Y j‚/ D …G.X j‚/ \†Y . In the case where .Y; �; G/ is generated by a finite mea-
surable partition P of X and ‚ is trivial, we will write …G.P / instead of …G.Y j‚/.

Theorem 7.1. Let .X; �; G; '/ be a multiordered dynamical system with an action of
a countable amenable group G. Let zO D '.X/ denote the multiorder factor. The Pinsker
sigma-algebra …G.X j† zO/ of the system .X;�;G/, relative to the multiorder zO, is equal
to the Pinsker sigma-algebra …S .X j† zO/ of the Z-action .X;�; S/, relative to the multi-
order zO, where S is the successor map on X associated with the multiorder zO.

Proof. Let P be a finite measurable partition of X . Then P is measurable with respect
to …G.X j† zO/ if and only if h.�;G;P j† zO/ D 0, if and only if h.�; S;P j† zO/ D 0 (by
Theorem 5.1), if and only if P is measurable with respect to …S .X j† zO/.

Corollary 7.2. Suppose that .X; �; G; '/ is a multiordered dynamical system such that
the multiorder factor . zO; �;G/ has entropy zero. In such case, the (unconditional) Pinsker
sigma-algebra …G.X/ of this action equals …S .X j† zO/.

Remark 7.3. Since, in general, there is no connection between entropy of a multiorder
under the action of G and under the Z-action generated by the iterates of zS , we cannot
claim that …G.X/ D …S .X/. This equality holds, however, if zO has “double entropy
zero” (see Corollary 3.9).

Despite the above remark, Theorem 7.1 allows to characterize the (unconditional)
Pinsker factor of an arbitrary measure-preserving action of a countable amenable groupG
by a formula which resembles the Rokhlin–Sinai formula for Z-actions …T .P / DT
n�1 P .�1;�n�. The result sheds a new light on the Pinsker factor even in the classi-

cal case of G D Z. It turns out that, in addition to the well-known fact that …T .P / can
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be computed using either the remote past or the remote future (which corresponds to two
natural orders on Z), it can be expressed using an appropriately understood remote past
(or future) with respect to any (nonstandard) multiorder on Z, for instance such as given
in Example B.9.

Theorem 7.4. Let .X;†; �;G/ be a measure-theoretic dynamical system with an action
of a countable amenable group G. Let P be a finite measurable partition of X . Fix a mul-
tiorder . zO; † zO ; �; G/ on G. A set A belongs to the Pinsker sigma-algebra …G.P / of the
G-process generated by P if and only if

A 2
\
n�1

P .�1;�n�� (7.1)

for �-almost every �2 zO. Equivalently, for �-almost every �2 zO,

…G.P / D
\
g2G

\
n�1

P .�1;�n�g.�/ : (7.2)

Proof. Let .Y; †Y ; �Y ; G/ denote the symbolic factor of .X; †; �; G/ generated by P ,
and let . zO; † zO ; �; G/ be an arbitrary multiorder on G. Consider the product dynamical
system .Y � zO; †Y ˝† zO ; �Y � �;G/. As remarked in Corollary 4.8, this is a multi-
ordered G-action with the projection on the second coordinate in the role of the factor
map '. It is clear that the Pinsker sigma-algebra …G.Y � zOj† zO/ contains the product
sigma-algebra …G.P /˝† zO .

In view of Theorem 7.1, we now have

…G.Y � zOj† zO/ D …S .Y � zOj† zO/;

where S is the successor map on Y � zO associated to the multiorder factor via the projec-
tion '. We can view P and † zO as a partition and a sigma-algebra in Y � zO, respectively.
Notice that P _† zO generates †Y ˝† zO not only under the action of G but also under
the action of S . Indeed, consider two different pairs .y;�/ and .y0;�0/ in Y � zO. Either
�¤�0, in which case the pairs are clearly separated by P _† zO , or �D�0 and y ¤ y0.
In the latter case, the iterates Sn act on these pairs by the same elements of G, moreover,
as n ranges over Z, these elements exhaust the whole group. This implies that, for large
enough n, the partitions P Œ�n;n�S separate the considered pairs. Now, by a well-known for-
mula for Z-actions (see, e.g., [17]), the Pinsker sigma-algebra …S .Y � zOj† zO/ is equal
to the intersection

T
n�1.P

.�1;�n�S _† zO/. We conclude that

…G.P /˝† zO 4
\
n�1

.P .�1;�n�S
_† zO/:

Consider a set A 2 …G.P /. For each n � 1, we have A � zO 2 P .�1;�n�S _† zO ,
which implies that for �-almost every �2 zO, the intersection .A � zO/\ '�1.�/ belongs
to P .�1;�n�S j'�1.�/ D P .�1;�n�� j'�1.�/ (see formula (5.1)). Notice that P .�1;�n��
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depends only on the G-action on X . Hence, we conclude that for �-almost every �2 zO,
A is measurable with respect to P .�1;�n�� . Since this is true for every n � 1, it follows
that A 2

T
n�1 P .�1;�n�� for �-almost every �2 zO.

Conversely, consider a set A � Y measurable with respect to
T
n�1 P .�1;�n�� for

�-almost every �2 zO. Let C D A � zO. The intersection C \ '�1.�/ is measurable with
respect to \

n�1

P .�1;�n��
ˇ̌̌
'�1.�/

D

\
n�1

P .�1;�n�S
ˇ̌̌
'�1.�/

for �-almost every �2 zO, which, together with measurability of C with respect to †Y �
† zO , implies that C is measurable with respect to .

T
n�1 P .�1;�n�S / _† zO (see, e.g.,

comments following [4, Lemma 1.2.2]). It is clear that� \
n�1

P .�1;�n�S
�
_† zO

is refined by (but in general is not equal to)
T
n�1.P

.�1;�n�S _† zO/. So C is measurable
with respect to

…S .Y � zOj† zO/ D …G.Y � zOj† zO/:

This means that if Q D ¹C;C cº D ¹A � zO; Ac � zOº, then

h.�Y � �;G;Qj† zO/ D 0:

Since G acts independently on each axis, this implies that

h.�Y ; G;R/ D 0;

where R is the partition ¹A;Acº of Y . As a consequence, A 2…G.P /. The proof of (7.1)
is now complete. The only nontrivial part of (7.2) is the inclusion of sigma-algebras

A� WD
\
g2G

\
n�1

P .�1;�n�g.�/ 4 …G.P /

for �-almost every �. It suffices to prove this for an ergodic measure �. For any �2 zO
and any g 2 G, we have A� D Ag.�/. Using ergodicity of �, it can be shown that A� is
the same sigma-algebra, henceforth denoted by A, for a set of orders � of full measure �.
Since

A 4
\
n�1

P .�1;�n��

for �-almost every � 2 zO, by (7.1), we have A 4 …G.P /, which implies that A� 4
…G.P / for �-almost every �2 zO.

Remark 7.5. As pointed out by Danilenko (in private communication by e-mail), Theo-
rem 7.4 can be alternatively proved basing on a more general approach developed in [2].
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A. Ordered tiling systems

In this section, we summarize some facts concerning tilings and systems of tilings of
amenable groups introduced and studied in [6] and propose a new notion of an ordered
tiling system.

A.1. General tilings

Let G be a countable group.

Definition A.1. A tiling T ofG is a partition ofG into (countably many) finite sets (called
tiles), i.e., we have

G D
G
T2T

T (disjoint union):

Definition A.2. A tiling T is proper if there exists a finite collection � of finite sets S 2 �

(not necessarily different) each containing the unit e, called the shapes of T , such that for
every T 2 T , there exists a shape S 2 � satisfying T D Sc for some c 2 G (in fact, we
then have c 2 T ).

From now on, all tilings we will be dealing with are assumed to be proper. For a (prop-
er) tiling T , we will always fix one collection of shapes � and one representation T 7!
.S; c/, where S 2 � , c 2 G are such that T D Sc. (We remark that, in general, there may
be more than one such representation, even when � is fixed and contains no pairs of equal
sets.) Once such a representation is fixed, we will call S and c the shape and center of T ,
respectively. Given S 2 � , we will denote by CS .T / the set of centers of the tiles having
the shape S , while C.T / D

F
S2� CS .T / will be used to denote the set of centers of all

tiles.

A.2. Dynamical tilings

Let T be a tiling with the collection of shapes � . Denote by V the finite alphabet consisting
of symbols assigned bijectively to the shapes of T plus one additional symbol,

V D ¹“S”WS 2 �º [ ¹“0”º: (A.1)

Then T can be identified with the symbolic element, denoted by the same letter T 2 VG ,
defined as follows:

T .g/ D

´
“S” for some S 2 � if g 2 CS .T /;

“0” otherwise:

Definition A.3. Let V be an alphabet of form (A.1) for some finite collection � of finite
sets S . Let T � VG be a subshift such that each element T 2 T represents a tiling with the
collection of shapes contained in � . Then we call T a dynamical tiling and � the collection
of shapes of T.
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It is elementary to see that the orbit-closure (under the shift-action of G) of any
tiling T is a dynamical tiling.

A.3. Systems of tilings and tiling systems

In the sequel, we will be using a very special topological joining of dynamical tilings.
By a topological joining of a sequence of dynamical systems .Xk ;G/, k 2 N (denoted byW
k2N Xk),15 we mean any closed subset of the Cartesian product

Q
k2N Xk which has

full projections onto the coordinates Xk , k 2 N, and is invariant under the product action
given by g.x1; x2; : : : / D .g.x1/; g.x2/; : : : /.

Definition A.4. Consider a sequence of dynamical tilings .Tk/k2N . By a system of tilings
(generated by the dynamical tilings Tk), we mean any topological joining T D

W
k2N Tk .

The elements of T have the form of sequences of tilings T D .Tk/k2N , where Tk 2 Tk
for each k.

Definition A.5. Let T D
W
k2N Tk be a system of tilings, and let �k denote the collection

of shapes of Tk . The system of tilings is

• congruent if for each T D .Tk/k2N 2 T and each k 2 N, every tile of TkC1 is a union
of some tiles of Tk .

• deterministic if it is congruent and for every k � 1 and any S 0 2 �kC1, there exist sets
CS .S

0/ � S 0 indexed by S 2 �k , such that

S 0 D
G
S2�k

G
c2CS .S 0/

Sc

and for each T D .Ti /i2N 2 T, whenever S 0c0 is a tile of TkC1, then

S 0c0 D
G
S2�k

G
c2CS .S 0/

Scc0

is the partition of S 0c0 by the tiles of Tk .

Remark A.6. In a deterministic system of tilings, for each T D .Tk/k2N 2 T, each tiling
Tk0 determines all the tilings Tk with k < k0, and the assignment Tk0 7! Tk is a topological
factor map from Tk0 onto Tk . In such a case, the joining T is in fact an inverse limit

T D
 �

lim
k!1

Tk :

The inverse limit will not change if the sequence .Tk/k2N is replaced by a subsequence.
We will call such a replacement speeding up the tiling system.

15We remark that the symbol
W
k2N Xk refers to many possible topological joinings.
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The next two definitions apply to amenable groups only.

Definition A.7. A system of tilings T is Følner if the union of the collections of shapesS
k2N �k (arranged in a sequence) is a Følner sequence in G.

Definition A.8. Any Følner, deterministic and minimal16 system of tilings Twill be called
simply a tiling system (not to be confused with much less organized system of tilings).

The following theorem will play a crucial role in our considerations.

Theorem A.9 ([6, Theorem 5.2]). Every countable amenable group admits a tiling system
with topological entropy zero.

Remark A.10. Theorem 5.2 from [6] asserts the existence of a deterministic Følner sys-
tem of tilings T with topological entropy zero (not necessarily minimal). However, since T
obviously contains a minimal subsystem, there also exists a minimal system of tilings with
all the above properties.

A.4. Ordered tiling systems

Every tiling system can be equipped with a partial order, as described below. Recall that
for every k � 2, every shape S 2 �k is partitioned into subtiles of order k � 1,

S D
G

S 02�k�1

G
c02CS 0 .S/

S 0c0:

Remark A.11. For the above to make sense also for k D 1, we agree that �0 D ¹¹eºº, i.e.,
we introduce the tiling of order 0, T0, as the tiling whose all tiles are singletons. Notice that
this tiling is a fixed point of the shift action, hence constitutes a one-element dynamical
tiling T0 D ¹T0º.

Let C.S/ be the set of all centers of the subtiles of S , i.e., C.S/ D
F
S 02�k�1

CS 0.S/.
In C.S/ we fix some ordering, as follows:

C.S/ D ¹cS1 ; c
S
2 ; : : : ; c

S
l.S/º;

where l.S/ D jC.S/j. Then the partition of S into subtiles of order k � 1 also becomes
ordered,

S D

l.S/G
iD1

S 0ic
S
i ; (A.2)

where S 0i 2 �k�1 and cSi 2 CS 0i .S/, for each i D 1; 2; : : : ; l.S/.

16A topological dynamical system is minimal if it contains no proper closed invariant subsets.
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Definition A.12. By an ordered tiling system we will mean a tiling system T with the
ordering of subtiles established for each shape S 2 �k , k 2 N.

Observe that the notion of subtiles and their ordering applies not only to the shapes
S 2 �k but also to any tile of any Tk 2 Tk . Indeed, every such tile, say T , has the form Sc,
where S 2 �k , hence its subtiles are naturally ordered as follows:

T D

l.S/G
iD1

S 0ic
S
i c: (A.3)

Notice that for any k0 > k and S 0 2 �k0 , the above ordering induces, in a natural way
(lexicographically), an order on the subtiles of S 0 with shapes in �k . We will use this
property in the next section, when speeding up an ordered tiling system.

B. Tiling-based multiorder

This section is devoted to proving a strengthened version of Theorem 2.6 by invoking the
machinery of ordered tiling systems.

Definition B.1. Let T be a tiling system, and let T D .Tk/k2N 2 T. We say that T is in
general position if the central tiles of Tk cover G, that is, if[

k2N

T ek D G;

where T e
k

denotes the central tile of Tk , i.e., the tile containing the unit e.

Observe that in any congruent system of tilings, the central tiles always form an
increasing (with respect to inclusion) sequence, so the above union is increasing. We will
soon show that the subset of T consisting of those T which are in general position is both
topologically large, i.e., residual, and large in the sense of measure, i.e., has measure 1 for
every invariant measure on T (in fact, we will show this for an even smaller set).

Now let T be an ordered tiling system, and let T D .Tk/k2N 2 T be in general position.
Then T determines a linear ordering of G by the following rule.

Let a ¤ b 2 G. There exists k � 1 such that a, b belong to a common tile of Tk
(indeed, eventually they belong to a common central tile of some Tk). Let k.a; b/ be the
smallest such index k, and let T D Sc (S 2 �k.a;b/) be the tile of Tk.a;b/ which con-
tains a, b. By the definition of k.a; b/, a and b belong to different subtiles of T . We say
that a �

T
b (or a �

T
b) if a belongs to the subtile of T which precedes (follows) the

subtile containing b in the ordering (A.3) of the subtiles of T .
It is not hard to see that the orders�

T
will not change if we speed up the ordered tiling

system T (and appropriately compose the ordering of subtiles).
Observe that for any a; b 2 G with a �

T
b, there are at most finitely many elements

g 2G such that a�
T
g�

T
b (indeed, all such elements must belong to the common tile T



T. Downarowicz, P. Oprocha, M. Więcek, and G. Zhang 60

of Tk.a;b/). This implies that .G;�
T
/ is order-isomorphic to either .Z; </ or .N; </, or

.�N; </, with the two latter cases occurring if the central tiles T e
k�1

have eventually (i.e.,
from some k onward) the smallest (resp. largest) index among the subtiles of T e

k
.

We are interested only in orders of type Z. Hence, the following definition and theorem
are of importance.

Definition B.2. Let T be an ordered tiling system. The elements T 2 T which induce an
ordering of G of type Z will be called straight. We will denote

TSTR D ¹T 2 TWT is straightº:

It is clear that T 2 TSTR implies that T is in general position.
For T 2 TSTR, the order intervals with respect to �

T
will be denoted by Œa; b�T (rather

than Œa; b��T ). The next theorem establishes the uniform Følner property of the family
¹�

T
WT 2 TSTRº.

Theorem B.3. Let T be an ordered tiling system. For any finite subset K � G and any
" > 0, there exists n such that for any T 2 TSTR, any order-interval of length at least n with
respect to the order �

T
on G, is .K; "/-invariant.

Proof. Let k be such that any shape S 2 �k is .K; "
2
/-invariant, and letN denote the largest

cardinality of an S 2 �k . Put n D d2N
ı
e, where ı will be specified in a moment. Fix any

T D .Tk/k2N 2 TSTR. By the definition of �
T

, any order-interval Œa; b�T of length n or
larger is a union of complete tiles of Tk and perhaps a prefix and suffix which are subsets
of some tiles of Tk . The joint cardinality of the suffix and prefix is less than 2N . Since the
property of being .K; "

2
/-invariant is preserved by finite disjoint union of sets, the union of

complete tiles of Tk contained in Œa; b�T is .K; "
2
/-invariant. The prefix and suffix consti-

tute at most a fraction ı of the whole interval. It is now clear that for a sufficiently small ı
(in fact, any 0 < ı � "

2.jKjC1/
will do), the entire interval Œa; b�T is .K; "/-invariant.

Lemma B.4. Let T be an ordered tiling system. Then the set TSTR is residual and has
measure 1 for every invariant Borel probability measure on T.

Proof. The set of T D .Tk/k2N 2 T which are in general position equals\
g2G

[
k2N

¹T 2 TWg 2 T ek º:

Further, observe that an element T is not straight if and only if either it is not in general
position or, from some k onward, the central tile T e

k�1
of Tk�1 equals the first subtile

of T e
k

, or, from some k onward, T e
k�1

equals the last subtile of T e
k

. Formally, the set of T

which are not straight equals[
g2G

\
k2N

¹T 2 TWg … T ek º [
[
k02N

\
k�k0

[
S2�k�1

[
c2S�1

¹T 2 TWT ek�1 D S
0
1c
S
1 cº

[

[
k02N

\
k�k0

[
S2�k�1

[
c2S�1

¹T 2 TWT ek�1 D S
0
l.S/c

S
l.S/cº; (B.1)
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where T e
k
D Sc D

Fl.S/
iD1 S

0
ic
S
i c is the decomposition of the central tile of Tk into subtiles

(in the notation of (A.3)). In (B.1), the three sets in curly brackets are clearly clopen,
and so are the finite unions over S and c. Thus the set defined by the entire formula is
of type F� . We have shown that the set of straight elements T is of type Gı . That it is
dense, and thus residual, will follow once we prove its largeness in the sense of measure
(in a minimal system every set of full measure for at least one invariant measure is dense).

We pass to proving largeness in the sense of measure. Let .Kk/k2N be an increasing
(by inclusion) sequence of finite subsets of G such that

S
k2N Kk D G. An element T D

.Tk/k2N which satisfies, for infinitely many indices k, the condition, that e is contained
in the Kk-core of the central tile T e

k
of Tk , is in general position. Indeed, in such case T e

k

contains Kk for infinitely many k, hence the union of all central tiles equals G.17

Clearly, speeding up the tiling system does not affect the set of straight elements,
hence, in this proof, we are free to speed up the tiling system as much as we need (from
now on, Twill denote the tiling system after speeding up). By speeding up, we can achieve
that every T D .Tk/k2N satisfies the following condition: for every k 2 N and every
S 2 �k , the union of the following subtiles of S :

• the first and last one (i.e., S 01c
S
1 and S 0

l.S/
cS
l.S/

in the notation of (A.2)),

• those not contained in the Kk-core of S ,

has cardinality at most jS j
2k

. If so, then for any T 2 T and for every k 2 N, the union of
all subtiles of the tiles T of Tk which are either the first or last in the enumeration of the
subtiles of T , or are not contained in the Kk-core of T , has upper Banach density18 at
most 2�k (see, e.g., [8, Lemma 4.15]). This, in turn, implies that for any invariant Borel
probability measure � on T, the measure of those T for which e belongs to the first or last
subtile of the T e

k
or to a subtile not contained in the Kk-core of T e

k
, is less than 2�k (see,

e.g., [8, Proposition 6.10 (1)]). By the Borel–Cantelli lemma, the set of T for which the
above event happens infinitely many times, has measure zero for �. By formula (B.1), this
set (just shown to be of universal invariant measure zero) contains all T 2 T which are not
straight.

Definition B.5. A multiorder . zO; �; G/ is uniformly Følner if for any finite set K � G
and " > 0, there exists n 2 N such that for �-almost every order �2 zO, any order interval
Œa; b�� of length at least n is .K; "/-invariant.

Theorem B.6. Let � be an invariant probability measure on an ordered tiling system T.
The assignment T 7! �

T
is a factor map from .T;�;G/ to the multiorder . zO; �;G/, where

zO D ¹�
T
WT 2 TSTRº and � is the image of � by the above map. Moreover, zO is a uniformly

Følner multiorder on G.

17Observe that since T e
k

contains the unit, we have e 2 .T e
k
/Kk , Kk � T

e
k

.
18The upper Banach density of a set D � G equals infF supg2G

jD\Fgj
jF j

, where F ranges over finite
subsets ofG. For more information about upper Banach density and its relation with the invariant measures,
see, e.g., [8, Section 6.2].



T. Downarowicz, P. Oprocha, M. Więcek, and G. Zhang 62

We can now strengthen our Corollary 3.4 (and Theorem 2.6).

Corollary B.7. On any countable amenable group G, there exists a uniformly Følner
multiorder of entropy zero.

Proof. It suffices to use a tiling system of entropy zero (whose existence is guaranteed
by [6, Theorem 5.2]), and create from it an ordered tiling system. This ordered tiling
system also has entropy zero (because it is a topological factor of the unordered tiling
system), and so does the resulting multiorder (for the same reason). By Theorem B.6, this
multiorder is uniformly Følner.

Proof of Theorem B.6. The assignment T 7! �
T

is Borel-measurable and satisfies the
equivariance condition g.T / 7! g.�

T
/. Indeed, observe that given T 2 TSTR and an ele-

ment g 2 G, the order �
g.T /

is obtained from �
T

by shifting

a �
g.T /

b , ag �
T
bg;

which means that �
g.T /
D g.�

T
/ as in Definition 2.2. By Lemma B.4, the set TSTR is G-

invariant, and carries all invariant measures of the system T. Thus the family of orders
¹�

T
W T 2 TSTRº is also G-invariant and it carries precisely the invariant measures which

are images (via the factor map T 7! �
T

) of the invariant measures supported by T.
Since T is a compact metric space on which G acts by homeomorphisms, the collection
of invariant measures on T is nonempty, and thus so is the collection of invariant mea-
sures supported by the family ¹�

T
W T 2 TSTRº. The uniform Følner property was proved

in Theorem B.3.

We illustrate the idea of a tiling-based multiorder with three examples.

Example B.8. Let G D .Z;C/. Let T consist of T D .Tk/k2N such that each Tk parti-
tions Z into intervals of equal lengths, say 2k (by congruency, this condition determines T
completely, the tiling system is conjugate to the dyadic odometer). Let the subtiles of each
tile T be enumerated from left to right. Then, for every T 2 TSTR, the order �

T
coincides

with the natural order in Z.

Let us mention that there are (countably many) non-straight elements T 2 T. They fail
the “in general position” condition and they generate partial orders which coincide with
the natural order on each of the halflines .�1; n� and ŒnC 1;1/ (for some n 2 Z), while
elements from different halflines are incomparable.

Example B.9. Let G and T be as in Example B.8, and let us order the two subtiles of the
shape of order k from left to right for even k and from right to left for odd k. Then we
will get a multiorder consisting of nonstandard orders as in Figure 1.

Example B.10. LetG D .Z2;C/. Let T be such that, for each k � 0, the family of shapes
�kC1 consists of four squares of equal dimensions 2kC1 � 2kC1, identical as sets, but with
different labels, say, tkC1, @kC1, AkC1 and ukC1. Each shape is subdivided into four
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8 9 6 7 12 13 10 11 0 1 �2 �1 4 5 2 3 24

Figure 1. An example of a nonstandard order on Z.

subtiles (four identical squares), representing three of the available shapes tk , @k , Ak

and uk (one of them appearing twice). The shapes are subdivided as follows (the numeric
matrices show the enumeration of the subtiles):

tkC1 D

�
Ak @k

tk tk

� �
1 4

2 3

�
; @kC1 D

�
@k tk

@k uk

� �
3 4

2 1

�
;

AkC1 D

�
tk Ak

uk Ak

� �
1 2

4 3

�
; ukC1 D

�
uk uk

Ak @k

� �
3 2

4 1

�
:

Under this rule, the ordering of Z2 follows the familiar pattern of the so-called Hilbert
space-filling curve (see Figure 2). However, instead of making the curve denser and denser
in each step (as it is done in the Hilbert curve’s construction), we extend it to larger and
larger squares in Z2, eventually filling Z2 entirely (as long as T is straight). It can be
checked that each T 2 TSTR generates a different bi-infinite Hilbert curve.

Figure 2. The Hilbert curve pattern.
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