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A two-phase free boundary with a logarithmic term

Morteza Fotouhi and Somayeh Khademloo

Abstract. We study minimizers of the energy functionalZ
�
jruj2 C 2F.u/dx;

where F 0.u/ � jujq log u for some �1 < q < 0. We prove existence, optimal decay, and non-
degeneracy of solutions, from free boundary points. Consequently, we derive the porosity property
and an estimate on the Hausdorff dimension of the free boundary.

1. Introduction and statement of the results

1.1. Problem setting

For � � Rn (n � 2), consider the variational problem

J.u/ D

Z
�

jruj2 C 2F.u/dx ! min; (1.1)

among all functions in the class

K� D
®
u 2 H 1.�/ W u D � on @�

¯
; (1.2)

where � 2H 1.�/\L1.�/ as a boundary condition is given. In addition, F satisfies the
following assumptions:

(H1) F.0/ D 0 and there are positive constants C; 
 > 0 such that

jF.u/ � F.v/j � C ju � vj
 :

(H2) F is differentiable at u ¤ 0 and there is positive constant ƒ > 0 such that

jf .u/j � ƒjujq.1C j log jujj/ for u ¤ 0;

for some q 2 .�1; 0/, where f D F 0.
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(H3) There are positive constants �; ı > 0 such that

uf .u/ � �juj1Cq log juj�1 for 0 < juj < ı:

For our result concerning the existence and optimal decay, we just need assump-
tions (H1)–(H2). However, for non-degeneracy we shall additionally assume assump-
tion (H3). These conditions can be met by a function like

F.u/ D .�C.u
C/1Cq C ��.u

�/1Cq/
� 1

1C q
� log juj

�
;

where u˙ D max¹˙u; 0º and �˙ are positive parameters. The Euler–Lagrange equation
associated with this example is

�u D .1C q/.��C.u
C/q loguC C ��.u�/q logu�/;

at least where u is away from zero, since the force term becomes unbounded at the origin.
Using the direct method of calculus of variations, we prove the existence of minim-

izers of J on �, restricted to the set K� . Note that generally there may exist more than
one minimizer with given boundary values �, since the functional J is not convex (see,
e.g., [13]).

The minimizers of (1.1) will satisfy

�u D f .u/; (1.3)

when u ¤ 0. We define

�C D
®
x 2 � W u.x/ > 0

¯
; �� D

®
x 2 � W u.x/ < 0

¯
as two different phases of u. The non-differentiability of the potential F at u D 0 implies
the Euler–Lagrange equation associated to J to be singular along an a priori unknown
interface

�˙ D @�˙ \�:

In this setting x0 is a one-phase free boundary point if x0 2 .�C n ��/ [ .�� n �C/,
and x0 is a two-phase free boundary point if x0 2 �C \ ��.

The two-phase points are of two different kinds, with the only distinction being wheth-
er ruD 0 or not at these points. By C 1;˛-regularity of solutions and the implicit function
theorem, for points of �C \ �� such that ru.x0/ ¤ 0, there exists a small � such that
B�.x0/ \ �

C D B�.x0/ \ �
� is a C 1;˛-surface. We denote the other parts of the free

boundary by
�0 WD

®
x 2 �C [ �� W ru.x/ D 0

¯
;

and study behavior of solution around �0.
The main objective in this paper is to study the optimal regularity for the solution of

problem (1.1) and then looking for the porosity of the free boundaries. We also show the
Euler–Lagrange equation given by (1.3) holds.
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1.2. Known results

Problem (1.1) when F.u/ D juj1Cq and q 2 .�1; 1/ has been well studied in the one-
phase and two-phase settings, that is, when the minimizers are assumed to be non-negative
or sign changing. It was shown that the positive solutions have the optimal regularity
C Œ
�;
�Œ
�, where 
 D 2=.1� q/ in [12,13]. This result has been extended for the solution
without the assumption u � 0 in [6] and for the system case in [7] when 0 < q < 1; see
also [5] when F.u/D�juj1Cq . In addition, for�1< q < 0 the optimal regularity has been
given in [10]. When q D 0, the problem is the well-known two-phase obstacle problem

�u D �C��C � ����� in �;

and has been studied in [16, 17], where optimal C 1;1loc regularity has been proved.
However, there are few results for the regularity of the free boundary for problem (1.3).

In [12], it has been shown that for f .u/ D .uC/q , the free boundary @¹u > 0º has locally
finite Hn�1-Hausdorff dimension when �1 < q < 1. This implies that the non-coincident
set ¹u > 0º has locally finite perimeter and we are able to define the reduced part of
the free boundary, @red¹u > 0º, where a tangent plane exists in a weak sense. Alt and
Phillips showed in [2] that @red¹u > 0º is a C 1;˛ surface. In the two-phase case, without
any sign restriction on solutions and when q D 0, Shahgholian, Uraltseva, and Weiss in
[14] (or [15] for dimension n D 2) have shown that near the so-called branching points
the free boundaries �C and �� are C 1 regular and tangent to each other (with an example
showing that �˙ are not generally of class C 1;Dini ). The same result holds for q 2 .0; 1/
and q 2 .�1; 0/ where n D 2; see [6, 9].

Recently in [8], the authors investigated the following two-phase obstacle-like prob-
lem:

�u D ��C.loguC/�¹u>0º C ��.logu�/�¹u<0º:

In this work, using a monotonicity formula argument, they proved an optimal regularity
result for solutions, which amounts to ru being log-Lipschitz. Also, in [4] the authors
studied the one-phase case of this problem, when u � 0, and proved the optimal regularity
and non-degeneracy.

In the rest of this paper, we shall develop the optimal regularity results in our setting.

1.3. Statement of the results

The results of this paper concern the existence and regularity of solutions of the above the
free boundary.

Theorem 1.1. Let K� be as in (1.2), where � 2 H 1.�/, and assume that (H2) holds.
Then, J attains its minimum for some u 2 K� . Furthermore, if � 2 L1.�/, then this
minimum is bounded. More precisely, there exists c1 such that kukL1.�/ � c1, where c1
depend on n; q;ƒ; �, and �.
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We remark that the minimum is not necessarily unique. The next result concerns the
growth/decay of solutions at the free boundary. Throughout this paper, we take

ˇ D
2

1 � q
:

Theorem 1.2. Suppose that (H1) and (H2) hold. Then, any minimizer to the functional J

satisfies
sup
Br .z/

juj � c2r
ˇ
j log r jˇ=2; r < 1=2; (1.4)

for z 2 �0 and Br .z/ � �. Here c2 depends only on n; q;ƒ.

Since the function F in (1.1) is not differentiable at u D 0, it is not straightforward
to derive the Euler–Lagrange equation and the equation will be singular around u D 0.
The main challenge is that we do not have any estimate on the Hn�1-measure of the free
boundary. From the next theorem, it follows that a minimizer of (1.1) can be represented
by an equation.

Theorem 1.3. Under assumptions (H1)–(H3), any minimizer to the functional J satisfies
the following equation in the weak sense:

�u D f .u/�¹u¤0º in �: (1.5)

The next results concern the analysis of the free boundary of the minimizers, a non-
degeneracy property, porosity, and some estimate for the Hausdorff dimension.

Theorem 1.4. Under assumptions (H1)–(H3), any minimizer to the functional J is non-
degenerate in the following sense:

sup
Br .z/

u˙ � c3r
ˇ
j log r jˇ=2 for r � r0

for any z 2 �0, where c3 D c3.n; q; �/ and r0 is small enough.

Theorem 1.5. Let u be a minimizer of (1.1) in K� . Then, for every compact set K � �
we have that �0 \ K is porous with porosity constant ı D ı.n; dist.K; @�/; c2; c3/: In
particular,

j�0 \Kj D 0

for any K b �:

Theorem 1.6. Let u be a minimizer of (1.1) in K� . For every compact set K � �,

Hn�2Cˇ .�0 \K/ D 0:



A two-phase free boundary with a logarithmic term 49

2. Existence (Proof of Theorem 1.1)

Most material in this section is fairly common, although somewhat technical.

Proof of Theorem 1.1. The proof of existence is divided into several steps. Step 1: J is
bounded from below. Since � 2 K� , the admissible class (the set of all functions), where
we minimize J, is non-empty.

Defining
J0 WD inf

u2K�
J.u/;

we shall prove that J0 > �1. By (H2), we have

jF.u/j �

Z juj
0

ƒtq.1Cj log t j/dt �C1juj1Cq.1Cj log jujj/�C1.1Cjuj1CqCa/; (2.1)

for some constant C1 and a > 0. Thus,

J.u/� kruk2
L2.�/

�C1

Z
�

1C juj1CqCadx � kruk2
L2.�/

� zC1.1Ckuk
1CqCa

L2.�/
/: (2.2)

Using Poincaré’s inequality, there is some positive constant C2 such that

ku � �k2
L2.�/

� C2kr.u � �/k
2
L2.�/

� 2C2.kruk
2
L2.�/

C kr�k2
L2.�/

/:

Hence,

kruk2
L2.�/

�
1

2C2
ku � �k2

L2.�/
� kr�k2

L2.�/

D
1

2C2
kuk2

L2.�/
C

1

2C2
k�k2

L2.�/
�
1

C2

Z
�

u�dx � kr�k2
L2.�/

�
1

2C2
kuk2

L2.�/
C

1

2C2
k�k2

L2.�/
�
1

C2
k�kL1.�/kukL1.�/ � kr�k

2
L2.�/

:

Inserting this estimate into (2.2), we obtain

J.u/ �
1

2C2
kuk2

L2.�/
� zC2.1C kukL2.�/ C kuk

1CqCa

L2.�/
/ � C3;

where C3 Dmint�0
®
1
2C2

t2 � zC2.1C t C t
1CqCa/

¯
is bounded, since 1C qC a < 2. We

thus conclude that J is bounded from below.

Step 2: Existence of a minimizer. To prove existence of a minimizer, let vj 2 �
CH 1

0 .�/ be a minimizing sequence for J onK� . Obviously, for j large enough, we have

J0  J.vj / � J0 C 1:

We show that ¹vj º is bounded in H 1.�/. Using (2.2), we have

J.vj / � krvj k
2
L2.�/

� zC1.1C kvj k
1CqCa

L2.�/
/ (2.3)
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which, along with Poincaré’s inequality, leads us to

kvj k
2
L2.�/

� 2.kvj � �k
2
L2.�/

C k�k2
L2.�/

/

� 4C2.krvj k
2
L2.�/

C kr�k2
L2.�/

/C 2k�k2
L2.�/

: (2.4)

Combining (2.3) and (2.4) gives us

J.vj / � krvj k
2
L2.�/

� C3.1C krvj k
1CqCa

L2.�/
/:

Since 1C q C a < 2, we have that ¹vj º is bounded in H 1.�/, implying that there is a
function u such that 8̂̂<̂

:̂
vj ! u weakly in H 1.�/;

vj ! u in L2.�/;

vj ! u a.e. in �:

By lower semicontinuity of the functional and uniform continuity of F , we haveZ
�

jruj2dx � lim inf
j!1

Z
�

jrvj j
2dx;Z

B1

F.u/dx � lim inf
j!1

Z
B1

F.vj /dx:

Hence, J.u/ � lim infj!1 J.vj / D J0, which means u is a minimizer.

Step 3: L1 estimate. Let M D max.k�kL1.�/; e�1=q/ and define xu D max.u;M/.
Since u is a minimizer and F.u/ is differentiable at u ¤ 0, u satisfies (1.3) in ¹juj > 0º.
Then,

�xu D f .u/ � �ƒjujq.1C log juj/ � �ƒM q.1C logM/ DW �K when u > M:

Applying the maximum principle to the positive subharmonic function xu.x/ C K
2n
jxj2,

we get

max
�
xu � max

@�

�
xu.x/C

K

2n
jxj2

�
�M CKC.n;�/ D c1.n; q;ƒ;�; k�kL1.�//:

So, u is bounded above. By a similar argument with uD min.u;�M/, we obtain a bound
from below for u. Therefore, we find the estimate

kukL1.�/ � max.kxukL1.�/; kukL1.�// � c1:

Proposition 2.1. Under the assumptions of Theorem 1.1, for any �0 b �, there is con-
stant c4 depending only on n; q;ƒ; c1; �, and �0 such that

kukC 1;˛.�0/ � c4 for some 0 < ˛ < 1:
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Proof. We apply [10, Theorem 4.2], which gives a uniform upper bound in the C 1;˛.�0/-
norm for minimizers of Z

�

jruj2 C 2G.u/ dx; (2.5)

when g DG0 satisfies jg.u/j �Kjujp for some p 2 .�1; 0/ andK > 0. This upper bound
depends only on K;p; n; ˛, and kukL1.�/. Using Step 4 in the proof of Theorem 1.1, we
know that a minimizer of (1.1) is uniformly bounded by c1. Now let

g.u/ D

8̂̂<̂
:̂
f .u/ for juj � 2c1;

f .2c1/j
u
2c1
jq�1 for u � 2c1;

f .�2c1/j
u
2c1
jq�1 for u � �2c1:

Notice that the condition jg.u/j �Kjujq�" holds for some 0 < " < 1C q. The constantK
depends only on ƒ; c1, and ". We claim that u is also a minimizer of (2.5). Thus, the
statement in the proposition holds, due to [10, Theorem 4.2].

In order to show our claim, assume that v is minimizer of (2.5) so that v D u D �

on @� and Z
�

jrvj2 C 2G.v/ dx <

Z
�

jruj2 C 2G.u/ dx: (2.6)

We show that kvkL1.�/ � 2c1. Indeed, in the set ¹v > c1º we have

�v D g.v/ � �K;

where K is the constant defined in Step 3 of the proof of Theorem 1.1. (Note that c1 >M .)
Thus,

max
�
v � max

@¹v>c1º

�
v.x/C

K

2n
jxj2

�
� c1 CKC.n;�/ � 2c1:

Hence, G.v/ D F.v/ as well as G.u/ D F.u/ and, by (2.6),Z
�

jrvj2 C 2F.v/ dx <

Z
�

jruj2 C 2F.u/ dx;

which contradicts that u is a minimizer.

3. Optimal growth (Proof of Theorem 1.2)

The main idea to prove the optimal growth in (1.4) is using scaling and blow-up, and
arriving at a contradiction. One of the key ideas in studying the infinitesimal properties of
the free boundary is to make an infinite “zoom-in” or “blow-up” at a free boundary point.

More specifically, given a minimizer u of (1.1) and 0 < r < 1, define the rescaling

ur;z.x/ WD
u.rx C z/

�.r/
; 8x 2 �r;z D

1

r
.� � z/

for free boundary point z and �.r/ WD rˇ j log r jˇ=2.
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Proof of Theorem 1.2. We claim that for any local minimizer u and any free boundary
point z, we have

sup
Br .z/

juj � C�.r/; 0 < r < 1=2;

which would imply the statement of Theorem 1.2.
Suppose there is no such constant C . Then, we would be able to find a sequence of

local minimizers uj , a sequence of real positive numbers rj & 0, and a sequence zj of
free boundary points �0 such that

sup
Br .zj /

juj j � j�.r/; 8 0 < rj � r < 1; (3.1)

and such that for r D rj ,
sup

Brj .z
j /

juj j D j�.rj /: (3.2)

Now define

zuj .x/ WD
1

j
urj ;zj .x/ D

uj .rjx C z
j /

j�.rj /
; 8x 2 �rj ;zj :

Then, it follows from (3.1)–(3.2) that

zuj .0/ D jrzuj .0/j D 0I sup
B1

jzuj j D 1I sup
BR

jzuj j � R
ˇ ; 8 R � 1: (3.3)

Note that we have used the inequality �.Rrj / � Rˇ�.rj / for R � 1.
Since uj is a local minimizer of the functional J, zuj will be a local minimizer of

Jj .v/ WD

Z
�
rj ;z

j

jrvj2 C 2Fj .v/ dx; (3.4)

where
Fj .v/ D

� rj

j�.rj /

�2
F.j�.rj /v/:

For any R fixed, we apply Proposition 2.1 to zuj as a minimizer of Jj in B2R. Hence, the
sequence zuj is uniformly bounded in C 1;˛.BR/. Up to a subsequence, we may assume
that zuj converges to zu0 locally in C 1.Rn/. By (3.3), we have the following similar prop-
erties:

zu0.0/ D jrzu0.0/j D 0I sup
B1

jzu0j D 1I sup
BR

jzu0j � R
ˇ ; 8 R � 1: (3.5)

We claim that zu0 is a harmonic function which, along with (3.5), violates Liouville’s
theorem and thus, we have a contradiction. To close the argument, we shall prove this
claim by showing that zu0 is a minimizer ofZ

BR

jrvj2 dx
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for anyR. Assume that vD zu0 on @BR and define vj WD vC zuj � zu0. So, vj D zuj on @BR.
Since zuj is a minimizer of (3.4), for sufficiently large j we have BR � �rj ;zj and soZ

BR

jrzuj j
2
C 2Fj .zuj / dx �

Z
BR

jrvj j
2
C 2Fj .vj / dx: (3.6)

On the other hand, we recall from estimate (2.1) that jF.u/j � C1juj1Cq.1C j log jujj/
and get

jFj .v/j D
� rj

j�.rj /

�2
jF.j�.rj /v/j � C1

r2j

.j�.rj //1�q
.1C j log.j�.rj /v/j/

�
C1

j 1�qj log rj j

�
1C log j C ˇj log rj j C

ˇ

2
j log j log rj jj C j log jvjj

�
:

Hence,
Fj .v/! 0 uniformly for jvj � C:

Passing (3.6) to the limit, we getZ
BR

jrzu0j
2dx �

Z
BR

jrvj2dx:

Corollary 3.1. Let u be a minimizer of J. Then, there is a constant zc2 D zc2.n; q; ƒ; c2/
such that

sup
Br .z/

jruj � zc2r
ˇ�1
j log r jˇ=2; r < 1=4; (3.7)

for z 2 �0 and Br .z/ � �.

Proof. Let ur .x/ WD u.z C rx/=�.r/. It will be a minimizer of

Jr .v/ WD

Z
B1

jrvj2 C 2Fr .v/dx;

where Fr .v/ WD r2F.�.r/v/=�.r/2. We have the following estimate for derivative of Fr
at v ¤ 0:

jF 0r .v/j � r
2
jf .�.r/v/j=�.r/ � ƒr2�.r/q�1jvjq.1C j log j�.r/vjj/

� 3ƒjvjq.1C j log jvjj/:

By (1.4), kurkL1.B1/ � c2. This, together with Proposition 2.1, entails that kurkC 1;˛.B1=2/
is uniformly bounded for all r < 1=2. This proves (3.7).

4. Euler–Lagrange equation

In this section we derive the Euler–Lagrange equation for minimizers of (1.1) (see The-
orem 1.3). First, by the following lemma, we show that the minimizer is a sort of subso-
lution:
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Lemma 4.1. If u is a minimizer of (1.1), then u˙ WD max.˙u; 0/ satisfies

�u˙ � ˙f .u/�¹˙u>0º in �

in the weak sense.

Proof. Given a non-negative test function � 2 C10 .�/, choose a sequence "n ! 0 such
that the level sets ¹u D "nº are smooth. (The existence of this sequence is established by
virtue of Sard’s theorem.)

�

Z
�

ruC � r� dx D lim
"n!0

�

Z
¹u>"nº

ru � r� dx

D lim
"n!0

�Z
¹u>"nº

f .u/� dx C

Z
¹uD"nº

jruj� dHn�1
�

� lim sup
"n!0

Z
¹u>"nº

f .u/� dx D

Z
¹u>0º

f .u/� dx;

where in the last line we have used the monotone convergence theorem. (Condition (H3)
implies that f .u/ > 0 for 0 < u < ı which shows that f .u/��¹u>"nº is increasing.) A
similar argument holds for u�.

Now by the following lemma, we show that the right-hand side of (1.5) is integrable:

Lemma 4.2. If u is a minimizer of (1.1), then f .u/�¹u¤0º 2 L1loc.�/.

Proof. Let�0 b� be an arbitrary compact set and � 2 C10 .�/ be a cut-off function with
0 � � � 1 and � D 1 in �0. By (H3), since u is bounded and f .u/ � 0 in ¹0 < u < ıº,
we have Z

�0\¹0<u�ıº

jf .u/jdx D

Z
�0\¹0<u�ıº

f .u/�dx

�

Z
�\¹0<u�ıº

f .u/�dx

�

Z
¹0<uº

f .u/�dx C C1

�

Z
�

�ruC � r�dx C C1 <1;

where we have used Lemma 4.1 in the last line. Using the same argument, we get that f .u/
is integrable in�0 \ ¹�ı < u < 0º. Since f .u/ is continuous in juj > ı and u is bounded,
we get the desired result.

Proof of Theorem 1.3. The Euler–Lagrange equation given by (1.5) follows trivially by
the first variations in the set ¹juj > 0º. To check the equation in the set ¹u D 0º, first
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consider some point x0 that ru.x0/ ¤ 0. Since u 2 C 1;˛ , ¹u D 0º \ Br .x0/ D �C \

Br .x0/ D �
� \ Br .x0/ is a C 1 hypersurface for some small r . Then,Z
Br

ru � r� dx D

Z
�C\Br

ru � r� dx C

Z
��\Br

ru � r� dx

D �

Z
�C\Br

f .u/� dx C

Z
�C\Br

�jruj� dHn�1

�

Z
��\Br

f .u/� dx C

Z
��\Br

jruj� dHn�1

D �

Z
¹u¤0º\Br

f .u/� dx;

for a test function � 2 C10 .Br .x0//. Thus, (1.5) holds in Br .x0/.
In order to check the equation at �0, choose � 2 C1.R/ such that 0 � �� 1, �.t/D 0

for t � 1 and �.t/ D 1 for t � 2. Now define

wk.x/ D �
� k

log j log d.x/j

�
;

where d.x/ WD dist.x; ¹uD jruj D 0º/. This device is due to Ahlfors [1]; see also [3]. The
main properties of the sequencewk are thatwk D 0 in a neighborhood of ¹uD jruj D 0º;
limk!1wk.x/ D 1 for x … ¹u D jruj D 0º; and for a positive constant C ,

jrwk.x/j �
C

k
.d.x/j log d.x/j/�1: (4.1)

For any test function � 2 C10 .Br .x0//, we compute

�

Z
�

ru � r� dx D lim
k!1

�

Z
�

.ru � r�/wk dx

D lim
k!1

Z
�

f .u/�wk C .ru � rwk/� dx:

The first integral in the right-hand side converges toZ
�

f .u/��¹u¤0º dx;

due to the dominated convergence theorem and recalling that f .u/ 2 L1loc. In the rest of
the paper, we are going to show that the second term vanishes in the limit. This completes
the proof.

For any x 2 � close enough to ¹u D jruj D 0º, let y 2 @¹juj > 0º be any point such
that d.x/ D jx � yj is realized. By Theorem 1.2 and Corollary 3.1,

ju.x/j � c2d.x/
ˇ
j log d.x/jˇ=2; jru.x/j � zc2d.x/ˇ�1j log d.x/jˇ=2: (4.2)
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Applying estimates (4.1) and (4.2), along with the fact 1 < ˇ < 2, we getˇ̌̌Z
�

.ru � rwk/� dx
ˇ̌̌
�

Z
¹d.x/>0º

C

k
d.x/ˇ�2j log d.x/j.ˇ�2/=2 dx

�

Z
�

C

k
ju.x/j.ˇ�2/=ˇ dx

�

Z
¹juj�ıº

C

k�
f .u/j log ju�1jj�1 dx

C

Z
¹juj>ıº

C

k
ju.x/j.ˇ�2/=ˇ dx

�

Z
¹juj�ıº

C

k�
f .u/j log ıj�1 dx C

Z
¹juj>ıº

C

k
ıq dx ! 0:

5. Analysis of the free boundary

In this section, we prove non-degeneracy, porosity, and the estimate for the Hausdorff
dimension of the free boundary; see Theorems 1.4, 1.5, and 1.6, respectively.

Proof of Theorem 1.4. Using the optimal growth estimate given by (1.4), we have that, for
r < r0 < 1 (r0 D r0.ˇ/),

ju.x/j � sup
Br .z/

juj � c2r
ˇ
j log r jˇ=2; 8 x 2 Br .z/;

where z 2 �0. Choosing r0 small enough, we assume

c2r
ˇ
j log r jˇ=2 � r:

In particular, log ju.x/j � log r . From condition (H3) for r < ı when u.x/ > 0, we have

�u D f .u/ � �uq logu�1 � �uq log.r�1/ � �cq2 .r
ˇ
j log r jˇ=2/q log.r�1/

D �c
q
2 r
ˇ�2
j log r jˇ=2:

Similarly, in the case u.x/ < 0, we have

�u D f .u/ � �jujq log juj � �cq2 .r
ˇ
j log r jˇ=2/q log r D ��cq2 r

ˇ�2
j log r jˇ=2:

For an arbitrary point y 2 �C (close to z), set w.x/ D cjx � yj2, where

0 < c D �c
q
2 r
ˇ�2
j log r jˇ=2=2n:

Then,�.u�w/ � 0 in Br .y/\�C and, using the maximum principle, we conclude that

0 � u.y/ � sup
Br .y/\�C

.u � w/ � sup
@Br .y/\�C

.u � w/ D sup
@Br .y/\�C

u � cr2:
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Letting y ! z, we arrive at

sup
@Br .z/

uC � cr2 D c3r
ˇ
j log r jˇ=2;

where c3 D �c
q
2=2n. For u�, we can argue in the same way.

Before coming to the proof of porosity of the free boundary @¹juj > 0º, we revisit
the definition of porosity; for more details, see [11]. We say a measurable set E � Rn is
porous with a porosity constant 0 < ı < 1 if every ball B D Br .x/ contains a smaller ball
B 0 D Bır .y/ such that

Bır .y/ � Br .x/ nE:

We say E is locally porous in an open set � if E \K is porous for any K b �.

Proof of Theorem 1.5. Let

� WD min
®
r0; dist.K; @�/

¯
;

where r0 is the constant from Theorem 1.4. Now consider x 2 �0 \K with ball Br .x/.
If 0 < r < � , the non-degeneracy property (Theorem 1.4) implies the existence of
y 2 @Br=2.x/ such that

u.y/ � c3

� r
2

�ˇ ˇ̌̌
log

r

2

ˇ̌̌ˇ=2
:

Using Theorem 1.2, we have

c3

� r
2

�ˇ ˇ̌̌
log

r

2

ˇ̌̌ˇ=2
� u.y/ � c2d.y/

ˇ
j log d.y/jˇ=2; (5.1)

where d.y/ D dist.y; �0/. On the other hand, the function s 7! �s log s is increasing in
the interval .0; s0/ for some s0: Let

r1 WD min
®
�; s0

¯
:

Then, if 0 < r < r1; we have d.y/ � r
2
< r1: Thus,

d.y/j log d.y/j �
r

2

ˇ̌̌
log

r

2

ˇ̌̌
:

Back to (5.1), we see that

c3

� r
2

�ˇ ˇ̌̌
log

r

2

ˇ̌̌ˇ=2
� c2d.y/

ˇ=2
� r
2

ˇ̌̌
log

r

2

ˇ̌̌�ˇ=2
:

Hence,

ır � d.y/; where ı WD
1

2

�c3
c2

�2=ˇ
;

and Bır .y/ � � n �0.
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The porosity implies that the upper density of the free boundary at every point x 2 �0
is less than one, that is,

lim sup
r!0

j�0 \ Br .x/j

jBr j
� 1 � ın < 1:

This completes the proof.

Proof of Theorem 1.6. Consider a covering �0 �
S
i2I Br .yi / for some small r such that

no more than N balls from this covering overlap (N just depends on n). Applying The-
orem 1.5, one gets jBr j � ı�njBr n �0j. This impliesX
i2I

rn D C
X
i2I

jBr .yi /j � Cı
�n
X
i2I

jBr .yi / n �0j � Cı
�nN

ˇ̌®
x W 0 < d.x/ � r

¯ˇ̌
;

where d.x/ WD dist.x; �0/.
By applying Theorem 1.2, we get

rˇ�2
ˇ̌®
x W 0 < d.x/ � r

¯ˇ̌
�

Z
¹0<d.x/�rº

� 1

d.x/

�2�ˇ
dx

� C

Z
¹0<d.x/�rº

ju.x/jqj log d.x/j1�ˇ=2dx

� C��1
Z
¹0<d.x/�rº

jf .u/j
j log d.x/j1�ˇ=2

j log jujj
dx

� C��1
Z
¹0<d.x/�rº

jf .u/j j log d.x/j1�ˇ=2

j log.c2d.x/ˇ j log d.x/jˇ=2/j
dx

� C��1
Z
¹0<d.x/�rº

jf .u/j j log d.x/j1�ˇ=2

ˇj log d.x/j � j log c2j � ˇj log j log d.x/jj=2
dx

�
2C��1

j log r j

Z
�

jf .u/jdx ! 0; as r ! 0:

The conclusion follows from the fact that j¹x W 0 < d.x/ � rºj D o.r2�ˇ / as r ! 0.
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