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Abstract. The main purpose of this paper is the construction in motivic

cohomology of the cyclotomic, or classical polylogarithm on the projective

line minus three points, and the identi�cation of its image under the regula-

tor to absolute (Deligne or l-adic) cohomology. By specialization to roots of

unity, one obtains a compatibility statement on cyclotomic elements in mo-

tivic and absolute cohomology of abelian number �elds. As shown in [BlK],

this compatibility completes the proof of the Tamagawa number conjecture

on special values of the Riemann zeta function.

The main constructions and ideas are contained in Beilinson's and Deligne's

unpublished preprint \Motivic Polylogarithm and Zagier Conjecture"

([BD1]). We work out the details of the proof, setting up the foundational

material which was missing from the original source: the paper contains

an appendix on absolute Hodge cohomology with coe�cients, and its inter-

pretation in terms of Saito's Hodge modules. The second appendix treats

K-theory and regulators for simplicial schemes.

1991 Mathematics Subject Classi�cation: Primary 19F27; Secondary 11R18,

11R34, 11R42, 14D07, 14F99.

Keywords: Polylogarithm, motivic and absolute cohomology, regulators, cy-

clotomic elements.

Introduction

The aim of this work is to present the construction of the class of the cyclotomic, or

classical polylogarithm in motivic cohomology. It maps to the elements in Deligne and

l{adic cohomology de�ned and studied in Beilinson's \Polylogarithm and cyclotomic

elements" ([B4]). The latter elements can be seen as being represented by a pro{

variation of Hodge structure, or a pro{l{adic sheaf on the projective line minus three

points.
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See correction on page 297 of this volume.
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Our main interest lies in the specialization of these sheaves to roots of unity:

they represent the \cyclotomic" one{extensions of Tate twists already studied by

Soul�e ([Sou5]), Deligne ([D5]) and Beilinson ([B2]).

Let us be more precise: denote by �

0

d

the set of primitive d{th roots of unity in

Q(�

d

) = Q[T ]=�

d

(T ), d � 2. We get an alternative proof of the following theorem of

Beilinson's:

Corollary 9.6. Assume n � 0, and denote by r

D

the regulator map

H

1

M

(SpecQ(�

d

);Q(n + 1)) �!

M

�:Q(�

d

),!C

C =(2�i)

n+1

R :

There is a map of sets

�

n+1

: �

0

d

�! H

1

M

(SpecQ(�

d

);Q(n + 1))

such that

r

D

��

n+1

: �

0

d

�!

M

�:Q(�

d

),!C

C =(2�i)

n+1

R

maps a root of unity ! to (�Li

n+1

(�!))

�

=

�

�

P

k�1

�!

k

k

n+1

�

�

.

Now �x a d{th primitive root of unity � in Q . This choice allows to identify

continuous �etale cohomology H

1

cont

(SpecQ(�

d

);Q

l

(n+ 1)) with a Q

l

{subspace of

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

:

Note that there is a distinguished root of unity T in Q(�

d

). As was observed already

in [B4], the study of the cyclotomic polylogarithm gives a proof of [BlK], Conjecture

6.2 (cf. [Sou5], Th�eor�eme 1 for the case n = 1; [Gr], Th�eor�eme IV.2.4 for the local

version if (l; d) = 1):

Corollary 9.7. Let �

n+1

be the map constructed in 9.6. Under the above

inclusion, the l{adic regulator

r

l

: H

1

M

(SpecQ(�

d

);Q(n + 1)) �! H

1

cont

(SpecQ(�

d

);Q

l

(n+ 1))

maps �

n+1

(T

b

) to

1

d

n

�

1

n!

�

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

:

This result implies in particular that Soul�e's cyclotomic elements in the group

K

2n+1

(F ) 


Z

Z

l

(for an abelian number �eld F and a prime l) are induced by el-

ements in K{theory itself (Corollary 9.8). Furthermore, the case d = 2 of 9.7 forms a

central ingredient of the proof of the Tamagawa number conjecture modulo powers of

2 for odd Tate twists Q(n), n � 2 ([BlK], x 6). Finally, as shown in [KNF], Theorem

6.4, the general case of 9.7 implies the modi�ed version of the Lichtenbaum conjecture

for abelian number �elds.
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The main ideas necessary for both the construction of the motivic polylogarithm

and the identi�cation of the realization classes, together with a sketch of proof, are

contained in the unpublished preprint \Motivic Polylogarithm and Zagier Conjecture"

([BD1]) and its predecessors [B4], [BD1p]. Our aim in this paper is to work out the

details of the proofs. To do this we have to set up a lot of foundational material, which

was missing from the original sources: K-theory of simplicial schemes, regulators to

absolute (Hodge and l-adic) cohomology of simplicial schemes, and an interpretation

of the latter as Ext groups of Hodge modules and l-adic sheaves respectively. This

material is contained in the two appendices which we regard as our main contribution

to the subject. We hope they prove to be useful in other contexts than that treated

in the main text.

Other parts of [BD1] deal with (the weak version of) the Zagier conjecture. We

do not treat this since a complete proof has been given by de Jeu ([Jeu]), although

by somewhat di�erent means from those used in [BD1].

We see two main groups of papers related to polylogarithms:

The �rst deals with mixed sheaves, i.e., variations of Hodge structure or l{adic

mixed lisse sheaves. Maybe the nucleus of these papers is Deligne's observation that

the analytic and topological properties of the dilogarithm Li

2

, viewed as a multivalued

holomorphic function on P

1

(C )nf0; 1;1g, can be coded by saying that Li

2

is an entry

of the period matrix of a certain rank three variation of Q{Tate{Hodge structure on

P

1

C

nf0; 1;1g.

We refer to [Rm], section 7.6 for a nice survey of the construction of a pro{

variation on P

1

C

nf0; 1;1g containing all Li

k

. The �etale analogue is constructed in

Beilinson's \Polylogarithm and Cyclotomic elements" ([B4]), where he de�ned pro{

objects in the categories of l{adic sheaves on P

1

nf0; 1;1g. In both settings, the �bres

at roots of unity di�erent from 1 coincide with the cyclotomic extensions mentioned

above.

The hope and indeed, the motivation underlying these papers is that once a

satisfactory formalism of motivic sheaves is developed, the de�nition of polylogarithms

should basically carry over. We would thus obtain polylogarithmic classes in Ext

groups of motives, these groups being supposedly closely connected to K{theory, of

which everything already de�ned on the level of realizations would turn out to be the

respective regulator.

Nowhere is this hope documented more manifestly than in Beilinson's and

Deligne's \Interpr�etation motivique de la conjecture de Zagier reliant polylogarithmes

et r�egulateurs" ([BD2]): if there is such a motivic formalism, then the weak version of

Zagier's conjecture necessarily holds: not only the values at roots of unity of higher

logarithms, but also appropriate linear combinations of arbitrary values must lie in

the image of the regulator.

For the time being, and in each case separately, honest work is needed to perform

the K{theoretic constructions, and calculate their images under the regulators.

The second class of papers is concerned with precisely that task. In analogy with

the above, one should �rst mention Bloch's \Application of the dilogarithm function

in algebraic K{theory and algebraic geometry" ([Bl]).

Beilinson's \Higher regulators and values of L{functions" ([B2]) provided the

K{theoretic construction of cyclotomic elements, together with the computation of

their images in Deligne cohomology (loc. cit., Theorem 7.1.5, [Neu], [E]).
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As for Zagier's conjecture, we mention Goncharov's \Polylogarithms and Motivic

Galois Groups" ([Go]), where Zagier's conjecture, including the surjectivity statement

is proved for K

5

of a number �eld, and de Jeu's \Zagier's Conjecture and Wedge

Complexes in Algebraic K{theory" ([Jeu]), which contains the proof of the weak

version of Zagier's conjecture, independently of motivic considerations, for K

2n�1

of

a number �eld, and arbitrary n � 2.

Typically, the objects of interest in this class of papers are complexes, cocy-

cles, and symbols, i.e., objects which do not constantly a�ord a geometric, or sheaf{

theoretic interpretation. It is by no means easy to see, say, how a concrete element

in some Deligne cohomology group can be interpreted as an extension of variations

of R{Hodge structure. These and similar di�culties present themselves to the reader

willing to translate from one class to the other.

The authors like to think of the present article as an attempt to bridge the gap

between the two disciplines.

In a sense, the coarse structure of the article follows the above scheme: sections

1{6 are entirely sheaf{theoretic. Anything we say there is therefore a priori restricted

to the level of realizations, i.e., non{motivic. In sections 7{9, K{theory enters. The

appendices provide the foundations necessary to connect the two points of view.

Given that quite a lot has been said about the l{adic and Hodge theoretic incar-

nations of the classical polylogarithm ([B4], [BD2], [WiIV]), the reader may wonder

why sheaf theoretic considerations still take up one third of this work.

Indeed, the construction of the motivic polylog could be achieved much more eas-

ily if a satisfactory formalism of mixed motivic sheaves were available. The necessity

to replace a simple geometric situation by a rather complicated one, in order to replace

complicated coe�cients like Log by Tate twists, should be seen as the main source of

di�culty in any attempt to the construction of motivic versions of polylogarithms.

We now turn to the description of the �ner structure of the main text (sections

1{9):

In section 1, we normalize the sheaf theoretic notations used throughout the

whole article.

Section 2 gives a quick axiomatic description of the logarithmic sheaf Log, and

the (small) polylogarithmic extension pol. The universal property (2.1) is needed

only to connect the general de�nition of the logarithmic sheaf as a solution of a

representability problem to the somewhat ad hoc, but much more geometric de�nition

of section 4. A reader prepared to accept the results on the shape of the Hodge

theoretic and l{adic incarnation of the polylogarithm (2.5, 2.6) may therefore take

the constructions in sections 4 and 6 as a de�nition of both Log and pol, and view

section 2 as an extended introduction providing background material.

In section 3, we establish the geometric situation used thereafter. As section 1,

it is mainly intended for easier reference.

In section 4, we construct a pro-unipotent sheaf G on U = P

1

n f0; 1;1g as

projective limit of relative cohomology objects of powers of G

m

over U relative to

certain singular subschemes. The transition maps are given by the boundary maps in

the relative residue sequence (4.9). The universal property 2.1 then allows to identify

G with the restriction of Log to U (4.11).

Section 5 contains a geometric proof of the splitting principle (5.2): the �bres

of Log at roots of unity have split weight �ltration. Since we need a proof which
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translates easily to the motivic situation, we return to Beilinson's original approach

to the splitting principle ([B4], 4.2) which consists of an analysis of the action of the

multiplication by natural numbers on our absolute cohomology groups.

The main objective of section 6 is the description of pol in terms of geometric

data. The Leray spectral sequence suggests that one{extensions of Q(0) by Log

should be described as elements of the projective limit of cohomology groups with

Tate coe�cients of powers of G

m

relative to certain subschemes. The main result 6.6

allows to identify pol under this correspondence.

In Section 7 our main tool, the residue sequence is constructed in the setting of

motivic cohomology (Proposition 7.2 and Lemma 7.3). The arguments are very much

parallel to those used for absolute cohomology of realizations in section 4. However,

we have to replace the singular schemes by explicit simplicial schemes with regular

components. This is where the material of Appendix B enters.

Section 8 is the K{theoretic analogue of section 6. We consider a certain pro-

jective system of motivic cohomology groups. In order to identify its projective limit

(Corollary 8.8) we use bijectivity or at least controlled injectivity of the regulator

to Deligne cohomology, and the results of section 6. We are then able to de�ne the

universal motivic polylog (8.9).

In the �nal section 9 the motivic version of the splitting principle is shown (9.3).

Again we strongly use the known behaviour of the regulator to show that the action

of multiplication by natural numbers splits into eigenspaces. Applied to the universal

motivic polylogarithm this induces the cyclotomic elements in motivic cohomology. In

the light of section 5 it is clear from their very construction that they induce the right

elements not only in Deligne but also in continuous �etale cohomology. We conclude

by drawing the corollaries which are the main results announced at the beginning

(9.6{9.9).

The Appendices can be read independently of the main text and of each other.

They are meant to be used as a reference, but a careful reader might actually want

to read them �rst. We refer to the respective introductions for an account of their

content.

The reader might �nd it useful to consult [HW] for an overview of the strategy

of the proof of the main results.
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1 Mixed sheaves

We start by de�ning the sheaf categories which will be relevant for us. For our

purposes, it will be necessary to work in the settings of mixed l{adic perverse sheaves

([H2]), and of algebraic mixed Hodge modules over R (A.2). Since the procedures are

entirely analogous, we introduce, for economical reasons, the following rules: whenever

an area of paper is divided by a vertical bar

the text on the left of it will concern the Hodge theoretic setting, while the text on

the right will deal with the l{adic setting. Of course, we hope that before long, there

will be a satisfactory formalism of mixed motivic sheaves providing a third setting to
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which our constructions can be applied. We let

A := R ;

F := Q ;

l := a �xed prime number ;

A := Z

�

1

l

�

;

F := Q

l

and set B := Spec(A).

For any reduced, separated and 
at scheme X of �nite type over B, we let

X

top

:= X(C ) as a topol. space,

Sh(X

top

) := Perv(X

top

;Q) ;

X

top

:= X 


A

Q ,

Sh(X

top

) := Perv(X

top

;Q

l

)

the latter categories denoting the respective categories of perverse sheaves on X

top

([BBD], 2.2).

Next we de�ne the category Sh(X): in the l{adic setting, we �x a pair (S; L) con-

sisting of a horizontal strati�cation S of X ([H2], x 2) and a collection L = fL(S) jS 2

Sg, where each L(S) is a set of irreducible lisse l{adic sheaves on S. For all S 2 S

and F 2 L(S), we require that for the inclusion j : S ,! X , all higher direct images

R

n

j

�

F are (S; L){constructible, i.e., have lisse restrictions to all S 2 S, which are

extensions of objects of L(S). We assume that all F 2 L(S) are pure.

We can make this more explicit: in our computations X will always be a lo-

cally closed subscheme of some A

n

; the strati�cation is by the number of vanishing

coordinates in A

n

; L(S) is the set of all Tate sheaves on S.

Following [H2], x 3, we de�ne D

b

(S;L)

(X;Q

l

) as the full subcategory of D

b

c

(X;Q

l

)

of complexes with (S; L){constructible cohomology objects. Note that all objects will

be mixed. By [H2], x 3, D

b

(S;L)

(X;Q

l

) admits a perverse t{structure, whose heart we

denote by Perv

(S;L)

(X;Q

l

).

Sh(X) := MHM

Q

(X=R)

(see A.2.4)

Sh(X) := Perv

(S;L)

(X;Q

l

) :

Because of the horizontality requirement in the l{adic situation we have the full

formalism of Grothendieck's functors only on the direct limit D

b

m

(U

X

;Q

l

) of the

D

b

(S;L)

(X

U

;Q

l

), for U open in B, and (S; L) as above (see [H2], x 2). However, for a

�xed morphism

� : X �! Y ;

we have a notion of e.g. �

�

{admissibility for a pair (S; L): this is the case if

D

b

(S;L)

(X;Q

l

) ,! D

b

m

(U

X

;Q

l

)

�

�

�! D

b

m

(U

Y

;Q

l

)

factors through someD

b

(T;K)

(Y;Q

l

). Our computations will show, at least a posteriori,

that for our choice of (S; L) all functors which appear are admissible. We will not

stress these technical problems and even suppress (S; L) from our notation.
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As in [BBD], we denote by �

�

; �

�

;Hom etc. the respective functors on the cate-

gories

D

b

Sh(X) := D

b

MHM

Q

(X=R) ;

D

b

Sh(X) := D

b

(S;L)

(X;Q

l

) ;

and H

q

for the (perverse) cohomology functors.

We refer to objects of Sh(X) as sheaves, and to objects of Sh(X

top

) as topological

sheaves. Let us denote by

V 7! V

top

the forgetful functor from Sh(X) to Sh(X

top

). If we use the symbol W

�

, it will always

refer to the weight �ltration.

If X is smooth, we let

Sh

s

(X) := Var

Q

(X=R) � Sh(X)

(see A.2.1) ;

Sh

s

(X

top

) := the category of

Q{local systems on X

top

.

Sh

s

(X) := Et

l;m

Q

l

(X) � Sh(X) ;

the category of lisse

mixed Q

l

{sheaves on X ,

Sh

s

(X

top

) := the category of

lisse Q

l

{sheaves on X

top

.

We refer to objects of Sh

s

(X) as smooth sheaves, and to objects of Sh

s

(X

top

) as

smooth topological sheaves. Denote by USh

s

(X) the category of unipotent objects

of Sh

s

(X), i.e., those smooth sheaves admitting a �ltration whose graded parts are

pullbacks of smooth sheaves of Sh

s

(B) via the structure morphism. Similarly, one

de�nes USh

s

(X

top

).

Remark: Note that in the l{adic situation, the existence of a weight �ltration, i.e.,

an ascending �ltration W

�

by subsheaves indexed by the integers, such that Gr

W

m

is

of weight m, is not incorporated in the de�nition of Sh

s

{ compare the warnings in

[H2], x 3. In the Hodge theoretic setting, the existence of a weight �ltration is part of

the data.

Remark: We have to deal with a shift of the index when viewing e.g. a variation as

a Hodge module, which occurs either in the normalization of the embedding

Var

Q

(X=R) �! D

b

MHM

Q

(X=R)

or in the numbering of cohomology objects of functors induced by morphisms between

schemes of di�erent dimension. In order to conform with the conventions laid down

in appendix A and [WiI], chapter 4, we chose the second possibility: a variation is

a Hodge module, not just a shift of one such. Similarly, a lisse mixed Q

l

{sheaf is a

perverse mixed sheaf. Therefore, if X is of pure relative dimension d over B, then the

embedding

Et

l;m

Q

l

(X) �! D

b

m

(U

X

;Q

l

)

associates to V the complex concentrated in degree �d, whose only non{trivial coho-

mology object is V.

As a consequence, the numbering of cohomology objects of the direct image (say)

will di�er from what the reader might be used to: e.g., the cohomology of a curve
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is concentrated in degrees �1, 0, and 1 instead of 0, 1, and 2. Similarly, one has to

distinguish between the \naive" pullback (�

s

)

�

of a smooth sheaf and the pullback

�

�

on the level of D

b

Sh(X): (�

s

)

�

lands in the category of smooth sheaves, while �

�

of a smooth sheaf yields only a smooth sheaf up to a shift.

In the special situation of pullbacks, we allow ourselves one notational inconsis-

tency: if there is no danger of confusion (e.g. in Theorem 2.1), we use the notation

�

�

also for the naive pullback of smooth sheaves. Similar remarks apply for smooth

topological sheaves.

For a scheme a : X ! B, we de�ne

F (n)

X

:= a

�

F (n) 2 D

b

Sh(X) ;

where F (n) is the usual Tate twist on B.

If X is smooth, we also have the naive Tate twist

F (n) 2 Sh

s

(X) � Sh(X)

on X . If X is of pure dimension d, then we have the equality

F (n) = F (n)

X

[d] :

In order to keep our notation transparent, we have the following

Definition 1.1. For any morphism � : X �! S of reduced, separated and 
at

B{schemes we let

R

S

(X; � ) := �

�

:D

b

Sh(X) �! D

b

Sh(S) ;

H

i

S

(X; � ) := H

i

�

�

:D

b

Sh(X) �! Sh(S) :

Definition 1.2. For a closed reduced subscheme Z of a separated, reduced, 
at B{

scheme X of �nite type, with complement j : U ,! X , and an objectM

:

of D

b

Sh(X),

de�ne

R�

abs

(X;M

:

) := RHom

D

b

Sh(X)

(F (0)

X

;M

:

) ;a)

H

i

abs

(X;M

:

) := H

i

R�

abs

(X;M

:

) ;

the absolute complex and absolute cohomology groups of X with coe�cients in M

:

.

R�

abs

(X;n) := R�

abs

(X;F (n)

X

) ;b)

H

i

abs

(X;n) := H

i

abs

(X;F (n)

X

) :

R�

abs

(X rel Z; n) := R�

abs

(X; j

!

F (n)

U

) ;c)

H

i

abs

(X rel Z; n) := H

i

abs

(X; j

!

F (n)

U

) ;

the relative absolute complex and relative absolute cohomology with Tate coe�cients.
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In the Hodge setting, absolute cohomology with Tate coe�cients coincides with

Beilinson's absolute Hodge cohomology over R (Theorem A.2.7). In the l-adic set-

ting, it yields continuous �etale cohomology (see the remark following De�nition B.4.2).

Remark: If X is a scheme over S, then we have the formulae

R�

abs

(X; � ) = R�

abs

(S;R

S

(X; � )) ;

H

i

abs

(X; � ) = H

i

abs

(S;R

S

(X; � )) :

2 The Logarithmic Sheaf, and the Polylogarithmic Extension

We aim at a sheaf theoretic description of the (small) classical polylogarithm on

P

1

n f0; 1;1g. The �rst step is an axiomatic de�nition of the logarithmic pro{sheaf.

We need the following result:

Theorem 2.1. Let X be the complement in a smooth, proper B{scheme of an NC{

divisor relative to B ([SGA1], Exp. XIII, 2.1), all of whose irreducible components

are smooth over B. Let x 2 X(B), and write a : X ! B. The functor

x

�

: USh

s

(X) �! Sh

s

(B)

is representable in the following sense:

a) There is a pro{object

Gen

x

2 pro{USh

s

(X) ;

the generic pro{unipotent sheaf with basepoint x on X , which has a weight

�ltration satisfying

Gen

x

=W

�n

Gen

x

2 USh

s

(X) for all n :

Note that this implies that the direct system

�

R

0

a

�

Hom(Gen

x

=W

�n

Gen

x

;V)

�

n2N

of smooth sheaves on B becomes constant for any V 2 USh

s

(X).

This constant value is denoted by

R

0

a

�

Hom(Gen

x

;V) :

b) There is a section

1 2 � (B; x

�

Gen

x

) :

c) The natural transformation of functors from USh

s

(X) to Sh

s

(B)

ev : R

0

a

�

Hom(Gen

x

; ) �! x

�

;

' 7�! (x

�

')(1)
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is an isomorphism. Similarly for the transformation of functors from USh

s

(X

top

)

to Sh

s

(B

top

)

ev : R

0

a

�

Hom ((Gen

x

)

top

; ) �! x

�

;

' 7�! (x

�

')(1) :

Consequently, the pairs (Gen

x

; 1) and ((Gen

x

)

top

; 1) are unique up to unique

isomorphism.

d) The natural transformations of functors

Hom

USh

s

(X)

(Gen

x

; ) �! Hom

Sh

s

(B)

(F (0); x

�

) and

Hom

USh

s

(X

top

)

((Gen

x

)

top

; ) �! �(B

top

; x

�

)

from USh

s

(X) and USh

s

(X

top

) respectively are isomorphisms.

Proof. For a){c), we refer to

[WiI], Remark d) after Theorem 3.6, [WiI], Theorem 3.5.i),

and loc. cit., Theorem 3.5.ii). Apply the functors Hom

Sh

s

(B)

(F (0); ) and �(B

top

; )

to the result in c) in order to obtain d).

Remark: In the Hodge setting and for the constant base B, Theorem 2.1 is

equivalent to the classi�cation theorem for admissible unipotent variations of Hodge

structure ([HZ], Theorem 1.6). In this case, Gen

x

is the canonical variation with base

point x of loc. cit., section 1.

Now let

G

m

:= G

m;B

; U := P

1

B

n f0; 1;1g

B

;

j : U ,! G

m

;

p : G

m

�! B ; ep := p�j : U �! B :

We may form the generic pro{unipotent sheaf with basepoint 1 on G

m

.

Definition 2.2. Log := Gen

1

2 pro{USh

s

(G

m

) is called the logarithmic pro{sheaf.

As we shall see below, there is an isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k) :

Assuming this for the moment, we now describe the higher direct images

H

�

B

(U; j

�

Log(1)):

Theorem 2.3. a) H

q

B

(U; j

�

Log(1)) = 0 for q 6= 0.

b) H

0

B

(U; j

�

Log(1)) has a weight �ltration, and W

�1

�

H

0

B

(U; j

�

Log(1))

�

is split.

More precisely, any isomorphism � as above induces an isomorphism

W

�1

�

H

0

B

(U; j

�

Log(1))

�

�

�!

Y

k�1

F (k) :
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Remark: By these statements on the higher direct images of the pro{sheaf j

�

Log(1),

we mean the following:

a) For q 6= 0, the projective system

H

q

B

(U; j

�

(Log=W

�n

Log)(1))

n�1

is ML{zero.

b) � induces a morphism of projective systems

H

0

B

(U; j

�

(Log=W

�2m

Log)(1))

m�1

�!

 

m

Y

k=0

F (k)

!

m�1

of sheaves with a weight �ltration, such that the weight � �1{parts of the

projective systems of kernels and co-kernels are ML{zero.

Proof. One uses the exact triangle

1

�

1

!

�! id

G

m

[1]- .

j

�

j

�

or rather, H

�

B

(G

m

; ) of it, and the fact that H

�

B

(G

m

;Log) is easily computable. For

the details, see [WiIII], Theorem 1.3. Or use 4.11 and 6.2, whose proof is independent

of 2.3.

A �xed choice of

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

induces in particular an isomorphism of Gr

W

�2

Log and F (1). The theorem then en-

ables one to de�ne the small polylogarithmic extension as the extension

pol 2 Ext

1

USh

s

(U)

�

Gr

W

�2

Log j

U

;Log(1) j

U

�

mapping to the natural inclusion F (1) ,!

Q

k�1

F (k) under the isomorphism

Ext

1

Sh(U)

(F (1);Log(1) j

U

) = Hom

D

b

Sh(U)

(F (1)

U

;Log(1) j

U

)

= Hom

D

b

Sh(U)

(ep

�

F (1); j

�

Log(1))

�

�! Hom

Sh(B)

0

@

F (1);

Y

k�1

F (k)

1

A

induced by the projective limit of the edge homomorphisms in the Leray spectral

sequence for ep, and the isomorphism of 2.3.b). Note that the de�nition of pol is

independent of the choice of �. For the details, we refer to [WiIII], Theorem 1.5 { as

there, we de�ne

Ext

1

Sh(U)

(F (1);Log(1) j

U

) := lim

 �

n

Ext

1

Sh(U)

(F (1); (Log=W

�n

Log)(1) j

U

) :
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A description of Log and pol, in both incarnations, was given by Beilinson and Deligne;

see [B4], 2.1, 3.1 and [BD1], x 1 for the Hodge version and [B4], 3.3 for the l{adic

setting. The reader may �nd it useful to also consult [WiIV], chapters 3 and 4,

setting N = 1 in the notation of loc. cit.

We recall the \values" of pol at spectra of cyclotomic �elds: let d � 2, and

C := Spec(R), where R := A

�

1

d

; T

�

=�

d

(T ), where �

d

(T ) is the d-th cyclotomic

polynomial.

C is canonically a closed, reduced subscheme of G

m




A

A

�

1

d

�

. For any integer b

prime to d, there is an embedding

i

b

: C

�

�! C ,! G

m




A

A

�

1

d

�

;

� 7�! �

b

:

Since d is invertible on C, the image of i

b

is actually contained in U, and hence we

may form the pullback of pol via i

b

,

pol

b

2 Ext

1

Sh

s

(C)

(F (1);Log

b

(1)) ;

where Log

b

denotes the pullback of Log.

Now we have the following

Theorem 2.4 (Splitting Principle). Log

b

splits (uniquely) into a direct product

Log

b

=

Y

k�0

Gr

W

�2k

(Log

b

) ;

and Gr

W

�2k

(Log

b

) is isomorphic to F (k) for any k � 0.

Proof. [B4], 4, or [BD1], 3.6, or [WiIV], Lemma 3.10. Or use 4.11 and 5.2, whose

proof is independent of 2.4.

In order to identify pol

b

with an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (1); F (k)) ;

we need to �x an isomorphism

�

b

: Gr

W

�

Log

b

�

�!

Y

k�0

F (k) :

By de�nition, �

b

is the pullback via i

b

of the isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

of pro{sheaves on G

m

of [WiIV], chapters 3 and 4, which we brie
y describe now:

By 2.1.d), there is a canonical projection

" : Log �! F (0) :
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Furthermore, there is a canonical isomorphism


 : Gr

W

�2

Log

�

�! p

�

H

0

B

(G

m

; F (0))

_

given by the fact that both sides are equal to p

�

of the mixed structure on the

(abelianized) fundamental group �

1

(G

m;top

; 1) (see [WiI], chapter 2).

Observe that there is an isomorphism

res : H

0

B

(G

m

; F (0))

�

�! F (1)

given by the map \residue at 0".

Finally, both Gr

W

�

Log and

Q

k�0

F (k) carry a canonical multiplicative structure:

for Gr

W

�

Log, this is a formal consequence of

[WiI], Corollary 3.4.ii) [WiI], Corollary 3.2.ii)

(see Remark b) at the end of chapter 3 of loc. cit.).

Our isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

is the unique isomorphism compatible with ", (res)

_

�
, and the multiplicative struc-

ture of both sides.

Using the framing of Log

b

given by �

b

, we may identify pol

b

with an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (1); F (k)) ;

or, after twisting and forgetting the component \k = 0", as an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (0); F (k)) :

Note that in the Hodge setting we do not lose any information by forgetting the

component \k = 0" as there are no non{trivial extensions in Sh

s

(C) of F (0) by itself.

This latter statement fails to hold in the l{adic context. It is however true that the

zero{component of pol

b

is trivial. One way to see this is via [WiIII], Corollary 2.2,

where it is proved that there is in fact a mixed realization pol

b

of which the above

extensions are merely the Hodge and l{adic components. In the category of mixed

realizations, there is a good concept of polarization, which ensures that there are

no non{trivial extensions of pure realizations of the same weight. Alternatively, one

uses Theorem 9.5, where it is proved that our pol

b

lie in the image of the respective

regulators. The claim then follows from the vanishing of H

1

M

(C; 0).

Theorem 2.5 (Beilinson). Under the isomorphism of A.2.12, we have in the Hodge

setting:

pol

b

=

�

(�1)

k

Li

k

(!

b

)

�

!;k

2

Y

k�1

0

@

M

!2C(C)

C =(2�i)

k

Q

1

A

+

;

where Li

k

(z) :=

P

n�1

z

n

n

k

for jzj � 1 and z 6= 1.
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Proof. [B4], 4.1, or [BD1], 3.6.3.i), or [WiIV], Theorem 3.11.

Note that one may identify C(C ) with f� : Q(�

d

) ,! C g by associating to ! the

unique embedding mapping T 2 Q(�

d

) = Q[T ]=�

d

(T ) to !.

In the l{adic situation, choose a geometric point � 2 C(Q ). It allows to identify

C and

Spec

�

Z

�

�;

1

ld

��

;

and, furthermore, the category of continuous Q

l

{modules under the Galois group of

Q(�) that are mixed and unrami�ed outside ld, and the category Sh

s

(C) = Et

l;m

Q

l

(C).

Given this, we think of Ext

1

Sh

s

(C)

(Q

l

(0);Q

l

(k)) as sitting inside

H

1

cont

(Q(�);Q

l

(k)) :

Together with the natural map of Lemma B.4.9 we thus have an inclusion of

Ext

1

Sh

s

(C)

(Q

l

(0);Q

l

(k)) into

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


(k�1)

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

:

Theorem 2.6 (Beilinson). Under the above inclusion, we have in the

l{adic setting:

pol

b

=

0

@

(�1)

k�1

�

1

d

k�1

�

1

(k � 1)!

�

X

�

l

r

=�

b

([1� �]
 (�

d

)


(k�1)

)

1

A

r;k�1

:

Proof. [B4], 4.1, or [BD1], 3.6.3.ii), or [WiIV], Theorem 4.5.

Remarks: a) Using the de�ning property of pol, one can show (see [B4], 2.12 or

[BD1], proof of 3.1.1) that it coincides with a speci�c subquotient of the generic

pro-unipotent sheaf on U. The specializations to spectra of cyclotomic �elds of this

subquotient were already studied in [D5], section 16. In particular, Theorems 2.5 and

2.6 are equivalent to the Hodge and l-adic versions of [D5], Th�eor�eme 16.24.

b) One of the main results of this work will be (Theorem 9.5) that the elements in 2.5

and 2.6, for �xed b and d, are the respective regulators of one and the same element

in motivic cohomology. This implies that Soul�e's construction of cyclotomic elements

in the K{theory with Z

l

{coe�cients of an abelian number �eld ([Sou2], Lemma 1,

[Sou5]) actually factors over the image of K{theory proper (Corollary 9.8). As shown

in [BlK], x 6, Theorem 9.5 also implies that the Tamagawa number conjecture modulo

powers of 2 is also true for odd Tate twists (see our Corollary 9.9). Finally, 9.5 is used

in [KNF], Theorem 6.4 to prove the modi�ed version of the Lichtenbaum conjecture

for abelian number �elds.

c) There are relative versions of 2.1 and 2.3 for schemes over a base scheme S smooth

over B. They allow to directly de�ne the small polylogarithmic extension pol

S

on

U �

B

S, which however turns out to be the base change to S of pol.
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Remark: In our de�nition of pol, we chose not to follow [BD1], 3.1. The approach via

the universal property of Log and the computation of its cohomology rather imitates

that of Beilinson and Levin in the elliptic case ([BL], 1.2, 1.3). In fact, one of the

predecessors of loc. cit. contains a uni�ed de�nition of Log and pol for relative curves

of arbitrary genus ([BLp], 1).

3 The Geometric Set-Up

For easier reference, we assemble the notation used in the next sections.

As before, we let

A := R ;

l := a �xed prime number,

A := Z

�

1

l

�

;

B := Spec(A) ;

G

m

:= G

m;B

; U := P

1

B

n f0; 1;1g

B

:

Furthermore, we let S denote a smooth separated scheme over B of pure relative

dimension d(S),

�; � 2 G

m

(S) ;

S � S the open subscheme of S where � and � are disjoint. We assume S to be dense

in S.

j : S ,! S ;

i : S n S ,! S ;

where S n S is equipped with the reduced scheme structure.

Z := �(S) [ �(S)

with the reduced scheme structure,

V := G

m;S

n Z :

For n � 0, de�ne

p

n

: G

n

m;S

! S ;

v

n

: V

n

,! G

n

m;S

;

z

(n)

: Z

(n)

:= G

n

m;S

n V

n

,! G

n

m;S

;

where Z

(n)

carries the reduced scheme structure. (So p

0

= v

0

= id

S

, and Z

(0)

= ;.)
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The base change of the above objects and morphisms to S is denoted by the same

letters not underlined:

�; � : S ! G

m;S

;

Z := �(S) q �(S) ;

V := G

m;S

n Z ;

p

n

: G

n

m;S

! S ;

v

n

: V

n

,! G

n

m;S

;

z

(n)

: Z

(n)

,! G

n

m;S

:

Also, we de�ne partial compacti�cations of p

n

:

g

n

: G

n

m;S

,! A

n

S

;

h

(n)

: H

(n)

:= A

n

S

n G

n

m;S

,! A

n

S

;

where again H

(n)

has the reduced structure,

p

n

: A

n

S

! S ;

V := A

1

S

n Z ;

v

n

: V

n

,! A

n

S

;

z

(n)

: Z

(n)

:= A

n

S

n V

n

,! A

n

S

;

where Z

(n)

is equipped with the reduced structure. (So Z

(1)

= Z

(1)

= Z.)

Remarks: a) The underlined objects should remind the reader that the partial com-

pacti�cation comes from the compacti�cation j of the base S. The overlined objects

refer to compacti�cation upstairs, induced from g

n

.

b) For �xed n, we have a natural action of the symmetric group S

n

on our geometric

situation.

For the purposes of K-theory in section 7 we will have to replace the singular

scheme Z

(n)

by some smooth simplicial scheme. Put

Z

(n)

0

= Z �

S

G

n�1

m;S

q G

m;S

� Z �

S

G

n�2

m;S

q : : : q G

n�1

m;S

�

S

Z

Note that Z

(n)

0

is a proper covering of Z

(n)

. This is the easiest case of a morphism

of schemes with cohomological descent, meaning that for any reasonable cohomology

theory the cohomology of Z

(n)

will agree with the cohomology of the smooth simplicial

scheme

Z

(n)

:

= cosk

0

(Z

(n)

0

=G

n

m;S

) ;

i.e.,

Z

(n)

k

= Z

(n)

0

�

G

n

m;S

� � � �

G

n

m;S

Z

(n)

0

(k + 1-fold product).

Documenta Mathematica 3 (1998) 27{133



44 Annette Huber, J

�

org Wildeshaus

Put Z

(0)

:

= ? (corresponding to the empty scheme). We will also use the simplicial

scheme Z

(n)

:

which is attached to Z

(n)

sitting in A

n

S

in the same way. Finally let

G

_n

m;S

= Cone(Z

(n)

:

�! G

n

m;S

)

A

_n

S

= Cone(Z

(n)

:

�! A

n

S

)

where the cone is taken in the category of pointed simplicial sheaves on the big Zariski

site (cf. the discussion in appendix B.1).

4 Geometric Origin of the Logarithmic Sheaf

In section 2, we de�ned a pro{sheaf

Log 2 pro�U Sh

s

(G

m

)

and an element

pol 2 Ext

1

Sh(U)

(F (1);Log(1) j

U

)

= lim

 �

n

Ext

1

Sh(U)

(F (1); (Log=W

�n

Log)(1) j

U

) :

The aim of this section is to identify Log j

U

, or rather, its Noetherian quotients,

as relative cohomology objects with coe�cients in Tate twists of certain schemes over

U (Theorem 4.11).

Recall that according to our conventions, we have

F (0) = F (0)

U

[1] ;

and hence we may view pol as an element of

Hom

D

b

Sh(U)

(F (0)

U

;Log j

U

) = H

0

abs

(U;Log j

U

) ;

where we have used the notation introduced in De�nition 1.2.

For the schemes of section 3, we have the following

Definition 4.1. For n � 0,

G

(n)

:= H

0

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= H

n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

;

where the superscript sgn refers to the sign{eigenspace under the natural action of

the symmetric group S

n

on G

n

m;S

and V

n

.

Observe in particular that G

(0)

= F (0).

The following is an immediate consequence of the K�unneth formula:

Lemma 4.2. There is a canonical isomorphism

G

(n)

�

�! Sym

n

G

(1)

:
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We want to compute G

(n)

, and simultaneously construct, for each n � 1, a

projection

G

(n)

� G

(n�1)

via the \residue at 0", whose projective limit over n we shall then identify, for special

� and �, and S = U, with the restriction Log j

U

of the logarithmic pro{sheaf to U.

Let H

(n)

sing

be the singular part of H

(n)

and H

(n)

reg

:= H

(n)

nH

(n)

sing

the smooth part.

For any subscheme of A

n

S

, the subscript reg will mean the complement of H

(n)

sing

. We

work with the following geometric arrangement:

V

n

reg

\H

(n)

reg

����! V

n

reg

 ���� V

n

v

n

H;reg

?

?

y

v

n

reg

?

?

y

v

n

?

?

y

H

(n)

reg

h

(n)

reg

����! A

n

S;reg

g

n

reg

 ���� G

n

m;S

Both squares are cartesian. All maps are either open or closed immersions, and each

line gives in fact a smooth pair of S{schemes.

Lemma 4.3. For any complex M 2 D

b

Sh(A

n

S;reg

) such that (v

n

reg

)

�

M is a shift of a

smooth sheaf on V

n

reg

, there is an exact triangle

(h

(n)

reg

)

�

(v

n

H;reg

)

!

�

v

n

H;reg

� h

(n)

reg

�

�

M(�1)[�2] �! (v

n

reg

)

!

(v

n

reg

)

�

M

[1]- .

(g

n

reg

)

�

v

n

!

�

v

n

� g

n

reg

�

�

M

(�)

Proof. This is (v

n

reg

)

!

applied to the exact triangle obtained from purity for the closed

immersion

V

n

reg

\H

(n)

reg

�! V

n

reg

of smooth schemes.

We apply this lemma toM = F (n)

A

n

S;reg

, and evaluate the cohomological functors

H

i

abs

(A

n

S;reg

; � )

sgn

on the triangle (�). Following 1.2.c), we write everything as relative

cohomology with Tate coe�cients:

: : : �!H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

�! H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

�! H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1)

sgn

�!H

i+1

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

�! : : :

We refer to this as the absolute residue sequence.

Application of the cohomological functors H

i

S

(A

n

S;reg

; � )

sgn

to the same exact

triangle yields a long exact sequence of sheaves on S that we call the relative residue
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sequence:

: : : �!H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

�! H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

�! H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

�!H

i+1

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

�! : : :

Note that G

(n)

= H

n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

occurs in this sequence.

We are now going to further analyse, and reshape these sequences. The �nal

form will be achieved in Proposition 4.8 and Theorem 4.9.

First, we need to identify the terms

H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1)

sgn

; n � 1 ;

H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

; n � 1 :

The complement of Z

(n)

\H

(n)

reg

in H

(n)

reg

is given by

v

n

H;reg

: V

n

reg

\H

(n)

reg

! H

(n)

reg

:

Since V

n

reg

\H

(n)

reg

=

`

n

k=1

V

n�1

under the identi�cation

H

(n)

reg

=

n

a

k=1

G

n�1

m;S

;

and these components are permuted transitively by S

n

, we conclude

Lemma 4.4.

(v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

=

 

n

a

k=1

v

n�1

!

!

F (n� 1)

`

n

k=1

V

n�1
:a)

H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1) =

n

M

k=1

H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1) ;b)

and hence the sign{eigenspace H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n�1)

sgn

is isomorphic to

H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

;

where the last sgn refers to the action ofS

n�1

. The isomorphism is given by projection

onto the components unequal to k, for some choice k 2 f1; : : : ; ng. It is independent

of the choice of k.

R

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

=

n

M

k=1

R

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

:c)
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As in b), the sign{eigenspace H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

is canoni-

cally isomorphic to

H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

:

For i = n+ d(S), the latter equals G

(n�1)

.

Proof. The only point that remains to be shown is the independence of the isomor-

phisms in b) and c) of the choice of k. Recall the identity

R�

abs

�

G

n

m;S

rel Z

(n)

; n

�

sgn

= R�

abs

�

S;R

S

�

G

n

m;S

; v

n

!

F (n)

V

n

��

sgn

:

We are going to prove in 4.6.d) that H

q

S

(G

n

m;S

; v

n

!

F (n)

V

n

)

sgn

= 0 for q 6= n + d(S).

So the associated spectral sequence degenerates, and shows that the independence of

the map in b) follows from that of the map in c).

For c), we only need to consider G

(n)

= H

n+d(S)

S

(G

n

m;S

; v

n

!

F (n)

V

n

)

sgn

. There, our

claim follows from Lemma 4.2, and the graded{compatibility of the cup product with

boundary morphisms ([GH], Proposition 2.2 and Corollary 2.3).

Remark: The arguments of this section would become simpler if we could use an

object R

sgn

S

in c). However, we do not know whether it is possible to make a decom-

position into eigenspaces in our triangulated categories.

By the identi�cation of the lemma, the residue sequences de�ne canonical residue

maps

res : H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

�! H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

;

res : H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

�! H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

�tting into the relative and absolute residue sequences. In particular, observe that

we have a residue map

res : G

(n)

�! G

(n�1)

:

Now we concern ourselves with the identi�cation of the remaining terms

H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

; n � 0 ;

H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

; n � 0

of the residue sequences.

We use the following �ltration of A

n

S

by open subschemes:

F

k

A

n

S

:= f(x

1

; : : : ; x

n

) 2 A

n

S

j at most k coordinates vanishg :

So we have F

n

A

n

S

= A

n

S

and F

0

A

n

S

= G

n

m;S

.

The \graded pieces" of this �ltration are

G

k

A

n

S

:= F

k

A

n

S

n F

k�1

A

n

S

= f(x

1

; : : : ; x

n

) 2 A

n

S

j precisely k coordinates vanishg :
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G

k

A

n

S

is equipped with the reduced scheme structure. Note that it splits into several

disjoint pieces. For k � 2 and any such piece, there is a transposition of S

n

acting

trivially. By using triangles similar to (�) for the inclusions

G

k

A

n

S

,! F

k

A

n

S

 - F

k�1

A

n

S

;

we conclude inductively that the sign{eigenpart of the cohomology of H

(n)

sing

is trivial:

Lemma 4.5. The adjunction morphism induces isomorphisms

H

i

abs

(A

n

S

rel Z

(n)

; n)

sgn

�

�! H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

;

H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�

�! H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

:

By 4.4.b) and 4.5, the absolute residue sequence takes the form

� � � !H

i

abs

(A

n

S

rel Z

(n)

; n)

sgn

! H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

res

�! H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

!H

i+1

abs

(A

n

S

rel Z

(n)

; n)

sgn

! : : :

Similarly, the relative residue sequence looks as follows:

: : : �!H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�! H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

res

�! H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

�!H

i+1

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�! : : :

For the computation of the term

H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

;

we use the K�unneth formula:

Lemma 4.6. a) R

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n)) [0], and the K�unneth formula

gives an isomorphism

H

0

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n))

sgn

�

�! Sym

n

H

0

S

�

A

1

S

; v

1

!

F (1)

�

:

b) The choice of an ordering of the sections � and � gives an isomorphism

R

S

�

A

1

S

; v

1

!

F (1)

�

= H

0

S

�

A

1

S

v

1

!

F (1)

�

[0]

�

�! F (1)[0] :

Up to sign, it is canonical.

c) The isomorphisms of a) and b) induce an isomorphism

H

n+d(S)

S

(A

n

S

; v

n

!

F (n)

V

n

) = H

0

S

(A

n

S

; v

n

!

F (n))

�

�! F (n) :

It depends on the choice made in b) only up to the sign (�1)

n

. The group S

n

acts

on these objects via the sign character.

d) For i 6= 0, we have

H

i+n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

= H

i

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= 0 :
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Proof. For b), consider the long exact cohomology sequence associated to the triangle

v

1

!

F (1) �! F (1)

[1]- .

z

(1)

�

F (1)

(��)

We have

H

i

S

�

A

1

S

; F (1)

�

=

�

F (1) ; i = �1

0 ; i 6= �1

and

H

i

S

�

A

1

S

; z

(1)

�

F (1)

�

=

8

<

:

M

�;�

F (1) ; i = 0

0 ; i 6= 0

:

The long exact cohomology sequence thus reads

0! H

�1

S

�

A

1

S

; v

1

!

F (1)

�

! F (1)

�

!

M

�;�

F (1)! H

0

S

�

A

1

S

; v

1

!

F (1)

�

! 0 :

If we let f�; �g = fs

1

; s

2

g, then we identify the cokernel of

� : F (1) �!

M

�;�

F (1) =

2

M

i=1

F (1)

with F (1) by mapping (f

s

1

; f

s

2

) 2

L

2

i=1

F (1) to f

s

2

� f

s

1

.

a) follows from b) since

N

n

F (1) = Sym

n

F (1).

c) is a consequence of a) and b).

d) follows from a) and the relative residue sequence by induction on n.

On the level of absolute cohomology, the isomorphism of 4.6.c) induces an iso-

morphism

H

i+n

abs

�

A

n

S

rel Z

(n)

; n

�

= H

i+n

abs

�

A

n

S

rel Z

(n)

; n

�

sgn

�

�! H

i

abs

(S; n) :

This gives the �nal shape of the absolute residue sequence:

� � � �!H

i

abs

(S; n)

�

�! H

i+n

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

res

�! H

i+n�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

�!H

i+1

abs

(S; n)

�

�! � � �

By 4.6.d), the relative residue sequence collapses into the short exact sequence

of sheaves on S:

0 �! F (n) �! G

(n)

res

��! G

(n�1)

�! 0 :

In order to identify the long exact absolute cohomology sequence associated to

this sequence with the absolute residue sequence, we need the following:
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Lemma 4.7. Let K 2 D

b

Sh(X) be a complex of sheaves on a separated, reduced and


at B{scheme X . Suppose there is an action of a �nite group G on K. Let � be

the character of an absolutely irreducible representation of G over F . For any object

V with a G{action of an F -linear abelian category, denote by V(�) the �{isotypical

component of V, i.e., the image under the projector

e

�

:=

1

#G

X

g2G

�(g

�1

) � g :

Suppose that (H

i

K)(�) vanishes for all i 6= 0. Then

Hom

D

b(F;K[i])(�) = Hom

D

b(F; (H

0

K)(�)[i])

Proof. By applying e

�

and 1 � e

�

, one checks the statement for a complex of the

special form K

�

=

H

0

K. For the general case, consider the spectral sequence for

Hom

D

b(F; � [i]) induced by the truncation functors �

�n

. It degenerates after applying

e

�

.

Now that we know that formation of absolute cohomology commutes with for-

mation of sign eigenspaces, we have:

Proposition 4.8. The absolute residue sequence is the long exact sequence in abso-

lute cohomology attached to the short exact sequence

0 �! F (n) �! G

(n)

res

��! G

(n�1)

�! 0 :

We conclude the computational part of this section by collecting our results:

Theorem 4.9. a) For n � 0, we have

H

0

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= G

(n)

;

and H

i

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= 0 for i 6= 0.

b) The residue at 0, i.e., the boundary map of (�), gives an epimorphism

res : G

(n)

� G

(n�1)

for n � 1.

c) The K�unneth formula gives an isomorphism

H

0

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n))

sgn

�

�! ker(res)

for n � 1. A choice of an ordering of the sections � and � induces an isomorphism

F (n)

�

�! ker(res) ;

which depends on this choice only up to the sign (�1)

n

.

d) Let G

(n)

�

�! Sym

n

G

(1)

be the canonical isomorphism of 4.2, and

Sym

n

F (0)

�

�! F (0) ;

Sym

n

F (1)

�

�! F (n)
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the isomorphisms given by multiplication. Then the diagrams

G

(n)

�! F (0)

# o " o

Sym

n

G

(1)

�! Sym

n

F (0)

and

F (n) �! G

(n)

" o # o

Sym

n

F (1) �! Sym

n

G

(1)

commute. Here, the horizontal maps are given by the successive residue maps, and

by c) respectively.

e) Let W

�2n�1

G

(n)

:= 0,

W

�2k

G

(n)

:=W

�2k+1

G

(n)

:= ker(G

(n)

! G

(k�1)

) for 1 � k � n ;

and W

0

G

(n)

:= G

(n)

. The choice in c) induces isomorphisms

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;

which by their construction �t into commutative diagrams

Gr

W

�

G

(n)

�

�!

L

n

i=0

F (i)

Gr

W

�

res # # can

Gr

W

�

G

(n�1)

�

�!

L

n�1

i=0

F (i)

The �ltration W

�

is therefore the weight �ltration of G

(n)

.

Proof. a), b) and c) follow from the previous results. The commutativity of the �rst

diagram in d) follows from the de�nition of the residue map. For the second diagram,

we use the fact that the K�unneth formula of 4.2 is compatible with the K�unneth

formula of the proof of 4.6.a). For e), apply induction on n.

Recall that S is the open subscheme of S where the sections � and � of G

m;S

are disjoint. For special S, � and �, the following is the main step towards the

identi�cation of the projective limit of the G

(n)

with the restriction Log j

U

of the

logarithmic sheaf:

Lemma 4.10. a) There is a unique smooth sheaf G

(n)

on S extending G

(n)

. It has a

weight �ltration.

b) There is a canonical isomorphism

G

(n)

�

�! Sym

n

G

(1)

;

and a unique isomorphism

�

(n)

: Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;
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which is compatible with the isomorphism of 4.9.e).

c) The weight �ltration of i

�

G

(n)

is split: there is a canonical isomorphism

i

�

G

(n)

�

�! Gr

W

�

i

�

G

(n)

�

�!

b)

n

M

i=0

F (i) :

Here, i denotes the inclusion of S n S into S.

d) There is an exact sequence

0 �! i

�

F (1) �! H

0

S

�

G

m;S

; v

1

!

F (1)

�

�! G

(1)

�! 0

of sheaves on S.

Proof. If there is any smooth sheaf as in a), then it will automatically be unique, and

hence b) follows from a), and 4.9.d), e). Also, it will su�ce, because of 4.9.d), to show

the lemma for the case n = 1.

There we have the following diagram

0

?

?

y

i

�

F (1)

?

?

y

H

�1

����! F (1)

�

����! K ����! H

0

����! F (0) ����! 0

?

?

y

L

�;�

F (1)

?

?

y

0

where

K = H

�1

Cone(� :

M

�;�

F (1)

S

[d(S)]! i

�

F (1)

SnS

[d(S)])

with �(v

1

; v

2

) := v

1

� v

2

(in terms of constructible sheaves this is just Ker � shifted in

the appropriate degree to de�ne a perverse sheaf). The horizontal sequence is, as in

the proof of 4.6.b), the long exact cohomology sequence on S associated to the short

exact sequence on G

m;S

0! z

(1)

�

F (1)! v

1

!

F (1)! F (1)! 0 ;(��)

where we have set

H

i

:= H

i

S

�

G

m;S

; v

1

!

F (1)

�

:

We thus get the equality

R

S

�

G

m;S

; v

1

!

F (1)

�

= H

0

S

�

G

m;S

; v

1

!

F (1)

�

[0] ;
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and an exact sequence of sheaves on S

0! K=�(F (1))! H

0

S

�

G

m;S

; v

1

!

F (1)

�

! F (0)! 0 ;

whose restriction to S is isomorphic, via the choice of an ordering of � and �, to

0! F (1)! G

(1)

! F (0)! 0 :

Push out of the above via the morphism

K=�(F (1))!

0

@

M

�;�

F (1)

1

A

=�(F (1)) ;

whose kernel is i

�

F (1) (recall again that we use perverse indices), gives the desired

extension G

(1)

. By construction b) and d) hold. Applying i

�

to the pushout diagram

and taking cohomology, we see that the sheaf i

�

G

(1)

[�1] is the pushout of F (0) via

0 ,! F (1) ;

and we get c).

We now specialize our geometric situation: we let

S := G

m;B

;

� := 1 : G

m;B

� B ,! G

m;B

;

� := id : G

m;B

! G

m;B

:

So we have S = U and S n S = 1

B

, the closed subscheme of G

m;B

given by the

immersion 1 of B into G

m;B

.

After having made precise which choice of normalization we have and in how far

it a�ects our identi�cations, we now �x it: we let

s

1

:= � = 1 and s

2

:= � = id in 4.9.c).

We thus get a projective system (G

(n)

)

n�0

of smooth Tate sheaves on G

m;B

with

G

(n)

j

1

B

=

n

M

i=0

F (i) :

By the universal property of Log (Theorem 2.1.d)), there is a unique morphism

' : Log ! G := lim

 �

n

G

(n)

such that ' j

1(B)

sends 1 2 �(B;Log j

1

B

) to

1 : F (0) ,!

1

Y

i=0

F (i) = G j

1(B)

:
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Theorem 4.11. ' is an isomorphism.

Proof. The claim can be shown on the level of the underlying topological sheaves. The

l{adic statement follows from the statement for the topological spaces of C {valued

points by comparison { recall that we are dealing with locally constant sheaves.

Over C , the �bre at 1 of the pro{local system Log

top

equals the completion of the

group ring Q[�

1

] of �

1

:= �

1

(G

m

(C ); 1)

�

=

Zwith respect to the augmentation ideal a.

The representation of �

1

is given by multiplication; compare the general construction

in [WiI], 2.5{2.7. In particular, we have

Log

top

= lim

 �

n

Sym

n

(Log

top;��2

) ;

where Log

top;��2

:= Log

top

=a

2

is of dimension two. Now in the category of unipotent

local systems on G

m

(C ), the pro{sheaf Log

top

has the universal property of Theorem

2.1.d).

We apply this universal property to G

top;��2

:= G

(1)

top

. The resulting map factors over

'

top

. Since G

top;��2

is two-dimensional, the representation of Q[�

1

] is necessarily

trivial on a

2

, and we get a morphism of local systems

'

top;��2

: Log

top;��2

�! G

top;��2

giving rise to a morphism

lim

 �

n

Sym

n

('

top;��2

) : Log

top

�! G

top

:

Again because of the universal property of Log

top

, this morphism is identical to '

top

.

It therefore su�ces to show that '

top;��2

is bijective, which amounts to saying that

the coinvariants of G

top;��2

under the action of �

1

are one{dimensional. But taking

coinvariants under �

1

of a unipotent variation V amounts to computing singular

cohomology

H

1

(G

m

(C );V) = H

0

Spec(R)

(G

m;R

;V) :

Firstly, we claim that

H

i

Spec(R)

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

=

�

F (�1) ; i = 0

0 ; i 6= 0

:

e.g., identify the left hand side with

H

i+2

(G

m

(C ) � G

m

(C );�(G

m

(C )) [ (f1g � G

m

(C )); F (1))

�

=

H

i+2

(G

m

(C ) � G

m

(C ); (G

m

(C ) � f1g) [ (f1g � G

m

(C )); F (1)) ;

and apply the K�unneth formula. From the proof of 4.10, we recall { remember that

we have S = G

m

:

R

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

= H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

[0] ;

from which we conclude:

H

i

Spec(R)

�

G

m;R

;H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

�

=

�

F (�1) ; i = 0

0 ; i 6= 0

:
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The long exact sequence obtained by applying R

Spec(R)

(G

m;R

; ) to the exact se-

quence of 4.10.d)

0 �! 1

�

F (1) �! H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

�! G

(1)

�! 0

then shows that

H

0

Spec(R)

(G

m;R

;G

(1)

) = F (�1) :

Remark: The geometric situation used in this section is identical to the one of

[BD1], 4.1{4.3 (see in particular loc. cit., 4.1.9). The comparison statement of our

Proposition 4.8 is implicit in loc. cit., 4.3.3. We mention that basically the same

geometric arrangement was used in [Jeu]. More precisely, writing down the iterated

cone construction of loc. cit., one arrives at a simplicial object which is homotopy

equivalent to Beilinson's and Deligne's construction used here.

5 The Splitting Principle Revisited

In order to be able to translate easily to the motivic context, we recall Beilinson's

original proof ([B4], 4) of the splitting of the logarithmic pro-sheaf over spectra of

cyclotomic �elds (Theorem 2.4).

First, we return to the general situation considered at the beginning of section

4. For N � 1, we have the morphism of S-schemes

� : G

m;S

�! G

m;S

;

x 7�! x

N

;

and for each n � 0, the induced morphism

�

n

: G

n

m;S

�! G

n

m;S

:

We work under the additional assumption

��� = � ; ��� = � :(A)

If this is the case, we have (�

n

)

�1

(V

n

) � V

n

, and hence get a morphism

(�

n

)

�

v

n

!

F (n) �! v

n

!

F (n) ;

and hence a morphism

(�

n

)

]

: v

n

!

F (n) �! �

n

�

v

!

F (n) ;

which after application of p

n

�

and projection onto the sign-eigenpart induces

(�

n

)

]

: G

(n)

�! G

(n)

:

We need to understand the action of (�

n

)

]

on G

(n)

, and on absolute cohomology.

First, we establish in how far (�

n

)

]

is compatible with the residue at 0:
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Lemma 5.1. a) Under any isomorphism

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;

the map Gr

W

�

(�

n

)

]

is multiplication by N

n�i

on F (i).

b) For any n � 1, the diagram

G

(n)

(�

n

)

]

����! G

(n)

res

n

?

?

y

?

?

y

res

n

G

(n�1)

N �(�

n�1

)

]

�������! G

(n�1)

commutes.

Proof. Since the morphisms in b) are strict with respect to the weight �ltration, it

su�ces to check that

Gr

W

�

(res

n

)�Gr

W

�

(�

n

)

]

= N �Gr

W

�

(�

n�1

)

]

�Gr

W

�

(res

n

) :

But if we choose the isomorphism of 4.9.e), then Gr

W

�

(res

n

) is simply the canonical

projection

n

M

i=0

F (i)�

n�1

M

i=0

F (i) ;

and therefore b) follows from a). For a), we note �rst that it su�ces to show the

statement for one choice of isomorphism

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) :

This time, we use the isomorphism on graded objects induced by 4.2, thereby reducing

ourselves to the case n = 1. There, we consider the long exact cohomology sequence

associated to the exact sequence

0! z

(1)

�

F (1)! v

1

!

F (1)! F (1)! 0 ;

and the cohomological functors H

i

S

(G

m;S

; � ). We know the cohomology of G

m

:

H

i

S

(G

m;S

; F (1)) =

8

<

:

F (1) ; i = �1

F (0) ; i = 0

0 ; i =2 f�1; 0g

:

Of course, we know the cohomology of two points:

H

i

S

�

G

m;S

; z

(1)

�

F (1)

�

=

8

<

:

M

�;�

F (1) ; i = 0

0 ; i 6= 0

:
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We get an exact sequence

0! F (1)

�

!

M

�;�

F (1)! G

(1)

= H

0

S

�

G

m;S

; v

1

!

F (1)

�

! F (0)! 0 :

and because of assumption (A), it carries an action of (�

n

)

]

. But this action can be

identi�ed on H

i

S

(G

m;S

; F (1)) and H

i

S

�

G

m;S

; z

(1)

�

F (1)

�

: it is trivial on the F (1), and

multiplication by N on F (0).

Certainly (A) is only satis�ed in very special situations, namely if � and � are

supported in the schemes of (N � 1)-torsion of G

m;S

.

Let again d � 2 , C := Spec(R), where R := A[

1

d

; T ]=�

d

(T ) as in section 2. For

b prime to d, consider

i

b

: C

�

�! C ,! G

m

;

� 7�! �

b

:

The pullback Log

b

of the pro-sheaf Log j

U

on U via i

b

is identical to the projective

limit of the sheaves G

(n)

b

obtained by setting

S := C ;

� := 1 : C ! B ,! G

m

;

� := i

b

:

Since (A) is satis�ed with N = d+ 1, we may apply 5.1, and conclude:

Corollary 5.2. G

(n)

b

splits into a direct sum

G

(n)

b

=

n

M

i=0

Gr

W

�2i

G

(n)

b

:

Therefore, there is a unique isomorphism

�

(n)

b

: G

(n)

b

�

�!

n

M

i=0

F (i) ;

which is compatible with the isomorphism �

(n)

of 4.10.b).

Proof. F (i) � G

(n)

b

is the eigenspace of (d+ 1)

n�i

under the morphism (�

n

)

]

.

We conclude with the implications of 5.1 and 5.2 for absolute cohomology with

coe�cients. For this, recall the absolute residue sequence for n � 1

: : :! H

�

abs

(C; n)! H

�+n

abs

(G

_n

m;C

; n)

sgn

res

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

! : : :

introduced after 4.6, where we have set

H

�+n

abs

(G

_n

m;C

; n)

sgn

:= H

�+n

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

;

thus saving enough space to get the above sequence into a single line.
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Corollary 5.3. a) For n � 1, the absolute residue sequence splits into short exact

sequences

0! H

�

abs

(C; n)! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

! 0 :

b) For N = d + 1, the map (�

n

)

�

acts on the short exact sequences of a): there is a

commutative diagram

H

�

abs

(C; n) ! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

id

?

?

y

(�

n

)

�

?

?

y

(d+ 1) � (�

n�1

)

�

?

?

y

H

�

abs

(C; n) ! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

Proof. By 4.8, the absolute residue sequence is the absolute cohomology sequence for

the exact sequence of sheaves on C

0! F (n)! G

(n)

b

res

b

! G

(n�1)

b

! 0 :

Therefore, a) follows from 5.2, while b) follows from 5.1.b) and the fact that under

the identi�cation of 4.9.a)

H

�

abs

(C;G

(n)

)

�

�! H

�+n

abs

(G

_n

m;C

; n)

sgn

;

the map induced by

(�

n

)

]

: G

(n)

b

! G

(n)

b

is the map (�

n

)

�

of the absolute cohomology groups.

It follows that the eigenvalues of (�

n

)

�

on H

n+1

abs

(G

_n

m;C

; n)

sgn

are

1; d+ 1; : : : ; (d+ 1)

n

. The eigenspace decomposition yields

�

(n)

b

: H

n+1

abs

(G

_n

m;C

; n)

sgn

= H

n+1

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

�

�!

n

M

i=0

H

1

abs

(C; i) ;

which in sheaf theoretic terms corresponds to the decomposition

�

(n)

b

: Ext

1

Sh(C)

(F (0);G

(n)

b

)

�

�!

n

M

i=0

Ext

1

Sh(C)

(F (0); F (i))

given by Corollary 5.2.

The pullback pol

b

of the small polylogarithmic extension pol on U is an element

of

lim

 �

n�1

Ext

1

Sh(C)

(F (0);G

(n)

b

) = lim

 �

n�1

H

n+1

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

= lim

 �

n�1

H

n+1

abs

(G

_n

m;C

; n)

sgn

:
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We have shown that, using the eigenspace decomposition for the action of the (�

n

)

]

,

these groups are isomorphic to

Y

k�0

Ext

1

Sh(C)

(F (0); F (k)) =

Y

k�0

H

1

abs

(C; k) :

2.5 and 2.6 describe pol

b

as an element in this group.

Actually, in order to relate the above decomposition to the one used for 2.5 and

2.6, we shall need to compare the isomorphism

� := lim

 �

n�1

�

(n)

: Gr

W

�

G

�

�!

Y

k�0

F (k)

of 4.10.b) to the isomorphism

� : Gr

W

�

G = Gr

W

�

Log

�

�!

Y

k�0

F (k)

of section 2.

A priori, we know that the isomorphisms

�

�2k

; �

�2k

: Gr

W

�2k

G

�

�! F (k)

satisfy an identity of the type

�

�2k

= q

�2k

� �

�2k

;

for a constant q

�2k

2 F

�

.

We remark that in order to prove the main results announced in the introduction,

all one needs to know is that q

�2k

is a rational number, which is independent of

whether we work in the Hodge or the l{adic setting.

In order to exhibit the precise relation of the motivic analogue of pol (see section

8) to the cyclotomic elements in K{theory (see Corollary 9.6.b)), we need to identify

q

�2k

.

Proposition 5.4. We have the equality

�

�2k

= k! � �

�2k

:

Proof. Because of the compatibility of �

0

with the canonical projection

" : G �! F (0) ;

we have �

0

= �

0

. In order to show �

�2

= �

�2

we compare the classes of G

(1)

in

Ext

1

Sh(G

m

)

(F (0); F (1))

induced by �

�2

and �

�2

respectively. Let

K := C , K := Q,
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and choose anyK{valued point t of U. Of course, the value of q

�2

can still be detected

from the extensions of

mixed Q{Hodge structures

Galois modules

given by the pullback t

�

G

(1)

of G

(1)

via t. In both settings, there is a natural morphism

of K

�




Z

F into the respective Ext

1

(F (0); F (1)) (see e.g.

[WiIV], Theorem 3.7). [WiIV], Theorem 4.6).

By

[WiIV], Proposition 3.13.a), [WiIV], Proposition 4.7.a),

the class of t

�

G

(1)

, calculated in the framing given by �

�2

, equals the image of t 2 K

�

under this morphism. By [Sch], 2.7, the same holds for the framing given by �

�2

{

note that here it is vital to choose the ordering of the sections � and � in the way we

did before 4.11. For k � 2, let

'

(k)

0

: G

(k)

�

�! Sym

k

G

(1)

be the isomorphism of 4.10.b). By 4.9.d), the diagram

G

(k)

�! F (0)

'

(k)

0

# o " o

Sym

k

G

(1)

�! Sym

k

F (0)

commutes. By [WiIV], Theorem 3.12.a), the commutativity of this diagram char-

acterizes '

(k)

0

uniquely. From loc. cit., Theorem 3.12.b) and c), we know that the

diagram

F (k)

1

k!

��

�1

�! G

(k)

" o o # '

(k)

0

Sym

k

F (1)

Sym

k

�

�1

�! Sym

k

G

(1)

commutes. So our identity

�

�2k

= k! � �

�2k

follows from 4.9.d).

6 Polylogs in Absolute Cohomology Theories

In section 4, we showed that the logarithmic pro{sheaf is the projective limit of

relative cohomology objects with coe�cients in Tate twists of certain schemes over

U. The Leray spectral sequence suggests that is should be possible to recover pol as

a projective limit of elements in absolute cohomology with Tate coe�cients of these

schemes, and indeed this is what we do in Theorem 6.6. That the coe�cients are Tate

is of course the central point: it allows us, in section 7, to imitate the construction
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of this section, and thus to de�ne a motivic version of pol. This detour is necessary

because we know, up to date, of no satisfactory formalism of mixed motivic sheaves,

whose absolute cohomology with Tate coe�cients would give back motivic cohomology

de�ned via K-theory.

We return to the geometric situation set up before 4.11, and start by computing

the higher direct images of the restriction of Log to U:

Lemma 6.1. a) The inclusion F (1) ,! G

(1)

and the projection

G

(1)

� F (0) induce natural isomorphisms

F (1)

B

�

�! H

�1

B

�

G

m

;G

(1)

�

;

H

0

B

�

G

m

;G

(1)

�

�

�! H

0

B

(G

m

; F (0)) ;

and the latter group is isomorphic to F (�1)

B

via the map \residue at 0".

b) The inclusion F (n) ,! G

(n)

and the projection G

(n)

� F (0) induce natural identi-

�cations

H

i

B

�

G

m

;G

(n)

�

=

8

<

:

F (n)

B

; i = �1

F (�1)

B

; i = 0

0 ; i =2 f�1; 0g

:

Proof. The statements need only be checked on the level of local systems. Part a)

is shown in the proof of 4.11. From there, we also recall that we have to compute

the invariants and coinvariants under the action of the group �

1

:= �

1

(G

m

(C ); 1), or

equivalently, of a generator of �

1

. Using 4.10.b), we may deduce b) from a).

Corollary 6.2.

H

i

B

�

U;G

(n)

�

=

(

F (n)

B

; i = �1

0 ; i =2 f�1; 0g

:

For i = 0, the sheaf H

0

B

�

U;G

(n)

�

is the direct sum of

n

L

k=1

F (k � 1)

B

and an object

which is an extension of F (�1)

B

by itself.

Proof. By [WiI], Theorem 4.3, there is a weight �ltration on H

i

B

�

U;G

(n)

�

. Now use

the exact triangle

1

�

1

!

�! id

G

m;B

[1]- .

j

�

j

�

purity, and 4.10.c).

Remark: In the setting of Hodge modules, where a concept of polarization is avail-

able, any extension of pure objects of the same weight is necessarily split.

The mapH

0

B

�

U;G

(n)

�

! F (0) of the corollary yields in particular a map \residue

at 1

B

", for n � 1,

res : H

0

abs

(U;G

(n)

) = H

0

abs

�

B;R

B

(U;G

(n)

)

�

! H

0

abs

(B; 0) :
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Definition 6.3. Let n � 1. The map

res : H

0

abs

(U;G

(n)

) = H

n+1

abs

(G

n

m;U

rel Z

(n)

; n)

sgn

! H

0

abs

(B; 0)

is called the total residue map.

For later reference, we note

Corollary 6.4. H

1

abs

(G

1

m;U

rel Z

(1)

; 1) = 0.

Proof. We have

H

1

abs

(G

1

m;U

rel Z

(1)

; 1) = H

�1

abs

(U;G

(1)

) ;

which because of 6.2 equals H

0

abs

(B;F (1)) = 0.

Next we have

Lemma 6.5. i) The transition morphism

res : G

(n)

� G

(n�1)

satis�es

H

�1

B

(U; res) = 0 : F (n)

B

! F (n� 1)

B

;

H

0

B

(U; res) : H

0

B

(U;G

(n)

)! H

0

B

(U;G

(n�1)

)

is surjective with kernel F (n� 1)

B

.

In particular, the total residue for n � 2 factors over the total residue for n� 1:

there is a commutative diagram

H

0

abs

(B; 0)

res

 � H

0

abs

(U;G

(n)

)

res- # res

H

0

abs

(U;G

(n�1)

)

ii) The Leray spectral sequences, for n � 0, give exact sequences

0 �! H

1

abs

(B; n)

�

�! H

0

abs

(U;G

(n)

)

res

�! H

0

abs

(B; 0) �! 0 :

The map

� : H

1

abs

(B; n)! H

0

abs

(U;G

(n)

)

is the composition of H

1

abs

(B; n)! H

1

abs

(U; n) = H

0

abs

(U; F (n)) and the map induced

by the inclusion of F (n) into G

(n)

, in other words, the same noted map of the residue

sequence.

The projective limit of the above sequences identi�es

H

0

abs

(U;Log j

U

) := lim

 �

n

H

0

abs

(U;G

(n)

)

and H

0

abs

(B; 0).
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iii) There are unique splittings

s

n

: H

0

abs

(B; 0) ,! H

0

abs

(U;G

(n)

)

of the sequences in ii), for any n � 0, such that for any n � 1 we have a commutative

diagram

H

0

abs

(B; 0)

s

n

�! H

0

abs

(U;G

(n)

)

s

n�1

& # res

H

0

abs

(U;G

(n�1)

)

Proof. i) The �rst statement is clear. For the second, either go through the construc-

tion or observe that the direct image of the morphism U

top

! B

top

has cohomological

dimension one, hence H

0

B

(U; � ) is right exact on smooth sheaves.

ii) We have the Leray spectral sequence

E

p;q

2

= H

p

abs

�

B;H

q

B

(U;G

(n)

)

�

) H

p+q

abs

(U;G

(n)

) ;

whose low-term sequence reads

0! H

1

abs

(B; n)! H

0

abs

(U;G

(n)

)! H

0

abs

(B; 0)

d

(n)

2

! H

2

abs

(B; n) :

By i), the Mittag{Le�er condition is satis�ed for the projective system

(H

1

abs

(B; n))

n�0

, and therefore,

H

0

abs

(U;Logj

U

) = lim

 �

n

ker(d

(n)

2

) = H

0

abs

(B; 0)

since the projective system (im(d

(n)

2

))

n�0

� (H

2

abs

(B; n))

n�0

is ML-zero.

But then any of the

H

0

abs

(U;G

(n)

)! H

0

abs

(B; 0)

must be surjective as well.

iii) Apply ii).

Denote by pol

(n)

the image of the small polylogarithmic extension pol under

H

0

abs

(U;Log j

U

)! H

0

abs

(U;G

(n)

) :

Theorem 6.6. a) Under the isomorphism

H

0

abs

(U;Log j

U

)

�

�! H

0

abs

(B; 0)

of 6.5 ii), the small polylogarithmic extension pol is mapped to 1.

b) For each n � 0, the map

s

n

: H

0

abs

(B; 0)! H

0

abs

(U;G

(n)

)

maps 1 to pol

(n)

.
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Proof. This is the de�nition of pol and the s

n

.

Recall (4.9.a)) that we may identify

H

0

abs

(U;G

(n)

) = H

0

abs

(G

n

m;U

; v

n

!

F (n))

sgn

= H

n+1

abs

(G

n

m;U

; v

n

!

F (n)

V

n

)

sgn

= H

n+1

abs

(G

n

m;U

rel Z

(n)

; n)

sgn

:

In section 8, we are going to prove a motivic analogue of 6.5.ii), and then de�ne

pol as the element in

lim

 �

n

H

n+1

M

(G

n

m;U

rel Z

(n)

; n)

sgn

mapping to 1 under the isomorphism to H

0

M

(B; 0).

In order to prove a motivic version of 6.5.ii), we shall frequently use injectivity

of the Beilinson regulator on certain motivic cohomology groups, and two technical

results on H

�

abs

, that will occupy the rest of this section.

While this may appear arti�cial at �rst sight, we remind the reader that in the motivic

setting, we cannot make use of any sheaf theoretic means like Leray spectral sequences.

An important means will be the localization sequence associated to the geometric

situation

f0; 1g

B

,! A

1

B

 - U :

It is the result of the degeneration of the Leray spectral sequence and reads

� � � !H

�

abs

(A

1

B

; p)! H

�

abs

(U; p) ! H

��1

abs

(f0; 1g

B

; p� 1)

!H

�+1

abs

(A

1

B

; p)! : : :

Lemma 6.7. a) The structure morphism is an isomorphism

H

�

abs

(B; p)

�

�! H

�

abs

(A

1

B

; p) :

b) The boundary map is trivial, i.e., we have short exact sequences

0! H

�

abs

(B; p)! H

�

abs

(U; p) !

1

M

i=0

H

��1

abs

(B; p� 1)! 0 :

Proof. For a), note that R

B

�

A

1

B

; F (p)

A

1

B

�

= F (p)

B

[0].

b) follows from the fact that there are B-valued points of U.

In particular, for p = 1, we have the exact sequence

0 �! H

1

abs

(B; 1) �! H

1

abs

(U; 1)

@

�!

1

M

i=0

H

0

abs

(B; 0) �! 0 :

The last map equals the map of Ext groups

@ : Ext

1

Sh(U)

(F (0); F (1)) �! Hom

Sh(B)

�

F (0);H

0

B

(U; F (1))

�
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obtained from the Leray spectral sequence; observe that the residues at 0

B

and 1

B

provide an isomorphism

H

0

B

(U; F (1))

�

�!

1

M

i=0

F (0) :

We have a natural map

O(U)

�

! H

1

abs

(U; 1) :

Its composition with

@ : H

1

abs

(U; 1) �!

1

M

i=0

H

0

abs

(B; 0)

associates to a function on U its orders at 0 and 1 respectively.

We need to understand the composition

res � @ : H

1

abs

(U; 1) =Ext

1

Sh(U)

(F (0); F (1))

�!Hom

Sh(B)

�

F (0);H

0

B

�

U;G

(1)

��

:

Observe that due to 6.2, the last group is equal to H

0

abs

(B; 0). Furthermore, we recall

from the proof of 6.2 and the de�nition of res that the composition

1

M

i=0

F (0) = H

0

B

(U; F (1)) �! H

0

B

�

U;G

(1)

�

res

�! F (0)

is given by projection onto the \1"{component of

L

1

i=0

F (0). We have thus proved:

Lemma 6.8. Consider the non{vanishing functions t and 1� t on U. We have

res � @(t) = 0 ; res � @(1� t) = 1 :

In particular, the map

� : H

1

abs

(U; 1) �! H

0

abs

(U;G

(1)

) = H

2

abs

�

G

1

m;U

rel Z

(1)

; 1

�

does not map 1� t 2 O(U)

�

to zero.

Proof. Observe that res � @ factorizes through �.

Remark: The main technical result of this section, 6.5.ii) corresponds to [BD1],

3.1.6.ii). Observe that pol and the polylogarithmic class �

�

of loc. cit. do not quite

agree: in our notation,

�

�

2 H

0

abs

(U;Log(1)j

U

) ;

while pol 2 H

0

abs

(U;Log j

U

). The connection is as follows: there is a canonical

monomorphism

� : Log(1) �! Log

(identifying Log(1) with W

�2

Log), and pol is the push out of �

�

via �. The present

de�nition of the polylog seems more natural since it is an element of an H

0

abs

(B; 0)-

module of rank one, which is canonically trivialized. By contrast, H

0

abs

(U;Log(1)j

U

)

is of rank two.
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7 Calculations in K-theory

The next step is to do the constructions of section 4 with K-groups, or more precisely,

with relative K-cohomology as introduced in appendix B.2. For technical reasons we

will have to use simplicial schemes to replace the singular schemes that appeared be-

fore. All constructions will be compatible with the regulator maps to absolute Hodge

cohomology (appendix A and B.5.8) and to continuous �etale cohomology (appendix

B.4.6).

A priori these regulators have values in absolute cohomology groups for the same

simplicial object (cf. B.4.2 and B.5.2). Using B.4.5 and B.5.7 these absolute cohomol-

ogy groups are then identi�ed with (relative) cohomology of singular schemes. This

identi�cation is made tacitly.

Let B = Spec(Z) and S a smooth a�ne B-scheme. We will work in the category

of smooth S-schemes. K-cohomology is taken on the Zariski site over B.

Before returning to the geometric situation introduced in section 3, we have to

check a technical lemma. Let us consider the following general construction: Let X

be a smooth quasi-projective S-scheme and Y a closed subscheme of X which is itself

also smooth over S. Put

Y

(n)

0

= Y �

S

X

n�1

qX �

S

Y �X

n�2

q : : :qX

n�1

�

S

Y :

Note that Y

(n)

0

is a proper covering of the singular scheme

Y

(n)

= X

n

r (X r Y )

n

:

This is the easiest case of a morphism of schemes with cohomological descent, meaning

that for any reasonable cohomology theory the cohomology of Y

(n)

will agree with

the cohomology of the smooth simplicial scheme

Y

(n)

:

= cosk

0

(Y

(n)

0

=X

n

) ;

i.e.,

Y

(n)

k

= Y

(n)

0

�

X

n

� � � �

X

n

Y

(n)

0

(k + 1-fold product).

For �etale cohomology and absolute Hodge cohomology, the corresponding results are

B.4.5 and B.5.6 respectively.

We will work in the setting of spaces, i.e., pointed simplicial sheaves of sets

on the Zariski site of smooth B-schemes. We refer to appendix B.1 for details and

terminology. We use the notation

X

_n

:

= Cone(Y

(n)

:

�! X

n

)

for the space that computes relative cohomology for the closed embedding (cf. B.1.5).

The space Y

(n)

:

does not become degenerate above any simplicial degree. How-

ever, we have:

Lemma 7.1. a) Y

(n)

:

is isomorphic in Ho sT to a simplicial scheme which is degen-

erate above degree n� 1.
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b) In particular,. Y

(n)

:

and X

_n

:

are K-coherent.

c) X

_n

:

is a space constructed from schemes in a �nite diagram over X

n

in the sense

of B.2.13.

d) If T is another closed subscheme of X which is smooth over S and disjoint of Y ,

then the inclusions

T

i

�

S

X

n�i

�! X

n

are tor-independent of all morphisms in the diagram in c).

Proof. By de�nition

Y

(n)

0

= Y

1

q � � � q Y

n

where Y

i

is the reduced closed subscheme of X

n

of those points, whose i-th coordinate

lies in Y . This induces a decomposition of Y

(n)

k

into disjoint subschemes of the form

Y

i

1

�

X

n

� � � �

X

n

Y

i

k

. Actually this subscheme is canonically isomorphic to

Y

i

1

\ � � � \ Y

i

k

= f(x

1

; : : : ; x

n

) 2 X

n

j x

i

j

2 Y for 1 � j � kg :

We get the following more familiar form of the simplicial scheme

Y

(n)

k

=

a

I2f1;:::;ng

k

\

i2I

Y

i

:

Let �(n) be the simplicial set with

�(n)

k

= f(i

0

; : : : ; i

k

) j 1 � i

0

� � � � � : : : i

k

� ng :

We de�ne the simplicial scheme Y

�(n)

:

by

Y

�(n)

k

=

a

I2�(n)

k

\

i2I

Y

i

It is degenerate above the simplicial degree n�1 and from our previous considerations

we see that it is a natural subspace of Y

(n)

:

. We consider these simplicial schemes as

spaces in the sense of appendix B.1 by adding a disjoint base point ?.

For a scheme U in the big Zariski site over B we consider the morphism of simplicial

sets

Y

�(n)

:

(U) �! Y

(n)

:

(U) :

By the combinatorial Lemma B.6.2 it induces an isomorphism of homotopy sets.

Hence the inclusion is a weak homotopy equivalence of spaces.

b) is an immediate consequence of a) and B.2.3.b). Recall that Y and X were assumed

smooth over B. We already have seen that all components of X

_n

are disjoint unions

of X

n

-schemes of the form Y

i

1

\ � � � \ Y

i

k

and a disjoint base point. All morphisms

between the scheme components are given by the natural closed immersions between
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them. The condition on the tor-dimension required in B.2.13 follows because are

schemes are regular. T , Y and X are all 
at over S, hence the maps in the diagram

X �

S

Y

?

?

y

T �

S

X ����! X �

S

X

are easily seen to be tor-independent. The inclusions of T and Y into X are trivially

tor-independent because this is a local condition.

Basically this lemma tells us that all conditions hold that are needed to apply

the machinery of appendix B.2. We have a well-behaved relative motivic cohomology

theory (cf. B.2.11 ).

Now we return to the geometric situation set up in section 3. We consider

Z

(n)

:

����! G

n

m;S

?

?

y

?

?

y

Z

(n)

:

����! A

n

S

where Z = Z = �(S) q �(S) with disjoint S-rational points � and � of G

m;S

. There

is a simplicial operation of S

n

on the situation which induces an operation on relative

K-cohomology and on motivic cohomology.

Proposition 7.2. There is a natural residue map

H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

res

n

��! H

i�1

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

where sgn means the sign eigen-space under the operation of the respective symmetric

group.

Moreover, there is a long exact sequence

� � � �!H

i�2

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

�! H

i

M

(A

n

S

rel Z

(n)

:

; j)

sgn

�! H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

�!H

i�1

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

�! � � � :

Under the regulators, the long exact sequences are compatible with the ones in abso-

lute cohomology (after 4.5).

Remark: Recall that Z

(0)

:

= ? and hence H

k

M

(G

0

m;S

rel Z

(0)

:

; j) = H

k

M

(S; j) by

de�nition.

Proof. We �lter A

n

S

by the open subschemes F

k

A

n

S

de�ned just before Lemma 4.5.

In particular, F

0

A

n

S

= G

n

m;S

. Again G

k

A

n

S

= F

k

A

n

S

r F

k�1

A

n

S

. We use the notation

F

k

A

_n

:

and G

k

A

_n

:

for the induced open respectively locally closed subspaces of A

_n

:

.

Note that the situation is still symmetric under permutation of coordinates. Hence

there is a compatible operation of the symmetric group on the space constructed from

schemes F

k

A

_n

:

.
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The closed immersion G

k

A

_n

:

! F

k

A

_n

:

satis�es the �rst condition in (TC) in B.2.13.

The maps we have to consider for the rest of (TC) are locally of the form considered

in 7.1.d). Hence B.2.19 applies, i.e., we can use the localization sequences for motivic

cohomology induced by the triples F

k�1

A

_n

:

! F

k

A

_n

:

 G

k

A

_n

:

. We get

: : : �!H

i

M

(G

k

A

_n

:

; j) �! H

i+2

M

(F

k

A

_n

:

; j + 1) �! H

i+2

M

(F

k�1

A

_n

:

; j + 1)

�!H

i+1

M

(G

k

A

_n

:

; j) �! : : :

The sequence remains exact when we take sign{eigenspaces. Now let us compute one

of the groups involved.

H

i

M

(G

k

A

_n

:

; j) =

M

f1�a

1

<a

2

<���<a

k

�ng

H

i

M

(A

_n

:

�

A

n

G

m;S

(a

1

; : : : ; a

k

); j)

where

G

m;S

(a

1

; : : : ; a

k

) = f(x

1

; : : : ; x

n

) j x

i

= 0 if i = a

j

for some j; x

i

6= 0 else g :

The decomposition corresponds to the decomposition of G

k

A

n

into its connected

components. The notation A

_n

:

�

A

n

G

m;S

(a

1

; : : : ; a

k

) means the open subspace lying

over the locally closed scheme. Now consider the operation of the symmetric group.

If k > 1, then there is for each component some transposition which acts trivially,

namely one that interchanges two vanishing coordinates. Hence the sign{eigenspace

vanishes altogether. For k = 1, the decomposition has the form

H

i

M

(G

1

A

_n

:

; j) =

M

a=1;��� ;n

H

i

M

(A

_n

:

�

A

n

(G

a�1

m;S

� f0g � G

n�a

m;S

); j) :

The operation of the symmetric group permutes the factors transitively. The stabilizer

of one summand is the symmetric group S

n�1

. We get

H

i

M

(G

1

A

_n

:

; j)

sgn

�

=

H

i

M

(G

_n�1

m;S

; j)

sgn

where the sign eigenspace on the right hand side is taken with respect to the smaller

symmetric group S

n�1

. We have a choice of isomorphism here and use the one that

identi�es G

n�1

m;S

with G

n�1

m;S

� f0g. Putting these results in the long exact sequences

we get iteratively

H

i

M

(A

n

rel Z

(n)

:

; j)

sgn

= H

i

M

(F

n

A

_n

:

; j)

sgn

�

=

�! � � �H

i

M

(F

1

A

_n

:

; j)

sgn

:

So the above sequence, for k = 1, gives the desired residue sequence. We can do the

same construction for absolute cohomology (Hodge or l-adic) considered as general-

ized cohomology theories. By B.4.6, B.5.8 and B.3.7, the long exact sequences for

motivic cohomology will be compatible via the regulator with the ones in generalized

cohomology. The next step is to pass from generalized cohomology to cohomology of

abelian sheaves. By B.4.5 and B.5.7 this can be done. In fact we get precisely the

residue sequence for absolute cohomology constructed in section 4.
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Remark: a) By B.2.19, we have the same maps and long exact sequences for the

K-cohomology groups themselves. However, note that there is a Riemann-Roch hid-

den in the compatibility of the localization sequence in K-cohomology and absolute

cohomology.

b) We shall show injectivity of the Beilinson regulator on

H

n+1

M

(G

n

m;S

rel Z

(n)

:

; n)

sgn

in Proposition 8.7. Together with Lemma 4.4.b), it shows that the residue map on

H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

does not depend on the choice of embedding of G

n�1

m;S

in

[

a=1;��� ;n

G

a�1

m;S

� f0g � G

n�a

m;S

of the above proof, if (i; j) = (n+ 1; n). Since we are only interested in these special

indices, we chose to exclude from the statement of 7.2 the dependence of res

n

in the

general case from the above choice.

Lemma 7.3. Let 2j � k. Then

H

k

M

(A

n

S

rel Z

(n)

:

; j)

�

=

H

k�n

M

(S; j)

where the isomorphism is induced by a choice of ordering of the sections � and �. It

is compatible with the identi�cation in 4.6 under the regulator map. S

n

operates by

sign on the left hand side.

Remark: Here and in the sequel we put H

i

M

(S; j) = 0 if j < 2i. This makes sense

as S is regular and the corresponding K{group vanishes (see B.2.3).

Proof. Fix j. We consider the skeletal spectral sequence B.2.12. We have

E

p;q

1

= H

q

M

((A

_n

S

)

p

; j) :

We will show that the only non-trivial E

2

-terms are concentrated in one vertical line

E

n;q

2

= H

q

M

(S; j) :

This means that the spectral sequence converges in the strongest possible way. This

yields isomorphisms as stated. Before we can check this we need some preparation.

If X

:

is a space constructed from schemes, we denote by Cp(X

:

) the simplicial set of

its connected components. Cp(Z

(n)

:

) has the same singular cohomology as Cp(Z

�(n)

:

)

(cf. proof of 7.1) which is the simplicial set attached to a CW-complex dual to the

boundary of the n-dimensional hypercube (note that Z has two disjoint components).

This means that Cp(Z

�(n)

:

) has a 1-vertex for every (n � 1)-cell of the cube etc. In

particular we see that it has the homotopy type of an (n � 1)-sphere. Cp(A

n

S

) is of

course contractible. It follows that Cp(A

_n

:

) has singular cohomology concentrated

in degree n where it is one-dimensional.
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Let us make this more explicit:

In order to compute the cohomology of a cosimplicial group it su�ces to consider

the sub-complex corresponding to nondegenerate simplices. Cp(Z

�(n)

:

) is completely

degenerate from cosimplicial degree n on. In degree n�1, there is one nondegenerate

simplex for each vertex of the hypercube. They are indexed by f�; �g

n

. Hence any

element of H

n

Cp(A

_n

:

) = H

n�1

(Cp(Z

�(n)

:

)) is represented by an element of

K

n�1

=

M

f�;�g

n

Q :

Let g be a generator of the cohomology group. Cp(Z

(n)

:

) does not become degenerate.

The nondegenerate part in degree n�1 is given by one copy of f�; �g

n

for each possible

permutation of the numbers 0; : : : ; n � 1. It is easy to see that ((�1)

sgn(�)

g)

�

is in

the kernel of the di�erential. It represents the generator of cohomology of Cp(Z

(n)

:

).

We see that S

n

operates by the sign of the permutation.

We choose the generator g of cohomology given by the tuple

(�1)

s(i

1

)+���+s(i

n

)

2 Q

i

1

�����i

n

where i

k

2 f�; �g and s(�) = 1, s(�) = 0. This choice of generator amounts to

picking the ordering � < � and extending it by the K�unneth-formula. Now let us

analyze our E

1

-term: For �xed q we have the complex attached to the cosimplicial

abelian group H

q

M

((A

_n

S

)

p

; j)

p2N

0

. All connected components of A

_n

:

are isomorphic

to a copy of some power of A

1

S

. By the homotopy property of K-theory we have

H

q

M

((A

S

)

_n

p

; j)

p2N

0

= H

q

M

(S; j)


Q

C

_n

:

where C

_n

:

is the cosimplicial vector space computing singular cohomology of

Cp(A

_n

:

). By the previous considerations we already know its cohomology. It also

follows that the operation of S

n

on our motivic cohomology is by the sign.

Now compare our isomorphism to the one constructed in the realization. We have the

same spectral sequence there (attached to the weight �ltration). The identi�cation of

the E

2

-term also uses K�unneth-formula and choice of an ordering of the sections.

Using this identi�cation we obtain the motivic residue sequence:

: : : �!H

k�n

M

(S; j) �! H

k

M

(G

_n

m;S

; j)

sgn

�! H

k�1

M

(G

_n�1

m;S

; j � 1)

sgn

�!H

k�n+1

M

(S; j) �! : : :

for 2j � k. By construction, we have the following:

Theorem 7.4. Under the regulator, the motivic residue sequence maps to the abso-

lute residue sequence of section 4.

Note that the residue sequences for all indices k and n organize into a spectral

sequence connecting the relative motivic cohomology of A

_?

:

and the relative motivic

cohomology of G

_?

m

. In particular for each n there is the converging cohomological

spectral sequence

E

pq

1

= H

p+q�n

M

(S; p)) H

p+q

M

(G

_n

m;S

; n) = H

p+q

M

(G

n

m;S

rel Z

(n)

:

; n) :
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This is the motivic version of the weight spectral sequence in absolute cohomology.

We refer to it as the motivic residue spectral sequence.

Remark: As in section 6, the residue sequence, or equivalently, the residue spectral

sequence turns out to be the central technical tool in the construction of the motivic

polylog (see De�nition 8.9). The spectral sequence is identical to the one constructed

in [BD1], 4.2.6. The de�nition and basic properties of motivic cohomology of simplicial

schemes (B.1, B.2) allow to justify the construction.

At this point, we should stress that the proof of the innocent looking Theorem

7.4 requires the whole of the theory covered in the appendices.

8 Universal Motivic Polylogarithm

We now return to the special situation used in section 6. Let B = Spec(Z). We

consider now the case S = U. Let � = 1, and � the diagonal section of U �

B

G

m;B

.

First we compute the motivic cohomology of U. We use the embedding of U into

A

1

to do so. The long exact localization sequence B.2.18 reads

: : : �!H

n�2

M

(0(B) q 1(B); j � 1) �! H

n

M

(A

1

B

; j) �! H

n

M

(U; j)

�!H

n�1

M

(0(B) q 1(B); j � 1) �! : : :

By the homotopy property of K-theory we get

: : : �!H

n

M

(B; j) �! H

n

M

(U; j) �! H

n�1

M

(B; j � 1)�H

n�1

M

(B; j � 1)

�!H

n+1

M

(B; j) �! : : :

The Gysin map for the inclusion of a point in the a�ne line vanishes by [Q2] Thm

8 ii. Hence we are actually dealing with a system of short exact sequences. As all

motivic cohomology groups of B vanish for n > 1 this sequence only gives non-trivial

cohomology of U for n = 0; 1; 2.

Lemma 8.1. For B = Spec(Z) we have

H

0

M

(U; i) =

(

Q if i = 0,

0 else,

H

1

M

(U; j) =

8

>

<

>

:

0 for j < 1,

Q � Q for j = 1,

H

1

M

(B; j) for j > 1,

H

2

M

(U; j) = H

1

M

(B; j � 1)�H

1

M

(B; j � 1) ;

H

n

M

(U; j) = 0 if n > 2.

Proof. Clear from the above using B.2.20

By Borel's Theorem (B.5.9) the Beilinson regulator

H

i

M

(X; j)


Q

R �! H

i

H

p

(X

R

=R; j)

is injective for X = Spec(Z), even an isomorphism but in the one case H

1

M

(B; 1)

where the codimension is one. (We call Beilinson regulator what strictly speaking is
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its tensor product with R.) This implies that it is also an isomorphism for H

i

M

(U; k)

with the exception of the indices (1; 1) and (2; 2) where the codimension is 1 resp. 2.

This means that many of the residue maps are actually isomorphisms. The

following computations are carried out in the case B = Spec(Z). With a little more

e�ort they generalize to the case of the ring of integers of a number �eld.

Consider the residue sequence for n = j = 1 and S = U.

0 = H

0

M

(U; 1) �! H

1

M

(G

_1

m;U

; 1) �! H

0

M

(U; 0)

�! H

1

M

(U; 1)

�

�! H

2

M

(G

_1

m;U

; 1) �! H

1

M

(U; 0) = 0 :

The Beilinson regulator induces a map between the above sequence and the residue

sequence in section 4. On H

0

M

(U; 0) 
 R, the regulator is an isomorphism, and on

H

1

M

(U; 1) 
 R it is injective of codimension one. By 6.4, the absolute Hodge coho-

mology group H

1

H

p

(G

_1

m;U

R

=R; 1) vanishes. Hence the map from the �rst to the second

line is injective and the regulator is injective of codimension one on H

2

M

(G

_1

m;U

; 1).

Furthermore, this last group is one dimensional.

The image of � under the Beilinson regulator is the map occurring in 6.8 for

n = 1.

Definition 8.2. Let s

1

be the composition of the maps

Q = H

0

M

(B; 0)

i

1

�!

M

i=0;1

H

0

M

(B; 0) = H

1

M

(U; 1)

�

�! H

2

M

(G

_1

m;U

; 1)

where i

1

is the inclusion of the 1-summand and � is the map of the residue sequence.

Lemma 8.3. s

1

is an isomorphism.

Proof. Because of dimension reasons we only have to check that � does not vanish on

the image of i

1

. This follows from 6.8.

Definition 8.4. Let res

1

be the inverse of s

1

. We de�ne the total residue map

res : H

n+1

M

(G

_n

m;U

; n)

sgn

�! Q :

by composition of the residue maps in our long exact sequence 7.2 with res

1

.

We now have to check that the total residue map deserves its name. By de�nition

and 6.5.i) it su�ces to consider res

1

.

Lemma 8.5. The regulators map the motivic res

1

to res

1

in absolute cohomology.

Proof. Let us consider the situation of 6.8. The morphism

O(U)

�

�! H

1

H

p

(U

R

=R; 1)

factors through H

1

M

(U; 1) = K

1

(U)

Q

. There is a commutative diagram

H

1

H

p

(U

R

=R; 1) ����!

L

i=0;1

H

0

H

H

p

(B

R

=R; 0)

x

?

?

�

=

x

?

?

O(U)

�

����! H

1

M

(U; 1)

�

=

����!

L

i=0;1

H

0

M

(B; 0)

;
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hence the functions t and 1� t on U correspond to the canonical generators of the two

summands. We consider the commutative diagram for absolute Hodge cohomology

H

1

H

p

(U

R

=R; 1)

�

R

����! H

2

H

p

(G

_1

m;U

R

=R; 1)

res

R

����! H

0

H

p

(B

R

=R; 0)

x

?

?

x

?

?

r

L

i=0;1

H

0

M

(B; 0)

�

����! H

2

M

(G

_1

m;U

; 1)

;

By 6.8 the composition from the bottom left to the top right corner is given by the

projection to the 1-component tensored by R. It follows that (res

R

�r) 
 R is an

isomorphism. In turn � vanishes on the 0-component and is an isomorphism on the

1-component. But then by de�nition res

1

�� is also the projection to the 1-summand.

As � is surjective, this su�ces. The same argument works in the �etale situation.

Lemma 8.6. There is a short exact sequence

0 �! H

1

M

(B; 2) �! H

3

M

(G

_2

m;U

; 2)

sgn

res

��! Q �! 0

and the Beilinson regulator is an isomorphism on the middle term.

Proof. This is nothing but the residue sequence using our computation of

H

2

M

(G

_1

m;U

; 1). The zeroes on both sides come from vanishing cohomology groups.

Comparison with the short exact sequence 6.5.ii) shows that the regulator is an

isomorphism.

Proposition 8.7. There are short exact sequences

0 �! H

1

M

(B; n)

�

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

res

��! Q �! 0 :

The Beilinson regulator is injective on allH

n+1

M

(G

_n

m;U

; n)

sgn

. It is even an isomorphism

for n > 1.

Proof. The n = 1 and n = 2 cases are the previous lemmas. By induction, one checks

that all H

n

M

(G

_n

m;U

; n)

sgn

vanish for n � 1. Hence the residue sequence reads

0! H

1

M

(B; n)

�

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

! H

n

M

(G

_n�1

m;U

; n� 1)

sgn

! H

2

M

(U; n) :

By the �ve lemma and inductive hypothesis we see that the regulator is an isomor-

phism on the middle term for n. We need the previous lemma to get started.

Now consider the sequences of the proposition. All maps are well-de�ned. It follows

from 6.5.ii) that the sequence is exact.

Corollary 8.8. There are canonical splittings s

n

: Q ! H

n+1

M

(G

_n

m;U

; n)

sgn

such

that the diagram

H

0

M

(B; 0)

s

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

s

n�1

& # res

H

n

M

(G

_n�1

m;U

; n� 1)

sgn

commutes. They are compatible with the ones in 6.5.iii). Furthermore, the group

lim

 �

H

n+1

M

(G

_n

m;U

; n)

sgn

is canonically isomorphic to Q.
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Proof. Im(res

n

) is isomorphic to Q by the total residue on H

n+1

M

(G

_n

m;U

; n)

sgn

. This

induces the same splitting as in 6.5.

Definition 8.9. For n 2 N the system pol

n

= s

n

(1) de�nes the universal motivic

polylogarithm.

By construction pol

n

is mapped to the polylogarithmic system in absolute Hodge

cohomology and continuous �etale cohomology.

Remark: The main result of this section, 8.7 is identical to [BD1], 4.3.4. Although

part of the argument involves only constructions within K-theory, the proof of 8.7

relies heavily on a detailed analysis of the behaviour of the regulator between the

motivic and absolute residue sequences.

9 The Cyclotomic Case

Let d � 2. As before let R = A[1=d; T ]=�

d

(T ) the ring of d-integers of the cyclotomic

�eld of d-th roots of unity. Put C = SpecR. Let � be a primitive d-th root of unity

in Q , and b an integer prime to d. We work in the situation S = C, � = 1 2 G

m

(C),

and � = i

b

2 G

m

(C) as in section 5.

Lemma 9.1. a) For n � 0 we have

H

n

M

(G

_n

m;C

; n)

sgn

= H

n

M

(G

n

m;C

rel Z

(n)

:

; n)

sgn

= Q :

The Beilinson and the l-adic regulators are isomorphisms.

b) For n � 1, the residue sequence induces short exact sequences

0 �! H

1

M

(C; n) �! H

n+1

M

(G

_n

m;C

; n)

sgn

�! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

�! 0 :

The l-adic regulator is injective on the group H

n+1

M

(G

_n

m;C

; n)

sgn

for n � 1.

Proof. For n = 0 we have H

0

M

(G

_0

m;C

; 0) = H

0

M

(C; 0), which is canonically isomorphic

to Q by B.2.20. In particular both regulator are isomorphisms.

H

1

M

(G

_0

m;C

; 0) and its counterpart in absolute cohomology vanish.

Consider the following bit of the residue sequence for n � 1:

H

n+1

M

(G

_n+1

m;C

; n+ 1)

sgn

! H

n

M

(G

_n

m;C

; n)

sgn

! H

1

M

(C; n+ 1)

The �rst map is injective since H

0

M

(C; n + 1) = 0. The l-adic regulator is always

injective on the last term by B.4.8. By inductive hypothesis it is an isomorphism on

the middle term. By Cor. 5.3, the last map vanishes in absolute cohomology. This

implies a) for n+ 1. In the next bit of the long exact sequence

H

1

M

(C; n) �! H

n+1

M

(G

_n

m;C

; n)

sgn

�! H

n

M

(G

_n�1

m;C

; n � 1)

sgn

�! (�) ;

the �rst map is injective by a). For n � 2 we have (�) = H

2

M

(C; n) = 0, while for

n = 1 the term

H

n

M

(G

_n�1

m;C

; n� 1) = H

1

M

(C; 0)

vanishes. Hence in any case we end up with the short exact sequence in b). The

regulator maps it to the short exact sequence 5.3. By induction and B.4.8 we can

control the injectivity of the l{adic regulator.
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Remark: The Beilinson regulator is not injective on H

1

M

(C; 1) because d is inverted

in C.

Consider the morphism � : G

m;C

! G

m;C

that raises points to the d+1-th power.

As in section 5 it induces a morphism of spaces �

n

: A

_n

C

! A

_n

C

. By contravariance

it induces an operation on motivic cohomology.

Lemma 9.2 ([BD1], Remark (ii) on page 78).

(�

n

)

�

operates on the short exact sequence of the previous lemma as follows:

H

1

M

(C; n) ����! H

n+1

M

(G

_n

m;C

; n)

sgn

����! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

id

?

?

y

(�

n

)

�

?

?

y

?

?

y

(d+1)(�

n�1

)

�

H

1

M

(C; n) ����! H

n+1

M

(G

_n

m;C

; n)

sgn

����! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

:

Proof. This description follows immediately from the injectivity of the l-adic regulator

and Cor. 5.3.b).

Remark: The operation (�

n

)

�

on H

1

M

(C; n) is given by the operation on

H

n+1

M

(A

_n

C

; n). It is easy to check that it is trivial by considering the operation

on the starting terms of the degenerating skeletal spectral sequence. To understand

the compatibility with the residue map in terms of K-theory is a lot harder. The

factor d+1 is induced by a push-forward from a non-reduced scheme to its reduction.

The theory in Appendix B is not even set up to handle such schemes.

As in the case of absolute cohomology it follows that the eigenvalues of (�

n

)

�

on

H

n+1

M

(G

m;C

rel Z

(n)

; n)

sgn

are 1; d+ 1; : : : ; (d+ 1)

n�1

.

Lemma 9.3. The eigenspace decomposition yields a splitting

�

(n)

b

: H

n+1

M

(G

_n

m;C

; n)

sgn

�

�!

M

1�i�n

H

1

M

(C; i) ;

which is compatible with the splitting �

(n)

b

after Cor. 5.3. There is a canonical

isomorphism

�

b

: lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

�

�!

Y

i�1

H

1

M

(C; i) :

Proof. The �rst assertion is clear by construction. The second follows because the

eigenspace decomposition is compatible with the residue map.

Definition 9.4. Let i

b

: C ! U be as before. Let pol

b

be the pullback of the univer-

sal polylogarithm system pol de�ned in 8.9 to the inverse limit lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

=

lim

 �

H

n+1

M

(G

n

m;C

rel Z

(n)

:

; n)

sgn

. Via the isomorphism �

b

of 9.3, we have constructed

an element in

Q

i�1

H

1

M

(C; i).

Theorem 9.5. Under the regulators, the element

pol

b

2 lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

=

Y

i�1

H

1

M

(C; i)
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is mapped to the elements

pol

b

2 lim

 �

H

n+1

abs

(G

_n

m;C

; n)

sgn

=

Y

i�1

H

1

abs

(C; i)

constructed at the end of section 5.

Proof. This follows from the construction.

We list the consequences of this result: denote by �

0

d

the set of primitive d{th roots

of unity in Q(�

d

).

Firstly, the description of the regulator to absolute Hodge cohomology yields an

alternative proof of the following:

Corollary 9.6. Assume n � 0.

a) ([B2], 7.1.5, [Neu], II.1.1, [E], 3.9.)

There is a map of sets

�

n+1

: �

0

d

�! H

1

M

(C; n+ 1)

(= H

1

M

(SpecQ(�

d

); n+ 1) for n � 1)

such that

r

D

��

n+1

: �

0

d

�! H

1

H

p

(SpecQ(�

d

)

R

=R; n + 1)

�

�!

A:2:12

0

@

M

�:Q(�

d

),!C

C =(2�i)

n+1

R

1

A

+

maps a root of unity ! to (�Li

n+1

(�!))

�

. For n � 1, this property characterizes the

map �

n+1

uniquely.

b) For a root of unity T

b

2 Q(�

d

) = Q[T ]=�

d

(T ), the element

�

n+1

(T

b

) 2 H

1

M

(C; n + 1)

is given by

�

n+1

(T

b

) := (�1)

n

�

1

(n+ 1)!

� ( (n+ 1){component of pol

b

) :

Proof. Note that a) really is Beilinson's formulation of the result: his normalization

of the isomorphism

H

1

H

p

(SpecQ(�

d

)

R

=R; n + 1)

�

�!

 

M

�

C =(2�i)

n+1

R

!

+

di�ers from ours by the factor �1. The unicity assertion is a direct consequence of

the injectivity of the regulator. So our claim follows from 2.5, and from 5.4.
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In [B2], the above compatibility statement is used to prove Gross's conjecture

about special values of Dirichlet L-functions. An alternative proof of this conjecture,

using an entirely di�erent geometric construction, is given in section 3 of [Den].

Recall that the l{adic regulator r

l

factorizes as follows:

K

2n+1

(C) 


Z

Q = H

1

M

(C; n+ 1) ,! H

1

M

(C

(l)

; n+ 1)

,! H

1

cont

(C

(l)

; n+ 1)

,! H

1

cont

(SpecQ(�

d

); n+ 1) ;

where we let C

(l)

:= C 


Z

Z[

1

l

].

For the rest of this section, we �x � 2 C(Q ). As was observed already in [B4],

the study of the cyclotomic polylog yields a proof of the following result:

Corollary 9.7. Assume n � 0.

a) ([Sou5], Th�eor�eme 1 for the case n = 1; [Gr], Th�eor�eme IV.2.4 for the local version

if (l; d) = 1.)

Let d and �

n+1

be as in 9.6. Let l be a prime. Under the embedding of 2.6, the l{adic

regulator

r

l

: H

1

M

(C; n+ 1) �! H

1

cont

(SpecQ(�

d

); n+ 1)

maps �

n+1

(T

b

) to

1

d

n

�

1

n!

�

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

:

b) Conjecture 6.2 of [BlK] holds.

Proof. a) is 2.6 and 5.4. As for b), it remains to check the comparison statement of

[BlK], Conjecture 6.2 for the root of unity 1. For this, observe the relations

c

n+1

(1) =

2

n

1� 2

n

c

n+1

(�1) ;

c

n+1;2

(1) =

2

n

1� 2

n

c

n+1;2

(�1)

in the notation of loc. cit., if n � 1 ([D5], Proposition 3.13.1.i)).

Soul�e has constructed maps

'

l

: �

0

d

! K

2n+1

(C

(l)

)


Z

Z

l

for any prime l (see end of Appendix B.4 for more details).

The l{adic regulator

r

l

: K

2n+1

(C

(l)

)


Z

Q

l

! H

1

cont

(SpecQ(�

d

); n+ 1) (Prop. B.4.10)

takes '

l

(T

b

) to the cyclotomic element in continuous Galois cohomology

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

de�ned by Soul�e and Deligne (cf. [Sou2], page 384, [D5], 3.1, 3.3).

Documenta Mathematica 3 (1998) 27{133



Classical Motivic Polylogarithm 79

Corollary 9.8. For each d and n, there is a unique map

' : �

0

d

! K

2n+1

(SpecQ(�

d

))

such that for each prime number l, the map

'

l

: �

0

d

! K

2n+1

(C

(l)

)


Z

Z

l

,! K

2n+1

(SpecQ(�

d

))


Z

Z

l

equals the composition of ' and the natural map

K

2n+1

(SpecQ(�

d

))! K

2n+1

(SpecQ(�

d

))


Z

Z

l

:

Furthermore, the map '


Z

Q agrees with

�

0

n+1

: �

0

d

! H

1

M

(SpecQ(�

d

); n+ 1)

given by d

n

� n! � �

n+1

.

Proof. The uniqueness assertion is a formal consequence of the �nite generation of

K

2n+1

(SpecQ(�

d

)): to give an element in a �nitely generated abelian groupM is the

same as giving elements in M 


Z

Q and all M 


Z

Z

l

, which coincide in M 


Z

Q

l

. By

9.7, the maps r

l

�'

l

and r

l

��

0

n+1

agree for all l. From Theorem B.4.8, we conclude

that '

l

and �

0

n+1

agree as maps to K

2n+1




Z

Q

l

.

As shown by Bloch and Kato, Corollary 9.7 implies the validity of the following

also for even n:

Corollary 9.9. Let n � 1.

Then the Tamagawa number conjecture ([BlK], Conjecture 5.15) is true modulo a

power of 2 for the motif Q(n + 1).

Proof. [BlK], Theorem 6.1.i) gives the complete proof for odd n, which is independent

of anything said in the present article. In loc.cit., Theorem 6.1.ii), it is shown that

the conjecture holds for even n if [BlK], 6.2 holds. But the latter is the content of

9.7.

Finally, the compatibility statement of 9.7 forms a central ingredient in the

proof of the modi�ed version of the Lichtenbaum conjecture for abelian number �elds

([KNF], Theorem 6.4).

A Absolute Hodge Cohomology with Coefficients

The aim of this appendix is to provide a natural interpretation of absolute Hodge

cohomology as extension groups in the category of algebraic Hodge modules over R

(A.2.7). That such a sheaf{theoretic interpretation should be possible was already

anticipated by Beilinson ([B1], 0.3), long before Hodge modules were de�ned.

The appendix is divided into two subsections. The �rst (A.1) starts with a

summary of those parts of Saito's theory relevant to us. The central result is A.1.8,

where we prove that for a smooth scheme a : U ! Spec(C ), the polarizable Hodge
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complex R�(U; F ) of [D3], (8.1.12) and [B1], x 4 is a representative for a

�

F (0)

U

, the

object in the derived category of polarizable F{Hodge structures de�ned via Saito's

formalism ([S2], 4.3). As a consequence, we are able (A.1.10) to identify absolute

Hodge cohomology of a smooth scheme U over C , as de�ned in [B1], x 5: it equals

the Ext groups of Tate twists in the category of algebraic Hodge modules on U . The

compatibility between the approaches of Deligne{Beilinson and of Saito will come as

no surprise to the experts (see e.g. [S3], (2.8)). However, we were unable to �nd a

quotable reference.

In A.2, we turn to the variant of the theory we really need: algebraic Hodge

modules over R. These live on the complexi�cation of separated, reduced schemes of

�nite type over R, and are basically the objects �xed by the natural involution on

the category of mixed Hodge modules given by complex conjugation. The compari-

son statement for absolute Hodge cohomology over R (Theorem A.2.7) then follows

formally from A.1.10.

A.1 Algebraic Mixed Hodge Modules

In [S2], x 4, the category MHM

A

(X) of algebraic mixed A{Hodge modules is de�ned,

where A is a �eld contained in R, and X a separated reduced scheme of �nite type

over C .

Saito's construction admits the full formalism of Grothendieck's functors �

!

, �

!

,

�

�

, �

�

, Hom, 
, D on the level of bounded derived categories D

b

MHM

A

([S2], 4.3,

4.4) and a forgetful functor

rat : MHM

A

(X) �! Perv

A

(X)

to the category of perverse sheaves on the topological spaceX underlyingX(C ), which

have algebraic strati�cations such that the restrictions of their cohomology sheaves

to the strata are local systems. By the de�nition of MHM

A

, which we shall partly

sketch in a moment, rat is faithful and exact. The functor rat on the level of derived

categories is compatible with Grothendieck's functors ([S2], 4.3, 4.4).

For smoothX , one constructs MHM

A

(X) as an abelian subcategory ([S1], Propo-

sition 5.1.14) of the category MF

h

W(D

X

; A), whose objects are

((M;F

�

;W

�

); (K;W

�

); �) ;

where (M;F

�

) is an object of the category MF

h

(D

X

), i.e., a regular holonomic alge-

braic D

X

{module M together with a good �ltration F

�

, and K 2 Perv

A

(X). W

�

is a

locally �nite ascending �ltration, and � is an isomorphism

DR(M)

�

�! K 


A

C

respecting W

�

. Here, DR denotes the de Rham functor from the category of D

X

{

modules to the category of perverse sheaves.

We note that by de�nition, the weight graded objects of all algebraic Hodge

modules satisfy a certain polarizability condition (see [S1], 5.2.10).

Call an algebraic Hodge module on a smooth variety smooth if the underlying

perverse sheaf is a local system up to a shift.
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Theorem A.1.1 (Saito). Let X be smooth and separated. Then there is an equiv-

alence

Var

A

(X)

�

�! MHM

A

(X)

s

between the category of admissible variations of mixed A{Hodge structure ([Ks]) and

the category of smooth algebraic A{Hodge modules on X .

Proof. This is the remark following [S2], Theorem 3.27.

In particular, we see that MHM

A

(Spec(C )) is the category MHS

A

of polarizable

mixed A{Hodge structures.

If V is a variation on X with underlying local system For(V), then the perverse

sheaf underlying the Hodge module V under the correspondence of A.1.1 is

For(V)[d]

if X is of pure dimension d.

It turns out that the de�nition of Tate twists in MHM

A

(X) is compatible with

the above equivalence only up to shift:

Definition A.1.2 ([S2], (4.5.5)). Let n 2 Z, and A(n) 2 MHS

A

the usual Tate

twist. For a separated reduced scheme a : X ! Spec(C ), de�ne

A(n)

X

:= a

�

A(n) 2 D

b

MHM

A

(X) :

If X is smooth and of pure dimension d, then A(n)

X

[d] is the variation of Hodge

structure, which one denotes A(n).

For arbitraryX , the complex A(n)

X

will not even be the shift of a Hodge module,

but a proper element of D

b

MHM

A

(X), whose cohomology objects H

p

A(n)

X

are a

priori trivial only for p > dimX ([S2], (4.5.6)).

We note again that we follow Saito's convention and write e.g. �

�

for the functor

on derived categories

D

b

MHM

A

(X) �! D

b

MHM

A

(Y )

induced by a morphism � : X ! Y .

In order to compare the Hodge structures on Betti cohomology given by Saito's

and Deligne's constructions, we need to go into the details of [S2]:

Theorem A.1.3 (Saito). Let j : U ,! X be an open immersion of smooth sepa-

rated schemes over C , with Y := X n U a divisor with normal crossings. If X is of

pure dimension d, then

j

�

A(0)

U

[d] = H

d

j

�

A(0)

U

2 MHM

A

(X) �MF

h

W(D

X

; A)

equals the object

(w

X

(�Y ); (j

top

)

�

A

U

[d]; �) ;

where w

X

(�Y ) denotes the D

X

{module 


d

X

(log Y ), and (j

top

)

�

the direct image for

the derived category of perverse sheaves.
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The de Rham complex with logarithmic singularities is quasi-isomorphic to

w

X

(�Y )

L




D

X

O

X

[�d] = DR(w

X

(�Y ))[�d], hence

DR(w

X

(�Y )) = 


�

X

(log Y )[d]

(compare [Bo3], VIII, 13.1), and

� : 


�

X

(log Y )[d]

�

�! (j

top

)

�

C [d]

is the usual quasi-isomorphism




�

X

(logY )

�

�! (j

top

)

�




�

U

�

 � (j

top

)

�

C

(compare [D2], 3.1), shifted by d.

The Hodge �ltration F

�

on w

X

(�Y ) is induced from the stupid �ltration, while

the weight �ltrations W

�

on w

X

(�Y ) and (j

top

)

�

C [d] are those induced from the

canonical �ltration on (j

top

)

�




U

, shifted by d.

Proof. The equation j

�

A(0)

U

[d] = H

d

j

�

A(0)

U

follows from the faithfulness of rat

and the fact that the corresponding statement for (j

top

)

�

is true since j is a�ne. In

our geometric situation, the explicit construction of j

�

of any admissible variation of

A{Hodge structure is carried out in the proof of [S2], Theorem 3.27. For A(0)

U

, it

specializes to our claim.

In [B1], 3.9, Beilinson extends Deligne's notion of Hodge complexes ([D3], 8.1)

to the polarizable situation:

Definition A.1.4 (Beilinson). A mixed A{Hodge complex

K = ((K

C

; F

�

;W

�

); (K;W

�

); �)

is called polarizable if the cohomology objects of the weight n Hodge complexes

Gr

W

n

(K) are polarizable A{Hodge structures.

Remark: The weight �ltration W

�

of a mixed Hodge complex K induces mixed

Hodge structures on its cohomology. Observe however that Gr

W

n

(H

i

K) is of weight

n+ i.

As in the non{polarizable situation, Beilinson proves:

Theorem A.1.5 ([B1], Lemma 3.11). There is an equivalence of categories be-

tween D

b

MHS

A

and the derived category of polarizable A{Hodge complexes.

Let X be smooth and separated over C . Forgetting part of the structure of a

Hodge module yields a functor

For : C

b

MHM

A

(X) �! T (X) :

Here, T (X) is the category of triples

M

�

= ((M

�

; F

��

;W

�

�

); (K

�

;W

�

�

); �

�

) ;
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where (M

�

; F

��

;W

�

�

) is a class in the �ltered derived category D

b

W (MF

h

(D

X

)) of

MF

h

(D

X

), and (K

�

;W

�

�

) a class in the �ltered derived category of sheaves of A{

vector spaces on X(C ), denoted by D

b

W (X(C ); A). Furthermore, the map �

�

is an

isomorphism

DR(M

�

)

�

�! K

�




A

C

respecting W

�

�

.

Recall that in order to obtain a class inD

b

W (X(C ); A) from a complex of perverse

sheaves, one applies the realization functor of [BBD], 3.1.9.

The global section functor � can be derived on D

b

W (X(C ); A). By [S1], 2.3, we

have a functor R� on D

b

W (MF

h

(D

X

)) if X is proper, and the two constructions are

compatible with the comparison isomorphism �

�

of any object in T (X) ([S1], 2.3.7).

We end up with an object

R�M

�

= (R�(M

�

; F

��

;W

�

�

); R�(K

�

;W

�

�

); R��

�

)

of T (Spec(C )). The functor

R� := R��For : C

b

MHM

A

(X) �! T (Spec(C ))

factorizes through D

b

MHM

A

(X).

Our second comparison result is the following:

Theorem A.1.6. Let a : X ! Spec(C ) be smooth and proper, and M

�

an object of

D

b

MHM

A

(X). Write

ForM

�

= ((M

�

; F

��

;W

�

�

); (K

�

;W

�

�

); �

�

) 2 T (X) :

a)

R�M

�

= (R�(M

�

; F

��

;W

�

�

); R�(K

�

;W

�

�

); R��

�

)

is a mixed polarizable A{Hodge complex.

b) The class of R�M

�

in the derived category of polarizable Hodge complexes is

canonically isomorphic, under the identi�cation of A.1.5, to

a

�

M

�

2 D

b

MHS

A

:

c) Let f : Y ! X be a (proper) morphism of smooth and proper schemes over C ,

and let b denote the structure morphism of Y , such that

b = a�f :

For any N

�

2 D

b

MHM

A

(Y ) together with a morphism � : M

�

! f

�

N

�

in

D

b

MHM

A

(X), the morphism

a

�

� : a

�

M

�

= R�M

�

�! R�N

�

= b

�

N

�

= a

�

f

�

N

�

equals, under the isomorphism of a), the morphism

(R��;R��;R��)

of A{Hodge complexes.
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Proof. a) We may assume that M

�

is pure of some weight. Using [S2], (4.5.4), we are

reduced to the case where M

�

= M is a Hodge module of weight n, and we have to

show that R�M is a polarizable Hodge complex of the same weight. Axiom (CH 1)

of [D3], (8.1.1) follows from [S2], Proposition 2.16, in particular (2.16.5), applied to

pr

�

M , where

pr : X �

C

A

1

C

�! X :

Furthermore, by the remark following [S2], (4.2.9), and by loc. cit., 2.15, we have

isomorphisms in MF

h

W(D

Spec(C)

; A)

R

i

�M :=

�

R

i

�(M;F

�

;W

�

[i]); R

i

�(K;W

�

[i]); R

i

��

�

�

�! H

i

a

�

M :

Since the right hand side is a polarizable Hodge structure of weight i+n ([S2], (4.5.2)),

we have (CH 2), and in addition, polarizability.

b) In the proof of a), we constructed a functor

a

�

�

:= R� : D

b

MHM

A

(X) �! D

b

MHS

A

;

such that

H

i

a

�

�

= H

i

a

�

: MHM

A

(X) ,! D

b

MHM

A

(X) �! MHS

A

for all i. Composition with j

�

: D

b

MHM

A

(U)! D

b

MHM

A

(X) for open immersions

j : U ,! X de�nes

(a�j)

�

�

:= a

�

�

�j

�

: D

b

MHM

A

(U) �! D

b

MHS

A

:

But for a�ne U , (a�j)

�

is the left derived functor of

H

0

(a�j)

�

: MHM

A

(U) �! MHS

A

([S2], proof of Theorem 4.3.). If U is a�ne, then so is j : U ,! X , and hence j

�

is

exact. Therefore,

H

0

(a�j)

�

= H

0

a

�

�j

�

: MHM

A

(U)

j

�

�! MHM

A

(X)

H

0

a

�

�! MHS

A

coincides with H

0

(a�j)

�

�

, and we get a natural transformation

(a�j)

�

�! (a�j)

�

�

;

which is an isomorphism, since this is true on the level of cohomology objects, as

one checks on the level of vector spaces. Observe that this natural transformation is

compatible with restriction to smaller a�ne subschemes of X . Now recall ([S2], proof

of 4.3) that the functor a

�

is constructed using the

�

Cech complex associated to an

a�ne covering of X (for details, see [B3], 3.4). In the same way, the functor a

�

�

is

recoverable from the (a�j)

�

�

. We end up with an isomorphism of a

�

and a

�

�

, which is

independent of the covering.

c) In the proof of b), we constructed a natural isomorphism

� : a

�

�

�! a

�

�

Documenta Mathematica 3 (1998) 27{133



Classical Motivic Polylogarithm 85

of functors from D

b

MHM

A

(X) to D

b

MHS

A

. For f = id, our claim is therefore

proved. For the general situation, we use the same techniques as in the proof of b) to

�rst construct a natural isomorphism

b

�

�

�! a

�

�

�f

�

of functors from D

b

MHM

A

(Y ) to D

b

MHS

A

, and then to see that the triangle

b

�

�! a

�

�f

�

&

?

?

y

�

a

�

�

�f

�

commutes.

Corollary A.1.7 (cf. [S3], (2.8)). Let j : U ,! X be a smooth compacti�cation

of a smooth and separated scheme a : U ! Spec(C ), such that Y := X nU is a divisor

with normal crossings.

a) a

�

A(0)

U

2 D

b

MHS

A

is isomorphic, under the identi�cation of A.1.5, to the

class of the mixed polarizable A{Hodge complex

R�(U;A) := R�(DR

�1




�

X

(logY ); (j

top

)

�

A

U

; �)

of [D3], (8.1.12) and [B1], x 4 (with the same notation).

b) If f : X ! X

0

is a morphism of compacti�cations j : U ,! X and j

0

: U ,! X

0

of U as in a), then f induces an isomorphism

R�(DR

�1




�

X

0

(log Y

0

); (j

0

top

)

�

A

U

)

�

�! R�(DR

�1




�

X

(logY ); (j

top

)

�

A

U

)

([D3], remark preceding (8.1.17)), so R�(U;A) depends only on U .

The isomorphism in a) also depends only on U .

c) In particular, the Hodge structures on

rat(H

n

a

�

A(n)

U

) = H

n

B

(U(C ); (2�i)

n

A)

given by Deligne's and Saito's constructions coincide.

Proof. a) Combine A.1.3 and A.1.6.b).

b) Use A.1.6.c).

c) follows from a) and b).

Actually, the statement A.1.6.c) implies the functoriality property we were after:

we have two functors

(Sm=C )

0

�! D

b

MHS

A

;

where (Sm=C ) denotes the category of smooth separated schemes over C :

R�( ; A) : U 7�! R�(U;A) ;

�

(A) : (a : U �! Spec(C )) 7�! a

�

(A(0)

U

) :
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Corollary A.1.8. The isomorphism of A.1.7.a) is functorial in U 2 Sm=C . In

other words, there is a natural isomorphism

�

(A)

�

�! R�( ; A)

of functors from (Sm=C )

0

to D

b

MHS

A

.

Proof. Let

U

0

j

0

,! X

0

f

?

?

y

?

?

y

f

U

j

,! X

be a commutative diagram of smooth and separated schemes over C , where X

0

and

X are proper, and Y

0

:= X

0

n U

0

and Y := X nU are divisors with normal crossings.

We have a morphism

j

�

A(0)

U

�! f

�

(j

0

�

A(0)

U

0

) :(�)

Application of (a

X

)

�

gives the morphism

(a

U

)

�

A(0)

U

�! (a

U

0

)

�

A(0)

U

0

belonging to the functoriality requirement for

�

(A). Our claim follows from A.1.6.c),

applied to a shift of the morphism (�).

Definition A.1.9. Let X=C be separated, reduced and of �nite type, and M

�

an

object of D

b

MHM

A

(X).

a) The absolute Hodge complex of X with coe�cients in M

�

is

R�

H

p

(X;M

�

) := RHom

D

b

MHM

A

(X)

(A(0)

X

;M

�

) :

b) Its cohomology groups

H

i

H

p

(X;M

�

) := H

i

R�

H

p

(X;M

�

)

are called absolute Hodge cohomology groups of X with coe�cients in M

�

.

c) We denote absolute Hodge cohomology with coe�cients in Tate twists by

H

i

H

p

(X;n) := H

i

H

p

(X;A(n)

X

) :

d) For a closed reduced subscheme Z of X with complement j : U ,! X , we de�ne

relative absolute Hodge cohomology with coe�cients in Tate twists as

H

i

H

p

(X rel Z; n) := H

H

p

(X; j

!

A(n)

U

) :
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Note that if X is smooth and of pure dimension d, and if

M

�

=M 2 MHM

A

(X) ;

then the right hand side of A.1.9.b), being equal to

Hom

D

b

MHM

A

(X)

(A(0)

X

[d];M [d+ i]) ;

admits an interpretation as the group of (d+ i){extensions of Hodge modules modulo

Yoneda equivalence.

Corollary A.1.10. If X is smooth and separated over C , and n 2 Z, then

R�

H

p

(X;n) = R�

H

p

(X;A(n)

X

) and H

�

H

p

(X;n) = H

�

H

p

(X;A(n)

X

)

coincide functorially with the same noted objects of [B1], x 5.

Proof. This follows from A.1.8 and the adjunction formula

RHom

D

b

MHM

A

(X)

(A(0)

X

;M

�

) = RHom

D

b

MHS

A

(A(0); a

�

M

�

) :

Remark: The Leray spectral sequence for a : X ! Spec(C ) yields exact sequences

0! Ext

1

MHS

A

�

A(0); H

i�1

�

! H

i

H

p

(X;A(n)

X

)! Hom

MHS

A

�

A(0); H

i

�

! 0

(withH

k

:= H

k

B

(X(C ); (2�i)

n

A)) since MHS

A

has cohomological dimension one ([B1],

Corollary 1.10). Comparing them with the analogous sequences for H

i

H

, we see that

H

i

H

p

(X;A(n)

X

) = H

i

H

(X;A(n)

X

)

(in the notation of [B1], x 5) if H

i�1

B

(X(C ); (2�i)

n

A) has weights smaller than zero,

which is the case if i � n (i � 2n if X is proper).

Observe that this is the same range of indices where Deligne cohomology coincides

with H

i

H

(X;R(n)

X

) ([N], (7.1)): we have natural morphisms

H

i

H

p

(X;R(n)

X

) �! H

i

H

(X;R(n)

X

) �! H

i

D

(X;R(n)

X

) ;

both of which are isomorphisms if i � n (i � 2n if X is proper).

A.2 Algebraic Mixed Hodge Modules over R

Algebraic Hodge modules over R are de�ned as the category of Hodge modules �xed

under a certain involution given by complex conjugation. We start by constructing

this involution:

Let X=C be smooth, and let

�

X denote the complex conjugate scheme. We have

an equivalence

�

�

: Var

A

(

�

X)

�

�! Var

A

(X)
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of the categories of admissible variations, induced by complex conjugation

� : X(C ) �!

�

X(C ) ;

and de�ned as follows:

The local system and the weight �ltration on X(C ) are the pullbacks via � of the

local system and the weight �ltration on

�

X(C ), and the Hodge �ltration on X(C ) is

the pullback of the conjugate of the Hodge �ltration on

�

X(C ).

�

�

preserves admissibility, and behaves, in an obvious sense, involutively.

In particular, if X is de�ned over R, we get an involution �

�

on Var

A

(X 


R

C ).

Definition A.2.1. Let X=R be smooth and separated.

a) The category Var

�

A

(X=R) consists of pairs (V; F

1

), where V is an object of

Var

A

(X 


R

C ), and F

1

is an isomorphism

V

�

�! �

�

V

of variations such that �

�

F

1

= F

�1

1

.

In the category Var

�

A

(X=R), we may de�ne Tate twists A(n): F

1

acts via

multiplication by (�1)

n

.

b) Var

A

(X=R), the category of admissible variations of mixed A{Hodge structure

over R, is the full subcategory of Var

�

A

(X=R) of pairs (V; F

1

) which are graded{

polarizable: for n 2 Z, there is a morphism

Gr

W

n

(V; F

1

)


A

Gr

W

n

(V; F

1

) �! A(�n)

in Var

�

A

(X=R), such that the induced morphism

Gr

W

n

V 


A

Gr

W

n

V �! A(�n)

is a polarization in the usual sense.

Remark: We note that implicit in our de�nition is a descent datum over R of the

bi�ltered 
at vector bundle on X 


R

C underlying any admissible variation (V; F

1

)

of mixed A{Hodge structure over R:

For this claim to make sense, recall �rst ([D1], II, Th�eor�eme 5.9) that any 
at

analytic vector bundle on X(C ) carries a canonical algebraic structure. If the vector

bundle underlies an admissible variation, then the Hodge �ltration is a �ltration by

algebraic subbundles ([Ks], Proposition 1.11.3).

Now the descent datum is given by the anti-linear isomorphism

c

DR

:= F

di�

(F

1

)�c

1

= c

1

�F

di�

(F

1

) : F

di�

(V)

�

�! F

di�

(�

�

V)

of the C

1

{bundles underlying V and �

�

V. Here, c

1

denotes the anti-linear involutions

given by complex conjugation of coe�cients, and F

di�

is the forgetful functor to C

1

{

bundles.

Lemma A.2.2. The category Var

A

(Spec(R)=R) equals the category MHS

+

A

of mixed

polarizable A{Hodge structures over R ([B1], x 7).
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Proof. Straightforward.

Our aim is to generalize our de�nition of sheaves over R to algebraic Hodge

modules.

For smooth and separated X=C , recall that MHM

A

(X) is an abelian subcategory

of MF

h

W(D

X

; A). Objects of the latter are

((M;F

�

;W

�

); (K;W

�

); �) ;

where (M;F

�

) is an object of the category MF

h

(D

X

) of regular holonomic algebraic

D

X

{modules with a good �ltration, and K 2 Perv

A

(X). W

�

is a locally �nite ascend-

ing �ltration, and � is an isomorphism

DR(M)

�

�! K 


A

C

respecting W .

The equivalence

�

�

: MF

h

W(D

�

X

; A)

�

�! MF

h

W(D

X

; A)

is constructed componentwise:

The perverse sheaf and the weight �ltration on X(C ) are the pullbacks via � :

X(C ) !

�

X(C ) of the perverse sheaf and the weight �ltration on

�

X(C ).

The equivalence

�

�

: Mod

D

�

X

�

�! Mod

D

X

;

which by construction will respect holonomicity, comes about as follows:

Given a D

�

X

{module N , we may form the inverse image (in the sense of sheaves

of abelian groups) �

�1

N , which is a �

�1

D

�

X

{module. All we therefore need is an

isomorphism c

1

: �

�1

D

�

X

�

�! D

X

of sheaves of rings extending the isomorphism

c

1

: �

�1

O

�

X

�

�! O

X

given by complex conjugation of coe�cients { we then de�ne

�

�

N := �

�1

N 


�

�1

D

�

X

D

X

:

Of course, the map c

1

is itself given by conjugation of coe�cients: in local coordinates

x

1

; : : : ; x

n

, we have

c

1

 

X

�

f

�

@

�

x

!

=

X

�

(c

1

�f

�

��)@

�

x

:

Altogether, we get

�

�

: MF

h

W(D

�

X

; A)

�

�! MF

h

W(D

X

; A) ;

which again behaves involutively.

Going through the de�nition, one checks that �

�

induces

�

�

: MHM

A

(

�

X)

�

�! MHM

A

(X) :

Using local embeddings as in [S2], 2.1, we can de�ne �

�

for any scheme X , which is

separated, reduced and of �nite type over C . Furthermore, if X is de�ned over R, we

get an involution �

�

on MHM

A

(X 


R

C ).
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Theorem A.2.3. Let X and Y be separated and reduced schemes of �nite type over

C .

a) �

�

is compatible with Hom, 
, and D : e.g., for M

�

; N

�

2 D

b

MHM

A

(

�

X), we

have

Hom

X

(�

�

M

�

; �

�

N

�

) = �

�

Hom

�

X

(M

�

; N

�

) :

b) If � : X ! Y is a morphism, then �

�

is compatible with �

!

, �

!

, �

�

, �

�

: e.g., for

M

�

2 D

b

MHM

A

(

�

X), we have

�

�

(

�

�)

�

M

�

= �

�

(�

�

M

�

) 2 D

b

MHM

A

(Y ) :

Proof. This follows from the de�nitions.

Definition A.2.4. a) Let a : X ! Spec(R) be smooth and separated. The

category MHM

�

A

(X=R) consists of pairs (M;F

1

), where M is an object of

MHM

A

(X 


R

C ), and F

1

is an isomorphism

M

�

�! �

�

M

such that �

�

F

1

= F

�1

1

.

By A.2.3.b), we have a

!

A(n) 2 MHM

�

A

(X=R).

b) Let a : X ! Spec(R) be smooth and separated. MHM

A

(X=R), the category

of algebraic mixed A{Hodge modules over R on X , is the full subcategory of

MHM

�

A

(X=R) of pairs (M;F

1

) which are graded{polarizable: for any n 2 Z,

there is a morphism

Gr

W

n

(M;F

1

)


A

Gr

W

n

(M;F

1

) �! a

!

A(�n)

in MHM

�

A

(X=R), such that the induced morphism

Gr

W

n

M 


A

Gr

W

n

M �! a

!

A(�n)

is a polarization in the sense of [S1], 5.2.10.

As in A.1.1, we identify the category of smooth objects in MHM

A

(X=R) with

Var

A

(X=R).

c) For an arbitrary separated and reduced scheme X of �nite type over R, one

de�nes the category MHM

A

(X=R) using local embeddings as in [S2], 2.1.

Remark: a) As in the case of variations over R, we get a descent datum over R for

the bi�ltered D

X


R

C

{module underlying any Hodge module over R on a smooth and

separated scheme X over R.

b) As in [S2], (4.2.7), the category MHM

A

(Z=R), for any closed reduced subscheme

Z of X , is equivalent to the category of Hodge modules over R on X with support in

Z.
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Theorem A.2.5. There is a formalism of Grothendieck's functors �

!

, �

!

, �

�

, �

�

,

Hom, 
, D on D

b

MHM

A

(�=R). It is compatible with the forgetful functor

D

b

MHM

A

(�=R) �! D

b

MHM

A

(� 


R

C ) :

Proof. By A.2.3, we may e.g. de�ne

�

!

(M

�

; F

�

1

) := (�

!

M

�

; �

!

F

�

1

) :

Definition A.2.6. Let X=R be separated, reduced and of �nite type, and M

�

an

object of D

b

MHM

A

(X=R).

a) The absolute Hodge complex of X=R with coe�cients in M

�

is

R�

H

p

(X=R;M

�

) := RHom

D

b

MHM

A

(X=R)

(A(0)

X

;M

�

) :

b) Its cohomology groups

H

i

H

p

(X=R;M

�

) := H

i

R�

H

p

(X=R;M

�

)

are called absolute Hodge cohomology groups of X=R with coe�cients in M

�

.

c) We denote absolute Hodge cohomology with coe�cients in Tate twists by

H

i

H

p

(X=R; n) := H

i

H

p

(X=R; A(n)

X

) :

d) For a closed reduced subscheme Z of X with complement j : U ,! X , we de�ne

relative absolute Hodge cohomology with coe�cients in Tate twists as

H

i

H

p

(X rel Z=R; n) := H

H

p

(X=R; j

!

A(n)

U

) :

Again, if X is smooth and of pure dimension d, and M

�

=M 2 MHM

A

(X), we have

H

i

H

p

(X=R;M) = Ext

d+i

MHM

A

(X=R)

(A(0)

X

[d];M) :

We have statements analogous to A.1.1{A.1.10 for the situation over R. For

reference, we note explicitly:

Theorem A.2.7. If X is smooth and separated over R, and n 2 Z, then

R�

H

p

(X=R; n) and H

�

H

p

(X=R; n)

coincide functorially with the absolute Hodge complex and cohomology groups of [B1],

x 7.

Next, we have
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Lemma A.2.8. Let X=R be separated, reduced and of �nite type, and M

�

an object

of D

b

MHM

A

(X=R). Then the forgetful functor

D

b

MHM

A

(X=R) �! D

b

MHM

A

(X 


R

C )

induces functorial isomorphisms

R�

H

p

(X=R;M

�

)

�

�! R�

H

p

(X 


R

C ;M

�

)

+

;

H

�

H

p

(X=R;M

�

)

�

�! H

�

H

p

(X 


R

C ;M

�

)

+

:

Here, the superscript + denotes the �xed part of the action of the involution �

�

on

RHom

D

b

MHM

A

(X


R

C)

(A(0)

X


R

C

;M

�

) :

In particular, the category MHS

+

A

has cohomological dimension one since this is

true for MHS

A

. Furthermore, observe that the above action of Z=2Z on R�

H

p

(X 


R

C ; A(n)

X


R

C

) is precisely that of [B1], x 7.

Corollary A.2.9. Let X=R be separated, reduced and of �nite type. The forgetful

functor

rat : MHM

A

(X=R) �! Perv

A

(X 


R

C )

is faithful and exact.

Remark: Again we have

H

i

H

p

(X=R; A(n)

X

) = H

i

H

(X=R; A(n)

X

)

if i � n (i � 2n if X is proper). We have natural morphisms

H

i

H

p

(X=R;R(n)

X

) �! H

i

H

(X=R;R(n)

X

) �! H

i

D

(X=R;R(n)

X

) ;

which are isomorphisms in the same range of indices.

We conclude with an explicit formula for Ext

1

in MHM

A

(X=R) of a �nite scheme

X=R.

Theorem A.2.10. For any H 2 MHS

+

A

, there is a canonical isomorphism

�

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

�

+

�

�! Ext

1

MHS

+

A

(A(0); H)

= H

1

H

p

(Spec(R)=R; H) ;

where the superscript + on the left hand side denotes the �xed part of the de Rham{

conjugation

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

c

1

�! W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

= W

0

�

�

H

C

=(W

0

�

�

H

A

+W

0

F

0

�

�

H

C

)

F

1

�! W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

) :
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The isomorphism is given by sending the class of h 2W

0

H

C

to the extension described

by the matrix

�

1 0

�h id

H

�

:

This means that we equip C �H

C

with the diagonal weight and Hodge �ltrations, and

the A{rational structure extending the A{rational structure H

A

of H

C

by the vector

1� h 2 C �H

C

;

thereby obtaining an extension E of A(0) by H in the category MHS

A

.

The conjugate extension �

�

E 2 Ext

1

MHS

A

(A(0); �

�

H) is given, with the same

notation, by the matrix

�

1 0

�F

1

(h) id

�

�

H

�

;

and the extension of F

1

to an isomorphism

F

1

: E

�

�! �

�

E

sends 1� h to 1� F

1

(h). Thus

(F

1

)

C

= id�(F

1

)

C

: C �H

C

�! C � �

�

H

C

:

Proof. Using [B1], x 1 or [Jn3], Lemma 9.2 and Remark 9.3.a), we see that there is

an isomorphism

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

�

�! Ext

1

MHS

A

(A(0); H) :

Note that our normalization follows that of Jannsen, and therefore di�ers from that

of Beilinson by the factor �1.

In general, if h 2 W

0

H

C

corresponds to an extension E in MHS

A

, then c

1

h 2W

0

�

�

H

C

corresponds to �

�

E, and its pullback via

F

1

: �

�

H �! H ;

is described by F

1

c

1

h. The action of the involution on Ext

1

MHS

A

(A(0); H) therefore

corresponds to F

1

c

1

on the left hand side of the above isomorphism.

Corollary A.2.11. Let X=R be �nite and reduced, and M 2 MHM

A

(X=R). Then

there is a canonical isomorphism

0

@

M

x2X(C)

W

0

M

x;C

=(W

0

M

x;A

+W

0

F

0

M

x;C

)

1

A

+

�

�!

A:2:10

Ext

1

MHS

+

A

0

@

A(0);

M

x2X(C)

M

x

1

A

= H

1

H

p

(X=R;M) :
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Proof. The last isomorphism is given by the observation that we have

MHM

A

(X) =

M

x2X(C)

MHS

A

:

Corollary A.2.12. For X=R �nite and reduced, and n � 1, we have

0

@

M

x2X(C)

C =(2�i)

n

A

1

A

+

�

�! Ext

1

MHM

A

(X=R)

(A(0)

X

; A(n)

X

)

= H

1

H

p

(X=R; n) :

Here, the superscript + denotes the �xed part with respect to the conjugation on both

X(C ) and C =(2�i)

n

A, and the isomorphism associates to (z

x

)

x2X(C)

the extension,

whose stalk at x 2 X(C ) is given by the matrix

�

1 0

�

1

(2�i)

n

� z

x

1

�

:

if e

0

and e

n

are the base vectors 1 2 F � C and (2�i)

n

2 (2�i)

n

A � C , then the

Hodge structure is speci�ed by

F

0

:= he

0

i

C

; W

�2n




A

C = he

n

i

C

;

and the A{rational structure is generated by e

n

and

e

0

�

1

(2�i)

n

� z

x

e

n

:

Proof. This is A.2.11 and A.2.10, using the basis (e

n

) of A(n).

B K-Theory of Simplicial Schemes and Regulators

We start with a presentation of K-theory (B.2.1) for simplicial schemes in terms

of generalized cohomology. Applied to a regular scheme, we get back its K-groups

(cf. B.2.3.a)). Next we de�ne �-operations on K-cohomology (cf. B.2.10). Motivic

cohomology of simplicial schemes, in particular relative motivic cohomology (B.2.11)

is introduced as graded pieces of the 
-�ltration with respect to these �-operations.

This discussion is based on the extremely useful (unfortunately unpublished) paper

[GSo1] by Gillet and Soul�e. More often than not the results in B.1 and B.2 will be due

to them. The wish for a complete published reference made us go over the material

again. Meanwhile an alternative approach to K-theory of simplicial schemes and �-

operations was also worked out by Levine [Le]. De Jeu was the �rst to use the setting

of [GSo1] to de�ne motivic cohomology of simplicial objects. In his article [Jeu] he

proves Riemann-Roch in this setting. We give a more general version in B.2.18.

We then construct regulators (i.e., Chern classes) from K-cohomology to con-

tinuous �etale cohomology (B.4) and to absolute Hodge cohomology (B.5) in this sit-

uation. Our main interest is the construction of a long exact sequence for relative
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K-cohomology of simplicial schemes as well as for their motivic cohomology which is

mapped to the corresponding long exact sequences in sheaf cohomology (B.3.8).

We would like to thank the referee for her or his competent and detailed comments

and corrections.

B.1 Generalized Cohomology Theories

We need a framework which is general enough to treat K-theory and the usual coho-

mology theories in parallel. It turns out such a framework is given by homotopical

algebra as axiomatized by Quillen in [Q1].

We de�ne cohomology of spaces (=simplicial sheaves of sets) with coe�cients in

another space (B.1.4). We then construct a long exact sequence for relative cohomol-

ogy in this context (B.1.6). Finally we deduce the spectral sequence relating general-

ized cohomology of a space to generalized cohomology of its components (B.1.7).

A systematic investigation of generalized cohomology for Grothendieck topologies

was carried out by Jardine, in particular [Jr2]. We recapitulate the de�nitions for the

convenience of the reader. A �rst introduction to the necessary simplicial methods is

[M].

We �x a regular a�ne irreducible base scheme B of �nite Krull dimension. In

our applications B is either a �eld or an open subscheme of the ring of integers of

a number �eld. We �x a small category of noetherian �nite dimensional B{schemes

which is closed under �nite disjoint unions and contains all open subschemes of all

its objects. We turn it into a site using the Zariski topology. Typically this will be a

subcategory of all smooth schemes over the base B.

Let T be the topos of sheaves of sets on our Zariski site over B. Let sT be

the category of pointed simplicial T-objects. Its objects will be called spaces in the

sequel. We denote the �nal and initial object of sT by ?.

Remark: A space is given by a simplicial sheaf of sets X

:

and a simplicial map � from

? (the constant simplicial sheaf all of whose components are given by the constant

sheaf

~

? attached to the set with one element) to X

:

. Equivalently we can consider it

as a simplicial object in the category of sheaves pointed by

~

?.

Let X be a scheme. We can also see it as an object of T. The corresponding

constant simplicial object pointed by a disjoint base point,

U 7! Mor

B

(U;X) [ f?g for connected U 2 T,

will also be denoted X .

Definition B.1.1. A space is said to be constructed from schemes if all components

are representable by a scheme in the site plus a disjoint base point.

Note that any simplicial scheme (whose components are schemes in the site)

gives rise to a space constructed from schemes but there are many spaces constructed

from schemes which do not come from simplicial schemes. The main example is the

mapping cone of a map of schemes taken in sT (cf. B.1.5 below).

If P is a property of schemes and if the space X is constructed from schemes, we

say X has P if the scheme parts of the components have P.

The easiest way to de�ne the homotopy sets �

n

(X; x) of a simplicial set X with

basepoint x 2 X

0

is to take the homotopy sets of its geometric realization. �

n

(X; x)
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is a group for n � 1, even abelian for n � 2. If X is a space and K a �nite simplicial

set (i.e., all K

n

are �nite), then we de�ne the space X
K componentwise as the sum

of pointed sheaves

n 7!

_

�2K

n

X

n

:

Definition B.1.2 (Brown, Gersten, Gillet, Soul

�

e). Let X be a space and f :

X ! Y be a map of spaces.

a) f is called a weak equivalence if all stalks f

P

: X

P

! Y

P

are weak equivalences of

simplicial sets, i.e., if f

P

induces an isomorphism on all homotopy sets for all

choices of base point.

b) f is called a co�bration if for all schemes U in T the induced map f(U) : X(U)!

Y (U) is injective.

c) f is called a �bration if it has the following lifting property: given a commutative

diagram

A ����! X

i

?

?

y

?

?

y

f

B ����! Y

where i is a co�bration and a weak equivalence, there exists a map B ! X that

makes the diagram commute.

d) For two spaces X and Y , let Hom

:

(X;Y ) be the pointed simplicial set

n 7! Hom

sT

(X 
�(n); Y )

where �(n) is the standard simplicial n-simplex (e.g. [M] 5.4) pointed by zero.

This is the pointed version of the global theory discussed in [Jr2] x2.

Quillen's notion of a closed model category axiomatizes the properties which

are needed in order to pass to a homotopy category which behaves similar to the

homotopy category of CW-spaces.

Proposition B.1.3 (Brown, Gersten, Joyal). sT is a pointed closed simplicial

model category in the sense of Quillen [Q1].

Proof. For a model category we need �brations, co�brations and weak equivalences

satisfying a set of axioms ([Q1] I Def. 1). This is [GSo1] Theorem 1. Gillet and

Soul�e attribute this theorem to Joyal (letter to Grothendieck). For simplicial sheaves

a published proof of all properties can be found in [Jr2] Cor. 2.7. It is an abstract

non-sense fact that with the category of simplicial sheaves the category of pointed

simplicial sheaves is also a model category. It is pointed by ?. The simplicial structure

([Q1] II Def. 1) is given by B.1.2.d).
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Technical Remark: Note that the unique map ? ! X is always a co�bration,

i.e., all spaces are co�brant. A space will be called �brant if the unique map X ! ?

is a �bration. If a space is �brant, than its sections X(U) over a scheme U form

a simplicial set satisfying Kan's extension condition (cf. [M] 1.3). However, this

property does not su�ce to make X �brant. Part of the proof of the proposition is

the existence of �brant resolutions. In fact, the construction in [Jr2] Lemma 2.5 is

even functorial.

Let Ho(sT) be the homotopy category associated to the model category sT by

localizing at the class of weak equivalences. As usual we will write [X;Y ] for the

morphisms from X to Y in the homotopy category. If Y is �brant, then this set is

given by the set of morphisms from X to Y in sT up to simplicial homotopy. For

general Y , we compute [X;Y ] by [X;

~

Y ] where

~

Y is a �brant resolution of Y .

Remark: The category of pointed presheaves with the same notions as in B.1.2 is

also a pointed model category. By [Jr2], Lemma 2.6 the map from a presheaf to its

shea��cation is a weak equivalence and we get the same homotopy category from

presheaves or sheaves.

If X is a space, then its suspension SX is given by X 
 �(1)= � where � is

the usual equivalence relation generated by (x; 0) � (x; 1). By [Q1] Ch. I 2, the loop

space functor 
 is right adjoint to S on the homotopy category.

There are two natural ways of thinking about Ho(sT). From the point of view of

algebraic topology it corresponds to the category of CW-complexes with morphisms

up to homotopy. From the point of view of homology theory it corresponds to the

category of homological complexes which are concentrated in positive degrees with

morphisms up to homotopy. S and 
 shift the complexes. This second point of view

is not quite precise - note that in general morphisms in Ho(sT) form pointed sets

rather than groups.

Definition B.1.4. For any space A we de�ne cohomology of spaces with coe�cients

in A by setting

H

�m

sT

(X;A) = [S

m

X;A] for m � 0 :

This is a pointed set for m = 0, a group for m > 0 and even an abelian group for

m > 1. If A belongs to an in�nite loop spectrum, i.e., if there are spaces A

i

for i � 0

with A

0

= A and weak equivalences A

i

! 
A

i+1

, then we also de�ne cohomology

groups with positive indices by setting

H

n�m

sT

(X;A) = [S

m

X;A

n

] for m;n � 0 :

Note that the set only depends on n�m because the suspension S and the loop

functor 
 are adjoint.

Definition B.1.5. Let f : X ! Y be a map of spaces. Then the mapping cone of f

is the space

C(f) = X 
�(1) q Y= �

where � is the usual equivalence relation of the mapping cone (i.e., (x; 1) � f(x),

(x; 0) � ?). For any map of spaces f : X ! Y , we de�ne relative cohomology by

H

�m

sT

(Y rel X;A) = H

�m

sT

(C(f); A) :
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C(f) is the standard construction of the homotopy co�bre of a map.

Proposition B.1.6. For any morphism f : X ! Y of spaces there is a long exact

cohomology sequence:

! H

�m

sT

(Y;A)! H

�m

sT

(X;A)! H

�m+1

sT

(Y rel X;A)! H

�m+1

sT

(Y;A) :

Proof. By [Q1] Ch. I 3 we have the above long exact sequence attached to the triple

of spaces

X

i

�! Y

0

�! Y

0

_

X

?

if i is a co�bration. The mapping cylinder of f is de�ned asX
�(1)_

X

Y . It is weakly

equivalent to Y , and the induced mapping X ! X
�(1)_

X

Y is a co�bration. The

mapping cone of f is nothing but the co�bre of this inclusion. Hence the long exact

sequence of the lemma is a special case of Quillen's with Y

0

= X 
�(1) _

X

Y .

If A is only a space, then the sequence will end at the index zero. There is no

reason for the last arrow to be right exact. The H

0

sT

are only pointed sets. The

H

�1

sT

are groups, all others are even abelian groups. However, if A is an in�nite loop

spectrum, then all cohomology groups will be abelian groups and the sequence is

unbounded in both directions.

We will consider a couple of spectral sequences which are constructed by means

of homotopical algebra. Their di�erentials are

d

r

: E

p;q

r

�! E

p+r;q+r�1

r

:

We refer to this behaviour as homological spectral sequence as opposed to a cohomo-

logical spectral sequences with di�erentials

d

r

: E

p;q

r

�! E

p�r;q�r+1

r

:

In the same way as with the long exact sequences which involve pointed sets we

also have to be careful about our spectral sequences. They will be constructed by the

method of Bous�eld-Kan (cf. [BouK] Ch. IX xx4-5). We refer to them as spectral

sequences of Bous�eld-Kan type. We give an overview over their properties. They

look like this:

E

p;q

r

) L

q�p

q � p � 0; r � 1

with homological di�erentials.

L

q�p

; E

p;q

r

=

8

>

<

>

:

are abelian groups if q � p � 2;

are groups if q � p = 1;

are pointed sets if q � p = 0.

We have E

p;q

r+1

= Kerd

p;q

r

= im d

p�r;q�r+1

. (Treat non-existing E

p;q

r

as zero for this

formation.) By [BouK] IX 4.2.iv) this makes also sense for p = q. Let

E

p;q

1

= lim

 �

r

E

p;q

r

=

\

r>p

E

p;q

r

:
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There is a descending co�ltration Q

�

on the limit term L

n

(i.e., Q

i

L

n

is a quotient of

L

n

). Let

e

p;q

1

= Ker

�

Q

p

L

q�p

�! Q

p�1

L

q�p

�

:

In general, there will be an injection e

p;q

1

�! E

p;q

1

. Convergence is a more complicated

question. The spectral sequence stabilizes if all projective systems (E

p;q

r

)

r>p

become

eventually stable. Then we have complete convergence ([BouK] IX 5.3). Hence the

co�ltration on the limit term is exhaustive (lim

 �

Q

s

L

n

= L

n

), and we have isomor-

phisms

e

p;q

1

�

=

�! E

p;q

1

for p� q > 0.

Note that even then the case p = q has to be discussed separately. We refer to this

problem and more generally the fact that pointed sets rather then groups appear as

the fringe e�ect.

Proposition B.1.7. a) Let X and A be spaces. The �ltration of X by its skeletons

sq

n

X induces a spectral sequence of Bous�eld-Kan type for its A-cohomology

E

p;q

1

= H

�q

sT

(X

p

; A)) H

�(q�p)

sT

(X;A) for q � p � 0 :

It converges completely if X is degenerate above some degree (i.e., if there is N

such that for n � N , X

n

is covered by the image of the degeneracy maps.).

b) If A is an in�nite loop spectrum and X as in a), then we have a converging

homological spectral sequence

E

p;q

1

= H

�q

sT

(X

p

; A)) H

�(q�p)

sT

(X;A) for p � 0 :

Proof. This is the hypercohomology spectral sequence of [GSo1] 1.2.3. We sketch

their proof: We can assume A to be �brant. We can construct a weak equivalence

X

0

! X such that sk

p

X

0

=sk

p�1

X

0

�

=

S

p

X

p

. The Hom

:

(sk

p

X

0

; A) form a tower of

�brations of simplicial sets converging to Hom

:

(X;A). The attached Bous�eld-Kan

spectral sequence ([BouK] x4 -x5) has starting terms

E

p;q

1

= �

q�n

Hom

:

(sk

p

X

0

=sk

p�1

X

0

; A)

= �

q�p

Hom

:

(S

p

X

p

; A) = H

�q

sT

(X

p

; A) :

This �nishes the construction of the spectral sequence. In order to discuss convergence

we consider the same spectral sequence attached to X itself. It stabilizes by the

assumption on degeneracy (see [BouK] x5). Both spectral sequences agree from r = 2

on.

For b) we consider the spectral sequence in a) for each space in the spectrum. By

shifting q accordingly we get a direct system of spectral sequences whose limit is the

one we are interested in.

Remark: It would be much nicer to work with spectra and their homotopy category

throughout. It would be a triangulated category. It would help to get rid of the fringe

e�ects. However, the question of convergence of the spectral sequences does not get
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easier, the reason behind this being that all these spectral sequences are constructed

for some kind of homotopy limit, and projective limits are not exact. However, the

literature we want to use is in the setting of spaces. The reason is that we want to

use the �-ring structure in order to de�ne motivic cohomology and the �-operators

do not deloop.

B.2 K-theory

We now introduce higher algebraic K{theory of spaces as a generalized cohomology

theory. It gives back usual K-theory in the case of regular schemes (B.2.3). We then

de�ne �-operators on these K-cohomology groups (B.2.10). This allows de�nition of

motivic cohomology of spaces as graded parts of the 
-�ltration (B.2.11). We then

prove a Grothendieck-Riemann-Roch type theorem (B.2.18). As a consequence we

get a long exact localization sequence for motivic cohomology (B.2.19).

Recall that all schemes in the site underlying T are assumed to be noetherian

and �nite dimensional.

Let K be the space Z�Z

1

BGl where Z

1

BGl is the simplicial sheaf associated

to the simplicial presheaf U 7! Z

1

BGl(U) = lim

�!

Z

1

BGl

n

(U). K is pointed by

0 � lim

�!

BGl

n

(E

n

). It is in fact part of an in�nite loop spectrum. We also need the

\unstable" spaces K

N

= Z� Z

1

BGl

N

. There are natural transition maps K

N

!

K

N+1

! K. As K-groups commute with direct limits, the stalk of K in a point P

on U 2 T is weakly equivalent to

K

P

�

=

Z�Z

1

BGl(O

P

) :

where O

P

is the stalk of the structural sheaf.

Remark: Even though it is well-known that K-theory is de�ned by a spectrum, it

is not completely trivial to de�ne it as a functor from schemes to spectra (rather

than just a functor up to homotopy). We refer to [GSo2], 5.1.2 for the details of this

construction. For a di�erent account of K-theory as a presheaf and its properties

(including the product structure) we also refer to Jardine's book [Jr4].

Definition B.2.1 (Gillet, Soul

�

e). For any space X in sT we de�ne its K-

cohomology

H

�m

sT

(X;K) = [S

m

X;K] for m 2 Z

and the unstable K-groupsH

�m

sT

(X;K

N

) for m � 0. Following [GSo1] we call a space

K-coherent if lim

�!

H

�m

sT

(X;K

N

)! H

�m

sT

(X;K) for m � 0 is an isomorphism.

Proposition B.2.2 (Brown). Let K

q

be the shea��cation of the presheaf Y 7!

H

�q

sT

(Y;K). Let X be a scheme in T. There is a homological spectral sequence

E

pq

2

) H

�(q�p)

sT

(X;K)

with

E

pq

2

= H

p

ZAR

(X;K

q

)

It converges completely.
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Proof. For q � p � 0 this is the spectral sequence [GSo1] Prop. 2. The basic version

for the small Zariski site was constructed in [BrG] Theorem 3. Our generalization

follows from the proof of [Jr2] 3.4 and 3.5, which deals with the �etale topology. The

key is to construct a Postnikov-tower for K. This is done as in in the proof of [BrG]

Thm 3. We then have to check that the homotopy sheaves of K are isomorphic to

the homotopy sheaves of the limit of its Postnikov-tower. It su�ces to check this

for the small Zariski site Zar =Y for all schemes Y in T. Hence we are reduced to

the situation considered in loc. cit. Note that Y was assumed to be noetherian and

�nite dimensional. We extend to arbitrary p; q using the full K-theory spectrum.

Convergence follows because X has �nite cohomological dimension.

Remark: We could generalize the spectral sequence to arbitrary spaces X .

H

p

ZAR

(X;K

q

) would have to be understood as in B.3. Convergence would not be

guaranteed anymore.

The most important application of this proposition is that it allows to transport

properties which are well-known for cohomology with coe�cients in an abelian sheaf

to cohomology with coe�cients in a space. One such property is the comparison

between di�erent Zariski sites.

Proposition B.2.3 (Gillet, Soul

�

e, de Jeu). a) Let X be a noetherian regular

�nite dimensional scheme in the site. Then one has the equality H

�m

sT

(X;K) =

K

m

(X), where the right hand side means Quillen K-theory of the scheme X .

In particular, H

�m

sT

(X;K) = 0 for m < 0.

b) Let X be a space constructed from schemes. Assume that all components are

regular Noetherian �nite dimensional schemes and that X is degenerate above

some simplicial degree. Then X is K-coherent.

Proof. The constant case is proved in [GSo1] 2.2.2 Prop. 5. We sketch a slightly

di�erent argument: We use the converging Brown spectral sequence and comparison

theorems for sheaf cohomology to show that it su�ces to prove the proposition in

the case of T = Zar=X . (Note that the existence of the whole spectrum means we

do not have to worry about fringe e�ects.) In this case we have a Mayer-Vietoris se-

quence for K-theory ([Q2] Rem. 3.5) and hence the presheaf de�ning K-cohomology

is pseudo-
asque in the sense of Brown and Gersten ([BrG] p. 285). By loc. cit.

Thm. 4 this implies a) for the site Zar =X .

The vanishing follows because the K-theory spectrum is connective. The general-

ization to spaces constructed from schemes using the skeletal spectral sequence was

carried out in [Jeu] 2.1 (1) and Lemma 2.1.

Corollary B.2.4. If X is a space meeting the conditions of part b) of the proposi-

tion, then its K-cohomology does not depend on the category of schemes underlying

the topos.

Proof. If X is constant, then we always get its K-theory. For more general X we

have to use the converging skeletal spectral sequence. There are no fringe problems

because K is an in�nite loop spectrum.
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The direct sum of matrices (cf. [Lo] 1.2.4) together with addition on Z induces

a compatible system of maps

K

N

�K

N

! K :

Our aim is to show that its direct limit de�nes an H-group structure on K. It will

be used to de�ne addition on K-cohomology.

Lemma B.2.5. Let G;G

0

be algebraic groups over Z, E a subgroup of G with E =

[E;E]. Let f

1

; f

2

: G

0

! G be homomorphisms which di�er by conjugation by a

global section of E. Then the induced maps

Z

1

BG

0

f

1

;f

2

���! Z

1

BG

agree in the homotopy category of spaces.

Proof. The construction in [Lo] A.3. is functorial. Hence it yields a free homotopy �

between Bf

1

and Bf

2

. By construction we get a commutative diagram

�(1)� ?

�j

�(1)�?

�����! Z

1

BE

?

?

y

i

?

?

y

�(1)�Z

1

BG

0

�

����! Z

1

BG :

The composition of � with d : Z

1

BG ! C(i) is a homotopy between df

1

and df

2

.

Now it su�ces to show that d is a weak equivalence, i.e., that Z

1

BE is contractible.

This can be checked on stalks. As homotopy groups commute with direct limits it is

enough to show that Z

1

BE(U) is contractible for all a�ne schemes U . We consider

the diagram

BE(U)

�

����! BE(U)

+

?

?

y

?

?

y

Z

1

BE(U)

Z

1

(�)

����! Z

1

BE(U)

+

:

By de�nition of Quillen's +-construction (see [Lo] ch. 1.1) � induces an isomorphism

on homology. Hence Z

1

(�) is a weak equivalence ([BlK] Ch. I, 5.5). BE(U)

+

is con-

tractible because [E(U); E(U)] = E(U) ([Lo] Proposition 1.1.7). Hence Z

1

BE(U)

+

is also contractible.

The standard application of this lemma is with G

0

= Gl

n

, G = Gl and E the

subgroup generated by elementary matrices (which contains all even permutation

matrices), see [Lo] 1.1.10.

Proposition B.2.6. The direct sum of matrices induces an H-group structure on

K.

Proof. The same proof as in [Lo] Theorem 1.2.6 allows to check the identities of an

H-space. On �nite level, they hold up to conjugation with a permutation matrix.
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By the previous lemma this implies that they hold in the homotopy category. We

use that the transition maps K

N

! K

N+1

are co�brations in order to show that the

maps on �nite level de�ne one on K. For the existence of a homotopy inverse we

argue di�erently. An H-space is an H-group if and only if the shear map

K�K! K�K ; (k

1

; k

2

) 7! (k

1

; k

1

+ k

2

)

is a weak equivalence. This can be checked on stalks. But the stalks of K are the

simplicial sets computing K-theory of local rings. They are H-groups with the same

addition by the a�ne case [Lo] 1.2.6.

Remark: We now have two H-group structures on K: the explicit one we just have

constructed and one because K is a loop space as part of a spectrum. We expect

them to be equal but have not been able to prove it. They certainly induce the same

addition on higher K-cohomology groups. On H

0

sT

(X;K) they agree at least if X is

represented by a scheme because they do for K-theory of schemes. This is enough for

our needs. In the sequel the addition on K-cohomology is the one of the proposition.

The next aim is the de�nition of a multiplicative structure on K. We start with

the operation of Z on K. The H-group structure on K allows to de�ne a map of

spaces

�

Z

: Z�K! K :

It vanishes on Z� ? _ ?�K and hence factors over Z^K.

The construction of the Loday product [Lo] 2.1.5

Z

1

BGl

N

(U) ^ Z

1

BGl

N

(U)! Z

1

BGl(U)

is functorial in U . Together with the product �

Z

on the factor Z it de�nes a system

of maps

�

K

: K

N

^K

N

! K

(compatible up to homotopy), which de�nes a product

[Y;K]� [Y;K]! [Y;K]

for all K{coherent spaces Y . It turns all H

�n

sT

(Y;K) for n � 0 into a ring, possibly

without unity.

Remark: Note that this product on [Y;K] is zero on H

�n

sT

(Y;K) for n > 0 (cf. [Kr]

Ex. 1 p. 243). The same map �

K

of spaces also induces a non-trivial product

[S

n

Y;K]� [S

m

Y;K]! [S

n+m

Y;K] :

This is the one which is usually called Loday product. We do not need it in the sequel.

Let S

0

be the simplicial version of the 0-sphere, i.e., the constant simplicial sheaf

associated to f0; 1g pointed by 0. We will use the notation K

0

(sT) for H

0

sT

(S

0

;K).

It is a ring with unity where the ring structure is induced by the ring structure on Z.
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Lemma B.2.7. If the site underlying T has a �nal object X , then

K

0

(X)

�

=

K

0

(sT) :

Proof. If X is the �nal object of the site, then the space we denote by X is equal to

S

0

.

The following lemma generalizes an operation of K

0

(X) which was explained to

us by de Jeu in the case where Y is constructed from X{schemes.

Lemma B.2.8. Let Y be a space in sT. Then the ringK

0

(sT) operates onH

�n

sT

(Y;K)

for n � 0 and makes it into an K

0

(sT)-algebra.

Proof. If Y is a space in sT, then there is canonical isomorphism Y

�

=

S

0

^ Y . The

product � 2 K

0

(sT) with � 2 H

�n

sT

(Y;K) is de�ned by the composition

Y �! S

0

^ Y

�^�

���! K ^K

�

K

��! K :

Lemma B.2.9 (Gillet, Soul

�

e). Let G be a group over Z. Let R

Z

(G) be the

Grothendieck group of representations of G on free Z{modules of �nite type.

a) Let A be an N -dimensional representation of G. There is a canonical class in

[Z� Z

1

BG;K] which depends only on the equivalence class of A. The direct

sum of representations is mapped to the sum of classes.

b) The map in a) induces an algebra homomorphism

r : R

Z

(G)! [Z�Z

1

BG;K] :

Proof. We follow [GSo1] 3.2 or the a�ne case [Kr] 3. By choice of a basis of an

N -dimensional representation A induces a map of sheaves

A : G! Gl

N

and hence by functoriality a map

r

0

(A) : Z

1

BG! fNg �Z

1

BGl

N

! K

N

:

For di�erent choices of basis the maps di�er by conjugation with an element of � 2

Gl

N

. The matrix

�

� 0

0 �

�1

�

is in the perfect subgroup E = [Gl;Gl] hence by Lemma

B.2.5 the image of r

0

(A) in [Z

1

BG;K

2N

] does not depend on the choice of matrix.

Viewed as map to K, this r

0

(A) extends to the factor Z using the above product �

Z

.

The last statement of a) follows by de�nition of the H-group structure on K.

For b) we have to check that the relations of the Grothendieck-group are mapped to

zero and that the multiplicative structure is well-behaved. We �rst prove the analogue

of [Kr] Theorem 3.1: The canonical maps

Gl

�

? 0

0 ?

�

 �

�! Gl

�

? ?

0 ?

�

induce weak equivalences of simplicial sheaves after applying Z

1

B. This can be

checked on stalks and is hence reduced to the a�ne case. From now, the proof works

precisely as in the a�ne case, see [Kr] Cor. 3.2.
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K

0

(sT) is a �{ring, i.e., the axioms in [Kr] Def. 4.1 are satis�ed. If R is a

K

0

(sT){algebra, then it is called a K

0

(sT){�{algebra if it is equipped with operators

�

i

for i � 1 such that K

0

(sT)�R is a �{ring (cf. [Kr] 5.). Note that �

0

has to have

the constant value 1. If R itself does not have a unity, then it cannot be a �{ring.

Theorem B.2.10 (Gillet, Soul

�

e). Let Y be a K{coherent space. For k � 1 and

m � 0 there are maps

�

k

: H

�m

sT

(Y;K) �! H

�m

sT

(Y;K) :

They turn H

�m

sT

(Y;K) into a K

0

(sT){�{algebra.

Proof. This is essentially [GSo1] Prop. 8. Put G = Gl

n

in the previous lemma. Let

~

Z

n

= [Z

n

id

] � [n � 1] 2 R

Z

(Gl

n

) where Z

n

id

is the canonical representation of Gl

n

on

Z

n

and 1 is the trivial representation. We de�ne �

k

n

= r(�

k

(

~

Z

n

)). By composition it

induces a map �

k

n

: H

�m

sT

(Y;K

n

)! H

�m

sT

(Y;K). These form a projective system and

hence de�ne an operation on K{cohomology of a K{coherent space. Well-de�nedness

and all properties of a �{ring are checked on the universal level (i.e., onK

n

for varying

n) and hence as in the a�ne case [Kr] Thm 5.1. For example, we want to show

�

k

(x+ y) =

k

X

i=0

�

i

(x)�

j

(y) :

Assume that x; y are represented by elements in [Y;K

n

]. On R

Z

(Gl

n

�Gl

n

) we have

the �-ring identity

�

k

�

M

=

k

X

i=0

�

i


 �

j

:

We evaluate this identity in

~

Z

n

and get an equality of elements in R

Z

(Gl

n

� Gl

n

).

By the previous lemma it induces the same equality of elements in [K

n

� K

n

;K].

Composed with (x; y) this is the required equality.

Remark: A more conceptual proof was suggested to us by Soul�e and the referee.

One should use the integral completion functor constructed by Goerss and Jardine

[GoeJr]. It has a universal property similar to the one of the +-construction and

hence allows to copy directly Kratzer's arguments.

Technical Remark: When we try to de�ne �

0

in the same way, then we still get a

map

�

0

: Z

1

BGl

N

�! Z�Z

1

BGl :

It does not extend to the factor Z because �

0

: Z ! Z does not respect the base

point - in fact it maps 0 to 1. This re
ects the fact that the ring K

0

(Y ) does not

have a unity for a general space Y . The most striking example is Y = C(i) where

i : Z ! X is a morphism between regular schemes (cf. [Sou4] 4.3). Then K

0

(Y ) =

Ker (K

0

(X)! K

0

(Z)) does not contain 1.

Gillet and Soul�e ([GSo1] Prop. 8) consider the structure as a H

0

sT

(Y;K){�{algebra.

This only makes sense if H

0

sT

(Y;K) happens to have a unity. However, we can check
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in general that the operation of H

0

sT

(Y;K) on H

�m

sT

(Y;K) is compatible with the

K

0

(sT){�{algebra structure of both groups.

Note that the �-structure is compatible with the contravariant functoriality of

K-cohomology. This means that the long exact sequences for relative K-theory are

compatible with the �-operation where it is de�ned.

Once we have �-operations we get as usual a 
-�ltration and Adams-operators

on the �-module H

n

sT

(Y;K) for n � 0. If the 
-�ltration is locally �nite, then we

have in particular the Chern character

ch : H

n

sT

(Y;K)

Q

�!

M

j2N

0

Gr

j




H

n

sT

(Y;K)

Q

for n � 0,

which is an isomorphism. For a quick survey cf. [T] pp. 117{123.

Definition B.2.11. Let Y be a K-coherent space. Suppose that the 
-�ltration is

locally �nite and hence that rationally K-cohomology splits into Adams-eigenspaces.

Then we put for j � n=2

H

n

M

(Y; j) = Gr

j




H

n�2j

sT

(Y;K)

Q

;

the motivic cohomology of the space Y . If i : X ! Y is a morphism of spaces then

we de�ne relative motivic cohomology by

H

n

M

(Y rel X; j) = H

n

M

(Cone(i); j) :

Remark: We restrict to this range of indices because we did not de�ne Adams-

eigenspaces for K-cohomology with positive indices (=K-theory with negative in-

dices). However, if these K-groups vanish we can simply de�ne the corresponding

motivic cohomology groups to be zero. This is the case if X is a regular scheme.

The long exact sequence for relative cohomology (B.1.6) together with the above

remarks on the �-operation give a long exact sequence for relative motivic cohomology

! H

�m

M

(Y;A)! H

�m

M

(X;A)! H

�m+1

M

(Y rel X;A)! H

�m+1

M

(Y;A) :

Lemma B.2.12. Let X be a space degenerate above some simplicial degree. We

assume the conditions of the previous de�nition. Fix an integer j. There is a coho-

mological spectral sequence with starting terms

E

s;t

1

=

(

H

t

M

(X

s

; j) for s � 0, 2j � t,

0 else.

It converges to H

s+t

M

(X; j) for 2j � s+ t.

Proof. Consider the skeletal spectral sequence B.1.7.a) with coe�cients in the space

K. It reads

E

p;q

1

= H

�q

sT

(X

p

;K)) H

�(q�p)

sT

(X;K)

for p � 0. By carefully checking the construction of the spectral sequence, we see that

all di�erentials d

p;q

r

are induced by functoriality in the �rst argument. Hence they
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are morphisms of �-modules. For q � p � 0 the limit terms are also �-modules and

by construction the morphisms e

p;q

1

! E

p;q

1

are compatible with this structure. They

are isomorphisms for q > p. Note, however, that we do not get enough information

on the limit terms on the p = q-line. Convergence only implies that e

p;p

1

injects into

E

p;p

1

. We want to show that it is even a bijection. In order to see this we consider the

skeletal spectral sequence with coe�cients in the spectrumK. The spectral sequences

agree where the �rst is de�ned, in particular convergence of the second spectral se-

quence implies our isomorphism. (There is an issue here with the H-group structure.

A priori the two spectral sequences use di�erent group laws. But on all initial terms

they give the same addition and hence also on all higher terms.)

Now we take Adams-eigenspaces. By re-indexing s = p; t = �q + 2j we get a coho-

mological spectral sequence as stated. Note that we use the terms below the p = q-

diagonal to compute the terms on it but we do not consider their limit terms.

The same spectral sequence also shows that the conditions in the de�nition of

motivic cohomology hold if X is a space constructed from schemes and degenerate

above some degree.

The next thing we need is pushout at least for certain closed immersions and a

Riemann-Roch theorem. Over a �eld push-forward was de�ned by de Jeu in [Jeu] 2.2.

We adapt his method to more general bases and formalize the geometric situation.

Definition B.2.13. Let S be a regular irreducible Noetherian a�ne scheme. Let X

be smooth and quasi-projective over S. A �nite diagram D

X

over X is a category

of �nitely many smooth quasi-projective S-schemes with �nal object X such that all

Mor

D

X

(Y; Y

0

) are �nite sets and such that all morphisms in D

X

are of �nite Tor-

dimension.

By the small Zariski site Zar

D

X

we mean the category of all �nite disjoint unions of

open subschemes of objects in D

X

with the induced morphisms between them. It is

equipped with the Zariski-topology. The corresponding topos will be denoted T

X

.

An easy case of such a diagram is a single morphism Y ! X that meets the

conditions.

We consider the following situation: Let i : Z ! X be a closed immersion of

smooth quasi-projective S-schemes and D

X

a �nite diagram over X . We assume the

following conditions, corresponding to the ones formulated by de Jeu in [Jeu] 2.2:

(TC) For all X

0

in D

X

, the pullback X

0

�

X

Z is S{smooth. If f : X

1

! X

2

is a

morphism in D

X

, then in the cartesian diagram

Z

1

= X

1

�

X

Z ����! X

1

f�

X

Z

?

?

y

?

?

y

f

Z

2

= X

2

�

X

Z

i

����! X

2

the maps f and i are tor-independent, i.e.,

Tor

k

O

X

2

(O

Z

2

;O

X

1

) = 0

for k > 0. (Tor

k

denotes the sheaf of tor-groups.)
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Lemma B.2.14. The pullback D

Z

of D

X

by Z satis�es the conditions for a �nite

diagram over Z.

Proof. Finite Tor-dimension in D

Z

follows from Tor-independence and the same prop-

erty in D

X

.

Let Y

:

be a space in sT

X

. Let j : U ! X be the open complement of Z in X .

Let Y

:

�

X

U be the pointed version of j

!

j

�

Y

:

, i.e., the sheaf associated to the presheaf

V 7!

(

Y

:

(V ) if V ! U � X ,

0 else.

It is a space in sT

X

. Let Y

:

�

X

Z = i

�1

Y

:

, a space in sT

Z

. If Y

:

is constructed from

schemes, then so are Y

:

�

X

U and Y

:

�

X

Z. The scheme components are given by

the base change with U or Z respectively. Note that i

�1

(Y

:

�

X

U) is empty, i.e., only

consists of the base point.

Proposition B.2.15 (de Jeu). Let i : Z ! X be a closed immersion with open

complement U . Let D

X

be a �nite diagram over X such that (TC) holds with respect

to i. Then for Y

:

2 sT:

a) There is a natural pushout map

H

k

sT

Z

(Y

:

�

X

Z;K) �! H

k

sT

X

(Y

:

;K) :

b) Let Y

:

be a space in sT

X

which is constructed from schemes. We assume that it

is degenerate above some simplicial degree. Then

Y

:

�

X

Z = C(Y

:

�

X

U � Y

:

)�

X

Z

and the pushout

H

k

sT

Z

(Y

:

�

X

Z;K) �! H

k

sT

X

(Y

:

rel Y

:

�

X

U;K)

is an isomorphism.

Proof. For an object V of the site Zar

D

X

let M(V ) be the category of all coherent

sheaves on V . In it let P (V;D

X

) be the subcategory of those sheaves F satisfying

Tor

j

O

V

(O

V

0

;F) = 0

for all j > 0 and all V

0

! V in D

X

. Note that there are only �nitely many conditions

as our diagram is �nite. The nice thing about P (V;D

X

) is that it is contravariantly

functorial. Hence Quillen's 
BQP ( � ;D

X

) (loop space of the classifying space of the

Q-construction) de�nes a presheaf of simplicial sets on the site by [Q2] x7 2.5. It is

here where we use the fact that all schemes are quasi-projective. Let 
BQP

0

X

be the

space in sT

X

de�ned by its shea��cation. By Quillen's Resolution Theorem ([Q2]

Thm 3, Cor 3, p. 27) there is a weak equivalence of spaces 
BQP

0

X

! K

X

. (Basically

this is the fact that K

0

-theory and K-theory agree for regular schemes.)

We also have the space 
BQP

0

Z

in sT

Z

. For the closed immersion i : V �

X

Z ! V

the pushout i

�

is exact on the category of coherent sheaves. Because of (TC), it maps
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the the subcategory P (V �Z;D

Z

) to P (V;D

X

). In fact we get a morphism of spaces

in sT

X

i

�

(
BQP

0

Z

)

i

�

�! 
BQP

0

X

:

Using the weak equivalences to K

?

this de�nes a map in the homotopy category

i

�

(K

Z

)

i

�

�! K

X

:

If Y

:

is a space in sT

X

, then we get the map in a) as

H

k

sT

Z

(i

�1

Y

:

;K

Z

) �! H

k

sT

X

(i

�

i

�1

Y

:

; i

�

K

Z

) �! H

k

sT

X

(Y

:

;K

X

) :

In the special case of a scheme Y part b) is nothing but Quillen's pushout isomorphism

K

n

(i

�1

Y ) �! K

n

(Y rel Y �

X

U)

for regular schemes [Q2] x7 Prop. 3.2 (recall that all schemes in the site are regular).

This generalizes to the case of spaces constructed from schemes by the skeletal spectral

sequence.

Lemma B.2.16. Consider a cartesian diagram of smooth quasi-projective S-schemes

Z

0

i

0

����! X

0

f

Z

?

?

y

f

X

?

?

y

Z

i

����! X

where i is a closed immersion. Let D

X

be a �nite diagram on X . Assume that the

pullback D

X

0

de�nes a �nite diagram over X

0

and that both i and i

0

satisfy (TC).

We also assume that for all V in D

X

the maps

V �

X

X

0

�! V

and

V �

X

Z �! V

are tor-independent.

Then for all spaces Y

:

in sT

X

there is a commutative diagram

H

k

sT

Z

0

(f

�

Z

i

�

Y

:

;K)

i

0

�

����! H

k

sT

X

0

(f

�

X

Y

:

;K)

f

�

Z

x

?

?

x

?

?

f

�

X

H

k

sT

Z

(i

�

Y

:

;K)

i

�

����! H

k

sT

X

(Y

:

;K)

:

Proof. We have to re�ne the categories P (V;D

Z

) used in the proof of B.2.15 further.

Let P

00

(V;D

Z

) be the subcategory of P

0

(V;D

Z

) of those coherent sheaves F satisfying

Tor

j

O

Z

(O

Z

0

;F) = 0 :
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The induced space 
BQP

00

Z

is again weakly equivalent to K

Z

. By [Q2] x7 2.11 there

is a commutative diagram of spaces in sT

X

i

0

�

f

X;�


BQP

0

Z

0

����! f

X;�


P

0

X

0

x

?

?

x

?

?

i

�


BQP

00

Z

����! 
BQP

0

X

:

This proves the lemma.

We also need the following lemma from algebraic geometry.

Lemma B.2.17. Suppose we are given a cartesian diagram

Z

0

i

0

����! X

0

?

?

y

?

?

y

f

Z

i

����! X

of smooth S-schemes where i is a closed embedding, then the blow-up of X

0

in Z

0

is

the base change by f of the blow-up of X in Z provided i and f are tor-independent.

Proof. In order to see this, note that by [EGAII] 3.5.3 we have to check that f

�

(I

n

) =

I

n




O

X

O

X

0

is isomorphic to J

n

where I is the sheaf of ideals of Z in X and J the

one of Z

0

in X

0

. This follows from tor-independence in the case n = 1. Note that in

general we have a surjection f

�

I

n

! J

n

. Let K

n

be the kernel. Pull-back by f

�

is

right exact, i.e., we have an exact sequence

f

�

I

2

! J ! f

�

(I=I

2

)! 0 :

Together with the above surjectivity this implies f

�

(I=I

2

)

�

=

J =J

2

. As X respec-

tively X

0

are regular and Z respectively Z

0

are locally given by regular sequences, the

structural theorem [Ha] II Theorem 8.21A e) implies

f

�

(I

n

=I

n+1

)

�

=

J

n

=J

n+1

:

By the snake lemma K

n+1

! K

n

is surjective and hence f

�

(I

n

=I

n+k

)

�

=

J

n

=J

n+k

for all k. But then

J

n

�

=

lim

 �

J

n

=J

n+k

�

=

lim

 �

f

�

I

n

= im f

�

I

n+k

�

=

lim

 �

f

�

I

n

=J

k

f

�

I

n

�

=

f

�

I

n

:

Push-forward is not a �-ring morphism but it does respect the 
-�ltration up to a

shift, at least under good conditions. This is made precise in the following Riemann-

Roch Theorem, which is a slight generalization of de Jeu's in [Jeu] 2.3. He considers

a special type of diagram and restricts to a base �eld. De Jeu imitates the proof in

[T] Theorem 1.1, which is over a �eld. However, his arguments work for our base as

well. Indeed, the original article [Sou4] Thm 3 treated the more general case.

Documenta Mathematica 3 (1998) 27{133



Classical Motivic Polylogarithm 111

Theorem B.2.18 (Grothendieck-Riemann-Roch). Let S be a regular irre-

ducible Noetherian a�ne scheme S. Let i : Z ! X be a closed immersion of

constant codimension d of quasi-projective smooth S-schemes. For ? = X;Z let

td(?) 2 Gr

�




K

0

(?)

Q

be the usual Todd classes (e.g. [T] p. 135). Let a �nite diagram

D

X

be given that satis�es the conditions (TC) with respect to i. Finally let Y

:

be a

space constructed from schemes in sT

X

.

a) The homomorphism i

�

: K

n

(i

�1

Y

:

)

Q

! K

n

(Y

:

)

Q

has degree �d with respect to

the 
-�ltration, i.e.,

F

j

K

n

(i

�1

Y

:

)

Q

i

�

�! F

j�d

K

n

(Y

:

)

Q

:

b) The following diagram commutes:

K

n

(i

�1

Y

:

)

Q

td(Z)ch

�����! Gr

�




K

n

(i

�1

Y

:

)

Q

i

�

?

?

y

?

?

y

i

�

K

n

(Y

:

)

Q

td(X)ch

�����! Gr

�




K

n

(Y

:

)

Q

Remark: td(?) is a unit with augmentation 1. Hence the horizontal maps in b) are

isomorphisms.

Proof. We essentially have to prove classical Riemann-Roch for the inclusion Z ! X .

The conditions on our situation are chosen in a way that the diagrams we drag along do

not make any di�culties. Note also that we can replace Y

:

by the cone of Y

:

�U ! Y

:

,

i.e., we can assume that all pushout maps are isomorphisms. Having observed this

we can follow de Jeu's arguments in [Jeu] 2.3.

The �rst step is to prove the analogue of [T] Theorem 1.2 or [Jeu] Proposition

2.5 (\Riemann-Roch without denominators"). We only sketch the idea: Because

of functoriality B.2.16 and the homotopy property of K

0

-theory we can make the

transformation to the normal cone. Hence we can assume without loss of generality

that i is a section of a projective bundle over Z. The existence of the projection

p which is a left-inverse of i allows to make explicit calculations. All details of the

argument can be found in [Jeu] 2.5 when replacing K

0

(Y

0

) (= K

0

(X

0

) there) by

K

0

(X) = K

0

(sT

X

). The necessary compatibility of blow-up and base change is

guaranteed by the previous lemma.

We then show that up to multiplication with the appropriate Todd class i

�

has

the required behaviour with respect to Adams eigenspaces. The argument is the same

as in [Jeu] Proposition 2.3 or [T] Lemma 2.2. Now the theorem follows by the same

formal manipulations as in the proof of [T] Lemma 2.3.

Corollary B.2.19. Let i : Z ! X (closed immersion of constant codimension d)

and Y

:

be as in the theorem. Let U = X r Z. Then there is a natural localization

sequence

: : : �! K

m

(Z �

X

Y

:

)

Q

�! K

m

(Y

:

)

Q

�! K

m

(U �

X

Y

:

)

Q

�! K

m�1

(Z �

X

Y

:

)

Q

�! : : :
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or in terms of motivic cohomology

: : : �! H

i�2d

M

(Z �

X

Y

:

; j � d) �! H

i

M

(Y

:

; j) �! H

i

M

(U � Y

:

; j)

�! H

i�2d+1

M

(Z �

X

Y

:

; j � d) �! : : :

Proof. Part b) of Theorem B.2.18 implies that

i

�

:

M

j2N

0

Gr

j




K

m

(Y

:

rel Y

:

� U) �!

M

j2N

0

Gr

j�d




K

m

(Y

:

� Z)

is an isomorphism, i.e., H

i

M

(Y

:

rel Y

:

� U; j)

�

=

H

i�2d

M

(Z �

X

Y

:

; j � d).

We consider the long exact sequence of relative K-cohomology or relative motivic

cohomology for the open embedding U � Y

:

� Y

:

. We can use i

�

to identify the

relative cohomology with cohomology of the closed complement.

Only a few K-groups are known. However, the ranks of the K-groups of number

�elds are understood.

Theorem B.2.20 (Borel). Let K be a number �eld with ring of S-integers o

S

where S is a �nite set of primes of K. Let B = Spec o

S

. As usual r

1

is the number of

real places of K and r

2

the number of complex places. Then the motivic cohomology

has the following ranks:

H

0

M

(B; 0) 1

H

1

M

(B; 1) #S + r

1

+ r

2

� 1

H

1

M

(B; n) r

2

n > 1, even ;

H

1

M

(B; n) r

1

+ r

2

n > 1, odd ;

H

i

M

(B; j) 0 else :

Proof. The computation of K

0

(B) and K

1

(B) is classical ([Ba] Ch. IX, Prop. 3.2 and

Ch. X, Cor. 3.6). The higher K-groups for the ring of integers o

K

were calculated by

Borel ([Bo1], Prop 12.2). It follows from Quillen's computation of the K-groups of

�nite �elds that the ranks are not changed by localizing at �nite primes.

B.3 Cohomology of Abelian Sheaves

We now show how the usual cohomology theories �t in the set-up of generalized

cohomology. This is well documented in the literature [BrG], [G], [Jeu]. In the

case of a cohomology theory de�ned by a pseudo-
asque complex of presheaves F ,

we compare the di�erent possible points of view. These are Zariski-cohomology of

the associated complex of sheaves, generalized cohomology of the associated space or

simply cohomology of the sections. We always get the same cohomology groups (B.3.2

and B.3.4). If the complex of presheaves F is part of a twisted duality theory (B.3.7),

we de�ne Chern classes fromK{cohomology of spaces to cohomology with coe�cients

in F . Finally we check compatibility of the localization sequence in K{cohomology

with the one for cohomology of spaces with coe�cients in F (B.3.8).

By a complex we always mean a cohomological complex. Of course it can also

be considered as a homological complex by inverting the signs of the indices.

The Dold-Puppe functor [M] Thm 22.4 attaches to a complex of abelian groupsG

which is concentrated in non-positive degrees a simplicial abelian groupK(G) pointed
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by 0 whose homotopy groups �

i

(K(G); 0) agree with the cohomology groups h

�i

(G).

It induces an equivalence between the homotopy category of simplicial abelian groups

and the homotopy category of complexes of abelian groups concentrated in non-

positive degrees. By construction of the functor K there is a natural weak equivalence

of spaces

Cone(K(G)! �) �! K(Cone(G! 0)) = K(G[1])

and hence a natural map 
K(G[1]) ! K(G) in the homotopy category of pointed

simplicial sets, which is a homotopy equivalence. If G is an arbitrary complex of

abelian groups, let �

�N

G be the canonical sub-complex in degrees less or equal to N .

We put

K(G)

N

= K(�

�N

G[N ]) :

The natural map �

�N�1

G[N ]! �

�N

G[N ] induces

K(G)

N�1

�

=


K(�

�N�1

G[N ]) �! 
K(G)

N

;

which is a weak equivalence. This means the K(G)

N

form an in�nite loop spectrum

whose homotopy groups re
ect all cohomology groups of the complex.

Definition B.3.1. Let G be a cohomological complex of sheaves of abelian groups

on the big Zariski site. The shea��ed version of the above construction yields an

in�nite loop spectrum of spaces K(G) with

h

�i

(G)

�

=

�

i

(K(G); 0)

where the right hand side is the shea��cation of the presheaf

U 7! �

i

(K(G)(U); 0) :

As a spectrum K(G) de�nes generalized cohomology groups with indices in Z for

any space X .

Proposition B.3.2. Let G be a bounded below complex of sheaves on the big Zariski

site. Let X be a scheme. Then

H

i

sT

(X;K(G))

�

=

H

i

ZAR

(X;G) :

Proof. As G is bounded below it has a bounded below resolution by 
asque sheaves.

Now the proof proceeds as in [BrG] Prop. 2. The main ingredient is that K(I) is a

�brant space if I is a 
asque sheaf.

Definition B.3.3. a) Following [BrG], Sect. 2 a complex F of abelian presheaves

on the big Zariski site is called pseudo-
asque if it has the Mayer-Vietoris prop-

erty, i.e., for open subschemes U and V of some scheme X , we have a long exact

sequence of abelian groups

: : : �! h

i

(F(U [ V )) �! h

i

(F(U)�F(V )) �! h

i

(F(U \ V ))

�! h

i+1

(F(U [ V )) �! : : :
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More precisely, the square

F(U \ V ) ����! F(U)

?

?

y

?

?

y

F(V ) ����! F(U [ V )

is homotopically cartesian.

b) Let F be a complex of abelian presheaves. For the object ?q U in T where U

is a scheme, we put

F(?q U) = F(U) :

Let X be a space constructed from schemes. Then we put

F(X) = Tot

i

F(X

i

) :

the total complex of the cosimplicial complex F(X

i

)

i2N

0

.

Taking the total complex of a bicomplex as in b) of course involves a choice of

signs which we �x once and for all. Di�erent choices of signs di�er by a canonical

isomorphism of the total complex.

Lemma B.3.4. Let F be a bounded below pseudo-
asque complex of abelian

presheaves. Let

~

F be its shea��cation. Then

H

i

sT

(X;K(

~

F)) = h

i

(F(X))

for all spaces X constructed from schemes.

Proof. Let I be a (bounded below) 
asque resolution of

~

F . This is in particular a

pseudo-
asque complex of presheaves that is quasi-isomorphic to F as a complex of

presheaves because both compute Zariski-cohomology of

~

F . As in the proof of [BrG]

Theorem 4, the simplicial sheaf K(I) is a �brant resolution of K(

~

F). Hence we can

assume without loss of generality that F itself is a complex of 
asque sheaves.

For the case of a scheme X the lemma is the reformulation of [BrG] Theorem 4 in the

easier case of simplicial presheaves that come from a complex of abelian presheaves.

In the general case

H

i

sT

(X;K(

~

F)) = �

�i

Hom

:

(X;K(

~

F))

= �

�i

Hom

:

(hocolimX

j

;K(

~

F))

= �

�i

holimHom

:

(X

j

;K(

~

F)) [BouK] XII Prop. 4.1

= h

i

(TotF(X

i

)) = h

i

(F(X)) :

This means if we de�ne a cohomology theory by a pseudo-
asque complex of

presheaves on the big Zariski site we can freely change from the point of view of

generalized cohomology to ordinary Zariski-cohomology or cohomology of the sections

of the presheaf.
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If X ! Y is a morphism of schemes, we consider as usual its

�

Cech-nerve

cosk

0

(X=Y ), i.e., the simplicial Y -scheme given by

cosk

0

(X=Y )

n

= (X �

Y

� � � �

Y

X) n+ 1-fold product

with the natural boundary and degeneracy morphisms.

Definition B.3.5. We say that a morphism X ! Y of schemes has cohomological

descent for the cohomology theory given by the complex of abelian Zariski-sheaves G

if the natural morphisms

H

i

sT

(Y;K(G)) �! H

i

sT

(cosk

0

(X=Y );K(G))

are isomorphisms for all i 2 Z.

This is of course a very special case of the general notion of cohomological descent.

Lemma B.3.6. Let j : U ! X be an open immersion with closed complement Y .

Let F be a pseudo-
asque complex of presheaves on ZAR

X

with shea��cation

~

F .

a) There are natural isomorphisms

H

i

sT

(X rel Y;K(

~

F)) �! H

i

ZAR

(X; j

!

j

�

~

F)) :

b) If

~

Y ! Y is a morphism with cohomological descent for

~

F , then we get a natural

isomorphism

H

i

sT

(X rel cosk

0

(

~

Y =Y );K(

~

F))

�

=

�! H

i

ZAR

(X; j

!

j

�

~

F) :

Proof. By B.3.4 the left-hand side of a) is canonically isomorphic to the cohomology

of

F(C(Y

i

�! X))

�

=

Cone

�

F(X)

F(i)

���! F(Y )

�

[�1]

where the right hand side is the cone in the category of cohomological complexes. We

assume without loss of generality that

~

F is a 
asque complex. The key point is the

short exact sequence of complexes of sheaves on X

0 �! j

!

j

�

~

F �!

~

F �! i

�

i

�

~

F �! 0 :

It induces a canonical quasi-isomorphism of complexes

j

!

j

�

~

F �! Cone

�

~

F ! i

�

i

�

~

F

�

[�1] :

We now take R�

Zar

(X; � ) of the right-hand side. Because F was assumed to be

pseudo-
asque the morphism

Cone (F(X)! F(Y )) �! Cone

�

~

F(X)!

~

F(Y )

�

:

is a quasi-isomorphism. This last fact follows from B.3.4 and B.3.2. (Of course it can

also be proved, even more easily, in terms of complexes of abelian groups rather than

Documenta Mathematica 3 (1998) 27{133



116 Annette Huber, J

�

org Wildeshaus

simplicial abelian groups.) In the case of a morphism

~

Y ! Y with cohomological

descent the left hand side of the statement is by B.3.4 given by the cohomology of

Cone

�

F(X)! F(cosk

0

(

~

Y =Y )

�

[�1] :

The natural morphism F(Y ) �! F(cosk

0

(

~

Y =Y )) is a quasi-isomorphism by de�nition

and Lemma B.3.4.

Theorem B.3.7 (Gillet, de Jeu). Let F =

L

i2Z

F(i) be a pseudo-
asque com-

plex of abelian presheaves on the big Zariski site. Assume that F de�nes a twisted

duality theory, i.e., the extra data of [G] Def. 1.1 exist and all conditions of loc. cit.

Def. 1.2 are ful�lled. Then:

� There are Chern class maps of spaces

c

j

: K �! K(

~

F(j)[2j]) :

They induce morphisms

c

j

: H

i

sT

(Y;K) �! H

i+2j

sT

(Y;K(

~

F(j)))

for all spaces Y in sT.

� If Y is a K-coherent space, then the total Chern class c

�

is a morphism of

�-algebras on K{cohomology of Y .

� Let i : Z ! X a closed immersion of smooth S{schemes with open complement

U . The map i

!

: i

�

F(r) j

Z

! F(r + d) j

X

[2d] required in [G] Def. 1.2. induces

push-forward on generalized cohomology. If Y

:

is a space over X as in B.2.18,

then the diagram

Gr

j




K

n

(Y

:

�

X

Z)

Q

i

�

����! Gr

j+d




K

n

(Y

:

)

Q

c

j

?

?

y

?

?

y

c

j+d

H

2j�n

sT

(Y

:

�

X

Z;K(

~

F(j)))

Q

i

!

����! H

2j+2d�n

sT

(Y

:

;K(

~

F(j + d)))

Q

is commutative.

Proof. The construction of the Chern classes is [G] Thm 2.2. Gillet's formulation is

for schemes but he constructs in fact a morphism of spaces (loc. cit. p. 225) so the

results hold for more general spaces (see also [GSo1] 4.1). The assertion on the �-ring

structure is [GSo1] Thm. 7. We sketch the idea: Everything is de�ned on the level

of coe�cients, so it does not depend on Y . Compatibility with multiplication is [G]

2.3.2. Compatibility with 
-operators can be checked on the level of universal Chern

classes, i.e., for elements C

i;N

2 H

2i

sT

(BGl

n

;

~

F(i)). Now use the splitting principle

([G] 2.4).

The last part of the proposition is a generalization of Gillet's Riemann-Roch Theorem

[G] 4.1 to spaces of our special type. The proof carries over by the same method as in

the proof of Riemann-Roch for K-cohomology B.2.18. Mutis mutanda the statement

can be found in [Jeu] Lemma 2.13.
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Remark: This will allow to de�ne regulator maps from K-cohomology to the coho-

mology theories we are interested in.

Corollary B.3.8. Let X , Z, d, Y

:

and F be as in the theorem. In addition assume

that F is pseudo-
asque. Let U be the complement of Y in X . We abbreviate

Y

U

= Y

:

�

X

U , Y

Z

= Y

:

�

X

Z and F

j

= K(

~

F(j)). Then there is a natural morphism

of long exact sequences

H

i�1

M

(Y

U

; j) ����! H

i�2d

M

(Y

Z

; j � d) ����! H

i

M

(Y

:

; j) ����! H

i

M

(Y

U

; j)

?

?

y

?

?

y

?

?

y

?

?

y

H

i�1

sT

(Y

U

; F

j

)����! H

i�2d

sT

(Y

Z

; F

j�d

) ����!H

i

sT

(Y

:

; F

j

)����!H

i

sT

(Y

U

; F

j

)

=

?

?

y

=

?

?

y

=

?

?

y

=

?

?

y

h

i�1

F(j)(Y

U

)����!h

i�2d

F(j � d)(Y

Z

)����! h

i

F(j)(Y

:

)����! h

i

F(j)(Y

U

)

Proof. We start with the long exact sequences for relative cohomology (B.1.7) with

coe�cients in the spectrum K and in the spectrum K(

~

F). Their compatibility is

nothing but functoriality. Relative cohomology is replaced by cohomology of Y

:

�

X

Z

using B.3.7. Finally we pass to graded pieces of the 
-�ltration. Note that the indices

in the de�nition of motivic cohomology are chosen in a way that they agree with the

indices of other cohomology theories under Chern class maps. Equality of the last

two lines is B.3.4

Note that the last line has nothing to do with generalized cohomology or spaces.

B.4 Continuous Etale Cohomology

There are di�erent ways of de�ning continuous �etale cohomology. We will see that

they all give the same thing.

Fix a number �eld K and a prime l. Let B be an open subscheme of Spec o

K

[1=l]

where o

K

is the ring of integers of K.

Proposition B.4.1 (Deligne, Ekedahl). Let f : Y ! X be a morphism of B-

schemes of �nite type. Then there are triangulated categoriesD

b

c

(X�Z

l

) and D

c

(Y �

Z

l

) admitting the following: there is a t-structure whose heart are the constructible

l-adic systems. There are functors

f

!

; f

�

: D

b

c

(Y �Z

l

) �! D

b

c

(X �Z

l

)

and

f

�

; f

!

: D

b

c

(X �Z

l

) �! D

b

c

(Y �Z

l

)

having all the usual properties of Grothendieck functors.

Proof. This is [Ek] Thm 6.3. In the case B = Spec o

K

[1=l] the category was already

constructed in [D4], 1.1.2.
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Remark: D

b

c

(X � Z

l

) should be thought of as the bounded derived categories of

constructible l-adic sheaves on X

et

. By Ekedahl's construction D

b

c

(X �Z

l

) is a sub-

category of a localization of a subcategory of the derived category of the abelian

category (X

et

)

N

�Z

l

. By this notation Ekedahl means the category of projective sys-

tems of �etale sheaves on X ringed by the projective system Z=l

n

. The four functors

are de�ned on the level of this last derived category. Ekedahl then shows that they

induce well-de�ned functors on D

b

c

(X � Z

l

). In the case B open in Spec o

K

[1=l], we

get away with Deligne's more straightforward construction.

Definition B.4.2 (1. Version). a) For k 2 Z let Z

l

(k) be the constructible l-adic

sheaf on B given by the projective system �


k

l

n

.

b) We de�ne continuous �etale cohomology of s : X ! B by

H

i

cont

(X; k) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0); s

�

Z

l

(k)[i]) :

c) If j : U ! X is an open immersion with complement Y we de�ne relative contin-

uous �etale cohomology by

H

i

cont

(X rel Y; k) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0); j

!

(s � j)

�

Z

l

(k)[i]) :

d) More generally, let M be an object of D

b

c

(X � Z

l

). We de�ne continuous �etale

cohomology of X with coe�cients inM as

H

i

cont

(X;M) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0);M[i]) :

This de�nition allows to derive all the usual spectral sequences from the calculus

of the Grothendieck functors.

Remark: As checked in [H2] x4 this de�nition coincides with Jannsen's original one

in [Jn1] sect. 3. In our case continuous �etale cohomology with coe�cients in a

constructible l-adic sheaf (

~

F

n

)

n

is nothing but the naive lim

 �

H

n

et

(X;

~

F

n

) because all

H

n

et

(X;

~

F

n

) are �nite.

Let us now de�ne continuous �etale cohomology in a way that �ts in with the

setting of the previous section.

Definition B.4.3 (2. Version). Consider the projective system of sheaves

�

�


k

l

n

�

n2N

on the big �etale site over B. Let I be an injective resolution in the

category of projective systems. It is given by a projective system I

n

of injective res-

olutions of �


k

l

n

on the big �etale site with split surjective transition morphisms ([Jn1]

1.1). By taking sections we get a projective system of complexes of Zariski-presheaves

R�

�

�


k

l

n

�

n2N

. The functor R lim

 �

turns it into a complex F

l

(k) of Zariski-presheaves.

For any space X put

H

i

cont

(X; k) = H

i

sT

(X;K(

~

F

l

(k))) :

In particular if � : Y ! X is a morphism of spaces, then we put

H

i

cont

(X rel Y; k) = H

i

sT

(C(�);K(

~

F

l

(k))) :
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Lemma B.4.4. If X is a B-scheme, then both versions of the de�nition of continuous

�etale cohomology agree canonically. If Z ! X is a closed immersion, then the same

is true for both de�nitions of relative continuous �etale cohomology.

Proof. F

l

(X) is nothing but an explicit version of the derived functor R lim

 �

R�(X; � )

from the derived category of projective systems of �etale sheaves to the derived category

of abelian groups. Hence the complex F

l

(X) computes the �rst version of continuous

�etale cohomology. In particular it has the Mayer-Vietoris property. Hence we can

apply the lemmas of the previous section (B.3.4) and get

H

i

sT

(X;K(

~

F

l

)) = h

i

(F

l

(X)) :

To extend the result to relative �etale cohomology we use essentially the same

argument as in B.3.6.b).

Remark: When we say that the isomorphism is canonical, we think in particular of

the following situation: The cartesian diagram of schemes

U

0

j

0

����! X

0

i

0

 ���� Y

0

?

?

y

f

?

?

y

?

?

y

U

j

����! X

i

 ���� Y

x

?

?

g

x

?

?

x

?

?

U

00

j

00

����! X

00

i

00

 ���� Y

00

(f , j open, g, i closed complements) induces a map

H

i

cont

(X rel Y; n)

f

�

�! H

i

cont

(X

0

rel Y

0

; n) ;

which is compatible with the identi�cation. If all schemes are smooth and X

00

inter-

sects Y transversally, then we also get the same long exact sequence

� � � ! H

i�2d

cont

(X

00

rel Y

00

; n� d)! H

i

cont

(X rel Y; n)! H

i

cont

(X

0

rel Y

0

; n)

! H

i+1�2d

cont

(X

00

rel Y

00

; n� d)! � � �

using either de�nition of relative cohomology.

Lemma B.4.5. If

~

Y ! Y is a proper covering (i.e., a proper and surjective map),

then it has cohomological descent for continuous �etale cohomology. In particular if

Y ! X is a closed embedding and

~

Y a proper covering of Y , then there is a natural

isomorphism

H

i

cont

(X rel Y; j) �! H

i

cont

(X rel cosk

0

(

~

Y =Y ); j)

where the right hand side is taken in the sense of spaces.

Proof. Cohomological descent is a consequence of the same descent for �etale coho-

mology with torsion coe�cients prime to the characteristic of the schemes ([SGA4,II],

Exp. Vbis, 4.1.6). By B.3.6.b) the second part follows.
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Proposition B.4.6. On the Zariski site of smooth schemes over B, the presheaf

~

F

l

has the properties of a twisted duality theory. There are regulator maps from

K-cohomology to continuous �etale cohomology

H

i

M

(Y; j) �! H

i

cont

(Y; j)

for all K{coherent spaces Y . They are compatible with pullback, i.e., if f : Y ! Y

0

is a map of K{coherent spaces, we get commutative diagrams

H

i

M

(Y

0

; j)

f

�

����! H

i

M

(Y; j)

c

j

?

?

y

?

?

y

c

j

H

i

cont

(Y

0

; j)

f

�

����! H

i

cont

(Y; j)

:

If i : Z ! X is a closed immersion of smooth schemes (constant codimension d) with

open complement U and Y

:

a space constructed form schemes over X as in B.2.18,

then the regulator is compatible with pushout, i.e., the diagram

H

n�2d

M

(Y

:

�

X

Z; j � d)

i

�

�! H

n

M

(Y

:

; j)

c

j�d

?

?

y

?

?

y

c

j

H

n�2d

cont

(Y

:

�

X

Z; j � d)

i

!

�! H

n

cont

(Y

:

; j)

is commutative.

Proof. We restrict to smooth schemes for simplicity. We have to de�ne the extra-

structure from [G] 1.1 and 1.2. We put

H

i

(X; j) = H

2d�i

cont

(X; d� j)

for a d-dimensional smooth connected scheme. Pull-back on cohomology and pushout

on homology are induced from the functors on sheaves on the �etale site. We do not

work out the details. For a single �etale sheaf �

l

n

this is actually one of Gillet's

examples 1.4 (iii).

There is really only one case when this regulator is understood.

Lemma B.4.7. Let K be a number �eld, o

K

be its ring of integers and l a prime.

Assume 2i� k � 2, then Soul�e's l-adic regulator

K

2i�k

(o

K

[1=l])
Z

l

�! H

k

cont

(Spec o

K

[1=l]; i)

agrees with the one obtained from Prop. B.4.6.

Proof. Put A = o

K

[1=l]. Soul�e's de�nition in [Sou2] is the composition

K

2i�k

(A) �! lim

 �

K

2i�k

(A;Z=l

�

)

lim

 �

c

i;k

����! lim

 �

H

k

et

(A;Z=l

�

(i))
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where c

i;k

is as in [Sou1] II.2.3. There is a natural map of presheaves F

l

(i) !

R�( � ;Z=l

�

(i)). Hence in Gillet's de�nition of Chern classes, we get a commutative

diagram

K

2i�k

(A)

c

i

�! H

k

cont

(SpecA; i)

&

?

?

y

H

k

et

(SpecA;Z=l

�

(i)) :

Hence we only have to consider �nite coe�cients. Furthermore in this simple case of

a regular commutative ring, we do not really need to consider the shea��ed versions

and generalized cohomology. Gillet's construction boils down to a composition of the

Hurewicz-map with universal Chern classes.

For 2i � k � 2, the map c

i;k

is de�ned by the same type of composition ([Sou2] II

2.3.) with the same universal Chern classes.

By the de�nition of K-theory with coe�cients, we have a commutative diagram (loc.

cit. II.2.2) with X = Z

1

BGl(A):

����! �

n

(X)

�l

�

����! �

n

(X) ����! �

n

(X;Z=l

�

) ����!

h

?

?

y

h

?

?

y

?

?

y

h

q

����! H

n

(X;Z)

�l

�

����! H

n

(X;Z) ����! H

n

(X;Z=q) ����! :

For the prime 2 compare also [We].

Theorem B.4.8 (Soul

�

e). Let K be a number �eld, o

K

be its ring of integers and l

any prime. Let S

0

be a �nite set of prime ideals of o

K

and S = S

0

[ flg. Let o

S

be

the localization of o

K

at S. The regulator map

c

j

: H

i

M

(Spec o

S

0

; j)


Q

Q

l

�! H

i

cont

(Spec o

S

; j)

Q

is always injective and an isomorphism for i = 1 and j > 1. We have the following

behaviour for pairs of indices (i; j):

(0; j) j 2 Z isomorphism

(1; j) j < 1 mot. coh. vanishes, l-adic does not in general

(1; 1) injective of �nite codimension

(1; j) j > 1 isomorphism

(2; j) j < 1 conjectured to be isom., i.e., etale coh. to vanish

(2; 1) injective of �nite codimension

(2; j) j > 1 isomorphism, i.e., both vanish

(i; j) else both vanish

Proof. We have

H

i

cont

(Spec o

S

; j)

Q

= H

i

(G

S

;Q

l

(j))

where G

S

is the Galois group of the maximal extension of K that is unrami�ed

outside of S. We �rst check that these groups vanish for i > 2: By [Mi] I Cor. 4.15

all H

i

(G

S

; �


j

l

n

) are �nite. This means that the projective systems for varying n are
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Artin-Rees. We do not get a lim

 �

1

-contribution to continuous cohomology. Moreover,

by loc. cit. I. 4.10.c) the H

i

(G

S

; �


j

l

n

) for i � 3 are 2-torsion. This implies that their

projective limit is 2-torsion. In total we have vanishing cohomology H

i

(G

S

;Q

l

(j))

for i � 3.

The case i = 0 is trivial. H

1

(G

S

;Q

l

(1)) = E

S


 Q

l

where E

S

are the S-units, while

H

1

M

(Spec o

S

0

; 1) = o

�

S

0


Q

l

. ForH

2

(G

S

;Q

l

(1)) (the S-Brauer-group) the codimension

is the same as in the (1; 1){case by Euler-Poincar�e duality (cf. the discussion in

[Jn2] Lemma 2 and Cor. 1.). In the remaining cases, neither motivic (B.2.20) nor

continuous �etale cohomology ([Jn3] Lemma 4) is changed by the inversion of S

0

, at

least up to torsion. We assume S

0

= ;. For odd l, the cases (1; j) and (2; j) for

j > 1 are Soul�e's result in [Sou2] Theorem 1. Note that we are in the range where

the previous lemma applies.

For l = 2, we have to re�ne the argument. On the level of Q

2

-coe�cients we may, by

Galois descent, assume that K contains

p

�1 { note that the only prime which could

possibly ramify in this quadratic extension has been inverted, and hence we get an

�etale extension of rings. By [DwF], Theorem 8.7 and the succeeding remark, we have

surjectivity even for l = 2.

To conclude, we need to show that the Q

2

-vector spaces have the right dimension.

Let j > 1. By [Jn2], proof of Lemma 1, the dimension of

H

i

cont

(Spec o

K

[1=2]; j)

Q

equals the corank of

H

i

cont

(Spec o

K

[1=2];Q

2

=Z

2

(j)) :

By [Sou3], 1.2 and Proposition 2, this corank, for i = 1, equals the rank of the

K{group if and only if

H

2

cont

(Spec o

K

[1=2];Q

2

=Z

2

(j))

is torsion. This in turn follows from [We], Theorem 7.3.

Finally we want to discuss Soul�e's elements in K-theory with coe�cients. Every-

thing is in the setting of simplicial sets and spectra in the usual sense. Generalized

cohomology does not enter. Let � be the sphere spectrum and l

r

a prime power. By

de�nition of the Moore spectrum there is a co�bration sequence

�

l

r

�! �

i

l

r

�!M

l

r

j

l

r

��! S� :

Recall that for the ring of integers in a number �eld A

K

n

(A;Z

l

) = lim

 �

K

n

(A;Z=l

�

) = lim

 �

�

n

(K ^M

l

�

) :

The Moore spectrum has a unique product for l > 2. For l = 2; r � 2 there are two

projective systems of regular product structures on M

l

r

([O], Theorem 2 (a), (b)

and Lemma 5). Together with the product structure on K this de�nes a product on

K

�

(A;Z

l

) for l � 2.
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For d � 2, we de�ne R = Z(�

d

; 1=dl). Recall ([Sou2], Lemma 1, [Sou5], 4.1{4.3)

Soul�e's construction of maps

'

l

: primitive elements of �

d

�! K

2n+1

(R;Z

l

) = K

2n+1

(R)


Z

Z

l

:

The original statement is for odd primes l, but using the above 2-adic product the

construction works without any changes for l = 2. For a primitive d-th root of unity

!, choose some (�

r

)

r�1

2 lim

 �

�

dl

r

satisfying �

l

1

= !. Let (�

r

)

r�1

2 lim

 �

K

2

(R;Z=l

r

)

be the projective system of Bott elements with j

2

r

(�

r

) = �

r

2 K

1

(R). Using the

formalism of norm compatible units developed in [Sou2], one lets '

l

(!) denote the

projective system

�

N

r

((1� �

r

) [ (�

d

r

)

[n

)

�

r

2 lim

 �

K

2n+1

(R;Z=l

r

Z) :

Remark: It is not clear to the authors whether the 2-adic Soul�e elements depend on

the choice of product on the Moore spectrum. By [O] pp. 263{264, the di�erence

between the two regular products � and �

0

on M

2

r

is given by

M

2

r

^M

2

r

j

2

r

^j

2

r

�����! S� ^ S�

�

2

�! �

i

2

r

��!M

2

r

:

Lemma B.4.9. Let � be a root of unity and n � 0. The restriction map from

H

1

cont

(Q(�);Q

l

(n+ 1)) into

H

1

cont

(Q(�

l

1

; �);Q

l

(n+ 1))

Gal(Q(�

l

1

;�)=Q(�))

=

0

@

lim

 �

r�1

�

H

1

cont

(Q(�

l

1

; �); �

l

r

)
 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

=

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

is injective.

Proof. Note that the argument given in the discussion preceding [WiIV], Theorem

4.5 is incorrect since the transition maps

H

1

cont

�

Q(�

l

m

; �); �


(n+1)

l

r

�

�! H

1

cont

�

Q(�

l

m+1
; �); �


(n+1)

l

r

�

are in general not injective. The kernel of the restriction map is given by

H

1

cont

(Q(�

l

1

; �)=Q(�);Q

l

(n+ 1)) :

Since [Q(�

l

; �) : Q(�)] is prime to l, we have to show that

H

1

cont

(Q(�

l

1

; �)=Q(�

l

; �);Z

l

(n+ 1))

is torsion. But the Galois group G of Q(�

l

1

; �)=Q(�

l

; �) is isomorphic to Z

l

, and

hence its �rst cohomology equals the functor of coinvariants. Our claim follows since

n � 0.
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Proposition B.4.10. Let � be a �xed d-th root of unity. The l-adic regulator

r

l

: K

2n+1

(R)


Z

Q

l

! H

1

cont

(Q(�

d

);Q

l

(n+ 1))

takes '

l

(�

b

) to the cyclotomic element in continuous Galois cohomology

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

(in the description of the last lemma) de�ned by Soul�e and Deligne (cf. [Sou2], page

384, [D5], 3.1, 3.3).

Proof. If l is odd, then this is [Sou1], Th�eor�emes 1 and 2. For l = 2 the same is true

using the properties of the 2-adic regulator (see [We]).

B.5 Absolute Hodge Cohomology

Let B = Spec C or B = SpecR in this section.

In A.1.9 a de�nition of absolute Hodge cohomology and relative cohomology for

general varieties over C was given. The variant over R was A.2.6.

By A.1.10 resp. A.2.7 absolute Hodge cohomology of smooth varieties is given

functorially by Beilinson's complexes R�

H

p

( � =B; n).

Lemma B.5.1. These form a pseudo-
asque complex of presheaves on the Zariski site

of smooth B-schemes.

Proof. By construction [B1] they form a presheaf on pairs (U;U) where U is a com-

pacti�cation with complement an NC-divisor. (For more details cf. [H1] Prop. 8.3.3.)

Taking the limit over all choices of U we get the desired presheaf. To say it is pseudo-


asque means that absolute Hodge cohomology has the Mayer-Vietoris property. In

the context of A.1.9 and A.2.6 it is a formal consequence of the existence of triangles

(i

�

i

!

; id; j

�

j

�

) for open immersions j with closed complement i. In the context of [B1]

it follows from the Mayer-Vietoris property of De Rham-cohomology and singular

cohomology.

We now consider the corresponding generalized cohomology.

Definition B.5.2 (2. Version). If X is a space over B, then we de�ne absolute

Hodge cohomology by

H

i

H

p

(X=B; n) = H

i

sT

(X;K(

f

R�

H

p

( � =B; n)) :

If f : Z ! X is a morphism of spaces, then we de�ne relative cohomology

H

i

H

p

(X rel Z=B; n) = H

i

sT

(Cone(f);K(

f

R�

H

p

( � =B; n)) :

Lemma B.5.3. There is a functorial isomorphism between both de�nitions of absolute

Hodge cohomology for a smooth varietyX . If Y ! X is a closed immersion of smooth

schemes, then the same is true for relative cohomology.
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Proof. Lemma B.3.4 and Lemma B.3.6.a).

In order to get the same equalities at least for some singular varieties we have

to check a descent property for Hodge modules. For this we need functoriality of

i

�

i

�

with values in complexes of Hodge modules rather than objects in the derived

category.

Lemma B.5.4. Let X=C be smooth and i : Y ! X a closed reduced subscheme of

pure codimension 1. Let Y =

S

n

i=0

Y

i

. For I � f0; : : : ; ng and M 2 MHM

F

(X) let

i

I

: Y

I

=

\

i2I

Y

i

�! X

j

I

: U

I

= X r

[

i2I

Y

i

�! X

M

I

= j

I!

j

�

I

M 2 MHM

F

(X) :

All Y

I

are equipped with the reduced structure. Then i

I�

i

�

I

M de�nes a functor

fsubsets of f0; : : : ; ngg �! C

b

(MHM

F

(X)) :

Proof. As j

I

is a�ne both j

�

I

and j

I!

map Hodge modules to such. Note that locally

each Y

i

is given by a function f

i

on X . The functor i

I�

i

�

I

has an explicit description

for closed subschemes of the type Y

I

given in the proof of [S2] Prop. 2.19. In fact

i

I�

i

�

I

M = : : : �!

M

I

0

�I;jI

0

j=2

M

I

0

�!

M

I

0

�I;jI

0

j=1

M

I

0

�!M

where the complex sits in degrees less or equal to zero.

Proposition B.5.5. Let X=C be smooth and i : Y ! X a closed subscheme as in

the lemma. Let

~

Y = Y

0

q � � � q Y

n

and

~

Y

:

= cosk

0

(

~

Y =Y )

s

�! Y ;

i.e.,

~

Y

k

=

~

Y �

Y

� � � �

Y

~

Y (k + 1 factors) :

Then the functor s

�

s

�

de�ned by the total complex of the cosimplicial complex

(s

n�

s

�

n

)

n2N

0

is isomorphic to i

�

i

�

.

Proof. Note that

~

Y

k

=

a

I2f0;:::;ng

k+1

Y

I

where Y

I

= Y

fi

0

;:::;i

k

g

in the notation of the previous lemma. LetM be in MHM

F

(X).

By the previous lemma we get indeed a cosimplicial complex hence s

�

s

�

M is a well-

de�ned complex of Hodge modules. Let

~

Y

�

:

be the simplicial subscheme given by

~

Y

�

k

=

a

I=(i

0

�i

1

�����i

k

)

Y

I

s

�

k

�! Y :

Documenta Mathematica 3 (1998) 27{133



126 Annette Huber, J

�

org Wildeshaus

By the Hodge module version of the combinatorial Lemma B.6.2, the morphism

s

�

s

�

M ! s

�

�

s

��

M is a quasi-isomorphism. By de�nition ([S2] 2.19)

i

�

i

�

M =M

f0;:::;ng

!M ;

and this complex is canonically quasi-isomorphic to the total complex of the constant

cosimplicial complex i

�

i

�

M . It is easy to see that the natural morphism

Tot i

�

i

�

M �! s

�

�

s

��

M

is a quasi-isomorphism.

Corollary B.5.6. Let X=B be smooth. Suppose Y ! X is an NC-divisor over B

all of whose irreducible components are smooth over B. Then the group H

i

H

p

(Y=B; j)

as de�ned in A.1.9 resp. A.2.6 is isomorphic to the generalized cohomology group

H

i

H

p

(

~

Y

:

=B; j) and to the same noted group in [B1].

Proof. The condition on Y ensures that

~

Y

:

is indeed a smooth simplicial scheme. It

gives rise to a space over B. Cohomological descent for the coe�cients as in B.5.5

implies cohomological descent for their global sections in the sense of B.3.5. We can

use

~

Y

:

as the smooth proper hyper-covering needed in Beilinson's de�nition. Equality

to the generalized cohomology version is again B.3.4.

This is of course cohomological descent for a closed

�

Cech-covering. We have

restricted to this case which is built into the very de�nition of Hodge modules for

simplicity. There is no reason why there should not be cohomological descent in the

same generality as for constructible sheaves.

Lemma B.5.7. Let X=B be smooth, and Z � X a closed immersion of an NC-

divisor all of whose irreducible components are smooth over B. Let

~

Z

:

be the smooth

simplicial scheme of B.5.5, then there is a canonical isomorphism

H

i

H

p

(X rel Z=B; n) = H

i

H

p

(X rel

~

Z

:

=B; n)

where we use the original de�nition on the left and the second on the right.

Proof. This follows by the general method of B.3.6.b) from the descent property that

we have just established.

Remark: If we had checked cohomological descent in general, then we would get

B.5.6 for arbitrary varieties and B.5.7 for arbitrary closed immersions.

Theorem B.5.8. On the site of smooth schemes over B, the presheaves

R�

H

p

( � =B; n) have the properties of a twisted duality theory. There are regu-

lator maps from K-cohomology to absolute Hodge cohomology

H

i

M

(Y; j) �! H

i

H

p

(Y=B; j)

for all K{coherent spaces Y . They are compatible with pullback, i.e., if f : Y ! Y

0

is a map of K{coherent spaces, we get commutative diagrams

H

i

M

(Y

0

; j)

f

�

����! H

i

M

(Y; j)

c

j

?

?

y

?

?

y

c

j

H

i

H

p

(Y

0

=B; j)

f

�

����! H

i

H

p

(Y=B; j)

:
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If i : Z ! X is a closed immersion of smooth schemes (constant codimension d) with

open complement U and Y

:

a space constructed form schemes over X as in B.2.18,

then the regulator is compatible with pushout, i.e., the diagram

H

n�2d

M

(Y

:

�

X

Z; j � d)

i

�

����! H

n

M

(Y

:

; j)

c

j�d

?

?

y

?

?

y

c

j

H

n�2d

H

p

(Y

:

�

X

Z=B; j � d)

i

!

����! H

n

H

p

(Y

:

=B; j)

is commutative.

Proof. We use Gillet's method B.3.7. All axioms of a twisted duality theory hold e.g.

[H1] Ch. 15. Granted this the proof proceeds as in the l-adic case (B.4.6).

Remark: Recall ([N], (7.1)) that there is a natural transformation from absolute

Hodge to Deligne cohomology. The composition of the above regulator with this

transformation was already constructed in [Jeu], 2.5.

Theorem B.5.9 (Borel). Let K be a number �eld with r

1

real and r

2

pairs of

complex embeddings into C . We consider the ring of integers o

K

as a scheme over Z.

Then the Beilinson regulator

H

i

M

(Spec o

K

; j)


Q

R �! H

i

H

p

((Spec o

K

)

R

=R; j)

is an isomorphism for all pairs (i; j) 6= (0; 0); (1; 1). It is injective of codimension

r

1

+r

2

�1 for (i; j) = (0; 0), and injective of codimension one in the case (i; j) = (1; 1).

Proof. Note that the cohomological dimension of the category of Hodge structures is

1. The case i = 0 is trivial, and the case (1; 1) is Dirichlet's classical result. In [Bo2],

the claim (and much more) is proved for the Borel regulator instead of the Beilinson

regulator. By [Rp], Corollary 4.2, the two regulators coincide up to a non{vanishing

rational factor.

B.6 A Combinatorial Lemma

This section gives a purely combinatorial proof why two conceivable de�nitions of the

�

Cech-nerve of a covering are homotopically equivalent. This is well-known at least

for open coverings and

�

Cech-cohomology (and probably in general). But for lack of

�nding an appropriate reference we work out the combinatorics here.

Let C(n) be the following simplicial set:

C(n)

k

= f1; : : : ; ng

k+1

with the obvious face and degeneracy maps. Let C(n)

�

be the simplicial subset of

simplices whose entries are ordered by �. In fact this is the simplicial version of the

n-simplex.

Suppose we are given a covariant functor from the category of subsets of

f1; : : : ; ng to the category of sets. We get simplicial sets by setting

A(n)

k

=

_

[

I2C(n)

k

A

I

A(n)

�

k

=

_

[

I2C(n)

�

k

A

I
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where A

I

is the value of our functor on the set I = fi

0

; : : : ; i

k

g. Note that the elements

of C(n)

k

are ordered tuples but the value of A

I

does not depend on the ordering.

Lemma B.6.1. If the functor has constant value A, then both simplicial sets have

the homotopy

�

i

�

A(n)

?

:

; ?

�

=

(

A if i = 0,

0 else.

Proof. Obviously it is enough to consider the case A = ?, i.e., of the simplicial sets

C(n)

�

! C(n) themselves. Both simplicial sets satisfy the extension condition [M]

1.3 rather trivially. Hence we can use the combinatorial computation of the homotopy

groups given in [M] Def. 3.6. We immediately get the result.

Proposition B.6.2. For a general functor A the injection A(n)

�

! A(n) of simpli-

cial sets is a weak homotopy equivalence.

Proof. We �lter the simplicial sets C(n)

?

by the simplicial subsets F

i

C(n)

?

of sim-

plices in which at most i di�erent integers occur. This induces a �ltration of the simpli-

cial sets A(n)

?

. Let G

i

A(n)

?

be the co�bre of the co�bration F

i�1

A(n)

?

� F

i

A(n)

?

.

It consists of simplices in which precisely i di�erent integers occur. We argue by

induction on i for all functors A at the same time. There is a long exact homotopy

sequence attached to the co�bration sequence

F

i�1

A(n)

?

�! F

i

A(n)

?

�! G

i

A(n)

?

:

By induction it su�ces to show that all co�bres G

i

A(n)=(G

i

A(n)

�

) are weakly equiv-

alent to the �nal object ?. The co�bre decomposes into a union of simplicial sets

corresponding to a di�erent choice of i elements in f1; : : : ; ng each. If su�ces to

prove acyclicity for one choice e.g for the subset f1; : : : ; ig. Hence we only have to

consider G

i

A(i)=G

i

A(i)

�

. But this last co�bre is isomorphic to G

i

B(i)=G

i

B(i)

�

where B is the functor with constant value A

f1;:::;ig

. For i > 1 it is easy to see that

�

0

G

i

B(i)=G

i

B(i)

�

= ?. By B.6.1 the quotients B(n)=B(n)

�

are acyclic for all n. Us-

ing the same co�bration sequence as for A and the inductive hypothesis this implies

that all G

i

B(i)=G

i

B(i)

�

are acyclic.

Note that A could also be a functor to the category of abelian groups or to the

dual of the category of abelian groups.
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