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algebra U(gln) of the general linear Lie algebra gln are presented. The two families of central
elements in question are the ones expressed respectively by the determinants and the permanents:
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Introduction

For the universal enveloping algebra U(gln) of the general linear Lie algebra gln,
several explicit families of central elements are known. In the present paper we
treat the relations between the two well-known families: one expressed in terms of
determinants, known as the Capelli elements, and the other in terms of permanents
(see, e.g., [Ca2], [HU], [Na1], [MN] and [U4]). Explicit forms of these central
elements are given as follows:

Ck(u) =
1
k!

∑
σ∈Sk

∑
1≤i1,··· ,ik≤n

sgn(σ)
∏
s

(Eiσ(s)is
+ (k − s − u) · δiσ(s)is

),

Dk(u) =
1
k!

∑
σ∈Sk

∑
1≤i1,··· ,ik≤n

∏
s

(Eiσ(s)is
− (k − s − u) · δiσ(s)is

).

Here u is a parameter and {Eij} are the standard basis elements of gln given by the
matrix units. The factors in the product with index s = 1, 2, · · · , k are arranged
from left to right.

The Ck and Dk and their relations may also be described using Yangians (see
Theorem 3 in [Na1], and also [MN], [M2], [OO]). Classically such relations have
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well-understood counterparts in the theory of symmetric polynomials. In this con-
nection, Ck = Ck(0) and Dk = Dk(0) correspond respectively to the elementary
symmetric polynomials and the complete homogeneous polynomials, so that their
generating functions are essentially reciprocal. The explicit relations for the coeffi-
cients of the generating functions are sometimes attributed to Wronski (see p. 114
of [A] and p. 71 of [T1]). We thus call the analogous relations between the central
elements Ck(u) and Dk(u) the Wronski relations for U(gln).

Another interesting aspect of the Wronski relations is seen in a cohomological
interpretation via the Koszul complex. They may be deduced from the exactness
of the Koszul complex and the Euler–Poincaré principle (cf. §9.3 in [B]). In this
paper, we use these ideas to find the explicit relations between the Ck(u) and
Dk(u).

The main results in the present paper are the following:

Wronski Relations (Theorem 4.3). For N ≥ 1, we have

N∑
k=0

(−)k Dk(u)CN−k(N − 1 − u) = 0, (1)

N∑
l=0

(−)l Cl(l − 1 − v)DN−l(v − l) = 0. (2)

Wronski Formulas (Theorem 4.4). The central elements Dk(u) are Ck(u) are
respectively written in terms of each other by means of the following determinantal
formulas:

Dk(u) = det




C1(−u) C2(1 − u) · · · Ck−1(k − 2 − u) Ck (k − 1 − u)

1 C1(1 − u) · · · Ck−2(k − 2 − u) Ck−1(k − 1 − u)

1
. . .

...
...

. . . C1(k − 2 − u) C2(k − 1 − u)

0 1 C1(k − 1 − u)




,

Ck(u) = det




D1(−u) D2(1 − u) · · · Dk−1(k − 2 − u) Dk (k − 1 − u)

1 D1(1 − u) · · · Dk−2(k − 2 − u) Dk−1(k − 1 − u)

1
. . .

...
...

. . . D1(k − 2 − u) D2(k − 1 − u)

0 1 D1(k − 1 − u)




.
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1. Generalities on the trace

In this section, to make our discussions clear, we gather general properties on the
trace with values in non-commutative algebra. The statements are quite obvious,
so that we omit their proofs.

Throughout this paper, we will work over a fixed ground field K of character-
istic 0. Let V be a K-vector space and A a K-algebra. We consider linear maps Φ
from V to its coefficient extension V ⊗A = V ⊗KA:

Φ : V −→ V ⊗A.

Our object in this section is the A-valued trace Tr(Φ) of linear maps of this type.
When V is finite-dimensional, the trace Tr(Φ) is defined in the usual manner that

Tr(Φ) =
n∑

j=1

Φjj

for Φ(vj) =
∑n

i=1 vi⊗Φij , where {vi}n
i=1 is a basis of V , and it is obvious that the

definition does not depend on the choice of basis. Hereafter when we consider the
traces, we always assume that the base vector spaces V are finite-dimensional.

Lemma 1.1. Assume that the following diagram commutes:

V
f−−−−→ W

Φ

� Ψ

�
V ⊗A −−−−→

f⊗1
W⊗A.

Then we see
(1) Φ(Ker f) ⊂ Ker f ⊗A,
(2) Ψ(Im f) ⊂ Im f ⊗A,
(3) Tr(Φ) = Tr(Φ|Ker f ) + Tr(Ψ|Im f ).

Corollary 1.2 (Euler–Poincaré Principle). Assume that didi−1 = 0 holds for all
i in the first row of the following commutative diagram:

· · · −−−−→ V i−1 di−1

−−−−→ V i di

−−−−→ V i+1 −−−−→ · · ·
Φi−1

� Φi

� Φi+1

�
· · · −−−−→ V i−1⊗A −−−−−→

di−1⊗1
V i⊗A −−−−→

di⊗1
V i+1⊗A −−−−→ · · · .
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Then Φi induces a linear map Hi(Φ) : Hi(V ) → Hi(V ⊗A) = Hi(V )⊗A of the
cohomologies, and the following equality holds if the complex is finite

∑
i

(−)i Tr(Φi) =
∑

i

(−)i Tr(Hi(Φ)).

For two linear maps Φ : V → V ⊗ A and Ψ : W → W ⊗ A, we define their
product

Φ×Ψ : V ⊗ W −→ V ⊗ W⊗A
via the multiplication of A. To be more explicit, let (Φpi) and (Ψqj) be the matrix
expressions of Φ and Ψ with respect to bases {vi} and {wj} of V and of W . Then
we have

(Φ×Ψ)(vi ⊗ wj) =
∑
p,q

vp⊗ wq⊗ ΦpiΨqj . (1.1)

We can also flip the multiplication through the isomorphism ˇ: V ⊗ W � W ⊗ V ,
and define Ψ ×̌Φ =ˇ(Φ × Ψ)̌ . The explicit expression for this flipped product is
given by

(Ψ ×̌Φ)(vi ⊗ wj) =
∑
p,q

vp⊗ wq⊗ ΨqjΦpi. (1.2)

The associative laws for these products are seen as

(Φ1 × Φ2) × Φ3 = Φ1 × (Φ2 × Φ3), (1.3)
(Φ3 ×̌Φ2) ×̌Φ1 = Φ3 ×̌ (Φ2 ×̌Φ1). (1.4)

More generally, we may consider similar products composed with the permutations
of the base vector spaces when the the number of the factors is more than two.
But we will not go into further details for such generalizations here.

For the trace of the product, the following are easily seen from the expressions
(1.1) and (1.2).

Lemma 1.3. For linear maps Φ : V → V ⊗ A and Ψ : W → W ⊗ A, the
traces of their products × and ×̌ are given by Tr(Φ × Ψ) = Tr(Φ)Tr(Ψ) and
Tr(Ψ ×̌Φ) = Tr(Ψ)Tr(Φ).

2. Koszul complex

In this section, we review first basic facts on the usual Koszul (or polynomial coef-
ficient de Rham) complex (cf. [H1] and [H2]) to fix the notation for the coefficient
extension.
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Let Pn = K[x1, x2, · · · , xn] be the polynomial ring in n variables and Λn the
exterior algebra generated by the n elements e1, e2, · · · , en subject to the relations
eiej + ejei = 0. We consider the polynomial coefficient exterior algebra Ωn =
Pn ⊗Λn endowed with the usual algebra structure, where the two subalgebras Pn

and Λn commute. Both Pn and Λn have the natural graded structures, and we
denote their homogeneous pieces of degrees k and l by Pk

n and Λl
n respectively.

The degree operators on these gradation are written as degP and degΛ. We write
Ωk,l

n = Pk
n ⊗ Λl

n, and we sometimes abbreviate to write them as Ωk,l = Ωk,l
n .

We denote the exterior derivative by d and its dual operation by d∗:

d =
n∑

i=1

ei ∂i, d∗ =
n∑

i=1

xi �i

Here ei and xi are the multiplication operators in Ωn, and ∂i and �i are respectively
the operators of partial derivation and inner derivation. Among them the canonical
commutation and anti-commutation relations hold:

∂ixj − xj∂i = δij , �iej + ej�i = δij .

Here the symbol δij is Kronecker’s delta. From these relations, we see d2 =
0, d∗2 = 0 and

dd∗ + d∗d = degP + degΛ . (2.1)

Let us consider the following two complexes:

KN : 0 −→ ΩN,0 d−→ ΩN−1,1 d−→ · · · d−→ Ω0,N −→ 0,

and
K∗

N : 0 ←− ΩN,0 d∗
←− ΩN−1,1 d∗

←− · · · d∗
←− Ω0,N ←− 0.

From (2.1), these complexes are exact except for N = 0.

For an associative K-algebra A, we make the coefficient extension Ω ⊗ A of
Ω. Then with the differentials d ⊗ 1, d∗ ⊗ 1 acting trivially on A, we can regard
Ω⊗A as complexes. For simplicity, we use the notation d, d∗ for these d⊗1, d∗⊗1.
Also the gradings and the degree operators degP and degΛ in Ω can be naturally
extended to Ω ⊗A.

For ϕ,ψ ∈ Ωn ⊗A, the following derivation rules are seen from the definitions:

d(ϕψ) = dϕ·ψ + ϕ·dψ, d∗(ϕψ) = d∗ϕ·ψ + (−)degΛ(ϕ)ϕ·d∗ψ. (2.2)

The exactness of the Koszul complex and Corollary 1.2 imply the following
general result:

Lemma 2. If a set of linear maps

Φk,l : Ωk,l −→ Ωk,l ⊗A
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commutes with the differential d (or d∗), then for N ≥ 1 we have
N∑

k=0

(−)k Tr(Φk,N−k) = 0.

In the next section, for the case of the universal enveloping algebra A = U(gln),
we will construct explicitly such families of linear maps commuting with the dif-
ferential operators d and d∗.

3. Linear maps with coefficients in U(gln)

In this section, we work in the algebra Ωn⊗U(gln), in which the algebra structure
is defined so that two subalgebras Ωn and U(gln) commute.

Let us introduce some notation. For the element Eij of gln corresponding to
the matrix unit, we put

Eij(u) = Eij + uδij

with a parameter u. Define the two types of elements by

ηi(u) =
n∑

p=1

xpEpi(u) ∈ Pn ⊗ U(gln) ⊂ Ωn ⊗ U(gln),

ωj(v) =
n∑

q=1

eqEqj(v) ∈ Λn ⊗ U(gln) ⊂ Ωn ⊗ U(gln).

Their commutation relations are given as follows:

Lemma 3.1. For any parameters u, v and z, we have

ηi(u − 1)ηj(u) − ηj(u − 1)ηi(u) = 0, (1)
ωi(v)ωj(v − 1) + ωj(v)ωi(v − 1) = 0, (2)
ωj(u)ηi(v) − ηi(u)ωj(v) = xjωi(z) − ηj(z)ei. (3)

Proof. These three assertions can be proved by direct computations, which are
similar to each other. Since the proofs for (1) and (2) are found, e.g., in [U1–U4]
and [IU], we give only the proof of (3) here. Compute the commutator:

[ωj(v), ηi(u)] = [ωj , ηi] =
∑
p,q

xpeq[Eqj , Epi]

=
∑
p,q

xpeq(δjpEqi − δiqEpj)

=
∑

q

xjeqEqi −
∑

p

xpeiEpj

= xjωi − ηjei = xjωi(z) − ηj(z)ei.
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This proves (3) as desired. �

Let I = (i1, i2, · · · , ir) be an r-tuple of non-negative integers with 1 ≤ ik ≤ n.
We write r = |I|. The symmetric group Sr of r letters naturally acts on the set
of such r-tuples by

(i1, i2, · · · , ir)σ = (iσ(1), iσ(2), · · · , iσ(r)).

We write xI = xi1xi2 · · ·xir
and eI = ei1ei2 · · · eir

. It is clear that

x Iσ

= xI , e Iσ

= sgn(σ) eI .

Furthermore we define for r = |I|,

η(I)(u) = ηi1(u − r + 1)ηi2(u − r + 2) · · · ηir
(u), (3.1)

ω(I)(v) = ωi1(v)ωi2(v − 1) · · ·ωir
(v − r + 1). (3.2)

From the commutation relations (1) and (2) in Lemma 3.1, we see

η(Iσ)(u) = η(I)(u), ω(Iσ)(v) = sgn(σ)ω(I)(v). (3.3)

These relations assure that the two assignments given by

EEE(u)P : xI 
→ η(I)(u), EEE(v)Λ : eI 
→ ω(I)(v)

are well-defined, so that we obtain the linear maps

EEE(u)P : Pn −→ Pn ⊗ U(gln), EEE(v)Λ : Λn −→ Λn ⊗ U(gln).

The restrictions of these maps to the homogeneous pieces will be simply denoted
by EEE(u)P

k

= EEE(u)P |Pk and EEE(u)Λk

= EEE(u)Λ|Λk .
From the definitions of these EEE(u)P and EEE(u)Λ and the products × and ×̌ in

§1, we see the following product formulas according to the decompositions Pk+h =
Pk ⊗ Ph and Λh+l = Λh ⊗ Λl:

EEE(u)P
k+h

= EEE(u − h)P
k ×EEE(u)P

h

, (3.4)

EEE(u)P
k+h

= EEE(u − k)P
h ×̌EEE(u)P

k

, (3.4∨)

EEE(v)Λh+l

= EEE(v)Λh ×EEE(v − h)Λl

, (3.5)

EEE(v)Λh+l

= EEE(v)Λl ×̌EEE(v − l)Λh

. (3.5∨)

Combining these two linear maps EEE(u)P and EEE(u)Λ, we can construct the linear
maps of the following type:

EEE(u)P×EEE(v)Λ : Ωn −→ Ωn ⊗ U(gln),
EEE(v)Λ ×̌EEE(u)P : Ωn −→ Ωn ⊗ U(gln).
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From the associativity (1.3) and (1.4) of the products and the formulas (3.4), (3.5),
(3.4∨), (3.5∨) above, we also have the following product formulas.

EEE(u)P
k+h×EEE(v)Λl

= EEE(u − h)P
k× (EEE(u)P

h×EEE(v)Λl

), (3.6)

EEE(u)P
k×EEE(v)Λh+l

= (EEE(u)P
k×EEE(v)Λh

) ×EEE(v − h)Λl

, (3.7)

EEE(v)Λl ×̌EEE(u)P
k+h

= (EEE(v)Λl ×̌EEE(u − k)P
h

) ×̌EEE(u)P
k

, (3.8)

EEE(v)Λh+l ×̌EEE(u)P
k

= EEE(v)Λl ×̌ (EEE(v − l)Λh ×̌EEE(u)P
k

). (3.9)

We remark that the maps of this type with arbitrary parameters do not commute
with the differentials d, d∗ in general. However, if we chose the parameters u, v
correctly, the maps EEE(u)P × EEE(v)Λ do commute with the differentials. We will
establish this kind of commutativity in Theorem 3.3 and Theorem 3.3∗ after several
computations. We point out here that our goal is somewhat delicate. As stated
in §2, the differentials d, d∗ for the complex whose coefficients are extended by
U(gln), are to act trivially on U(gln). By definition we have dηi(u) = ωi(u) and
d∗ωj(v) = ηj(v). From these and the derivation rule (2.2), we see that, for example,
dη(I)(u) is computed as the sum of the terms

ηi1(u − r + 1) · · · ηip−1(u − r + p − 1)ωip
(u − r + p)ηip+1(u − r + p + 1) · · · ηir

(u)

for 1 ≤ p ≤ r = |I|. For the proof the commutativity of the differential d with
the map of the form EEE(u)P×EEE(v)Λ thus needs manipulation of the commutation
relations among the factors, which are by no means obvious.

To make our computations clearer, we introduce some notation. For the r-tuple
I = (i1, i2, · · · , ir), we denote by

I(p) = (i1, · · · , ip−1, ip+1, · · · , ir)

the (r − 1)-tuple with the p-th component dropped from I. Using this, we see

dxI =
|I|∑

p=1

xI(p)
eip

, d∗eI =
|I|∑

p=1

(−)p−1xip
eI(p)

. (3.10)

Furthermore as a computational tool, we introduce the difference operator ∆ de-
fined by ∆ϕ(u) = ϕ(u + 1) − ϕ(u). Then we have

∆(ϕ(u)ψ(u)) = ∆ϕ(u)·ψ(u) + ϕ(u + 1)·∆ψ(u), (3.11)
∆(ϕ(u)ψ(u)) = ∆ϕ(u)·ψ(u + 1) + ϕ(u)·∆ψ(u). (3.12)

Note that these are valid even when ϕ(u) and ψ(u) do not necessarily commute.
We apply these formulas repeatedly to the products (3.1) and (3.2). Then we see

∆η(I)(u) =
|I|∑

p=1

xip
η(I(p))(u) (3.13)

∆ω(I)(v) =
|I|∑

p=1

(−)p−1eip
ω(I(p))(v) (3.14)
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The following computations are crucial in this paper.

Lemma 3.2. We have

dη(I)(u) = (EEE(u)P×EEE(u − |I| + 1)Λ)(dxI), (1)

and also
d∗ω(I)(v) = (EEE(v − |I| + 1)P×EEE(v)Λ)(d∗eI). (2)

Proof for (1). We prove (1) by induction on r = |I|. When r = 1, the assertion is
clear. Assume that we have proved the formula for the r-tuples I = (i1, i2, · · · , ir),
and we put J = (i1, i2, · · · , ir, ir+1). In the calculation below, we sometimes
abbreviate i = ir+1. Then we see η(J)(u) = η(I)(u − 1)ηi(u). By the derivation
rule (2.2), we have

dη(J)(u) = dη(I)(u − 1)ηi(u) + η(I)(u − 1)ωi(u).

From (3.10) and the definition, our induction assumption turns to be

dη(I)(u) =
∑

1≤p≤r

η(I(p))(u)ωip
(u − r + 1).

Then the first term in dηJ(u) can be computed by Lemma 3.1 (3) with z = u as:

dη(I)(u − 1)ηi(u) =
∑

1≤p≤r

η(I(p))(u − 1)ωip
(u − r)ηi(u)

=
∑

1≤p≤r

η(I(p))(u − 1)ηi(u)ωip
(u − r)

+
∑

1≤p≤r

η(I(p))(u − 1)(xip
ωi(u) − ηip

(u)ei)

=
∑

1≤p≤r

η(J(p))(u)ωip
(u − r)

+
∑

1≤p≤r

xip
η(I(p))(u − 1)ωi(u) −

∑
1≤p≤r

η(I)(u)ei

=
∑

1≤p≤r

η(J(p))(u)ωip
(u − r) + ∆η(I)(u − 1)ωi(u) − rη(I)(u)ei.

Here for the middle term in the last line, we have used (3.13). For the second term
in dηJ(u), we have an easy relation

η(I)(u)ωi(u − r) − η(I)(u − 1)ωi(u) = ∆η(I)(u − 1)·ωi(u) − rη(I)(u)ei.
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Then plugging this into the first term, we see

dη(J)(u) =
∑

1≤p≤r

η(J(p))(u)ωip
(u − r) + η(I)(u)ωi(u − r)

=
∑

1≤p≤r+1

η(J(p))(u)ωip
(u − r).

This concludes the induction.

Proof for (2). As above we prove (2) by induction on r = |I| and the proof is
parallel to (1). Let J = (i0, i1, · · · , ir) and I = (i1, · · · , ir). We sometimes write
i0 = i for simplicity. The induction assumption for r can be given in the form

d∗ω(I)(v) =
r∑

p=1

(−)p−1ηip
(v − r + 1)ω(I(p))(v).

Since ω(J)(v) = ωi(v)ω(I)(v − 1), we have

d∗ω(J)(v) = ηi(v)ω(I)(v − 1) − ωi(v)d∗ω(I)(v − 1).

From the induction assumption, the second term can be computed by (3) of Lemma
3.1 (3) with z = v:

ωi(v)d∗ω(I)(v) =
∑

1≤p≤r

(−)p−1ωi(v)ηip
(v − r)ω(I(p))(v − 1)

=
∑

1≤p≤r

(−)p−1ηip
(v − r)ωi(v)ω(I(p))(v − 1)

+
∑

1≤p≤r

(−)p−1(xiωip
(v) − ηi(v)eip

)ω(I(p))(v − 1)

=
∑

1≤p≤r

(−)p−1ηip
(v − r)ω(J(p))(v)

+
∑

1≤p≤r

xiω
(I)(v) −

∑
1≤p≤r

(−)p−1ηi(v)eip
ω(I(p))(v − 1)

=
∑

1≤p≤r

(−)p−1ηip
(v − r)ω(J(p))(v)

+ rxiω
(I)(v) − ηi(v)∆ω(I)(v − 1).

Here for the last term in the last line, we used (3.14). For the first term in d∗ωJ (v),
note the relation

ηi(v)ω(I)(v − 1) − ηi(v − r)ω(I)(v) = rxiω
(I)(v) − ηi(v)∆ω(I)(v − 1).
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Plugging this into the above, we see

d∗ω(J)(u) = ηi(v − r)ω(I)(v) −
∑

1≤p≤r

(−)p−1ηip
(v − r)ω(J(p))(v)

=
∑

0≤p≤r

(−)pηip
(v − r)ω(J(p))(v).

This completes the induction as desired. �

Lemma 3.2∨. We have

dη(I)(u) = (EEE(u)Λ ×̌EEE(u − 1)P)(dxI), (1)

and also
d∗ω(I)(v) = (EEE(v − 1)Λ ×̌EEE(v)P)(d∗eI). (2)

Since the proofs for this lemma are quite parallel to those for Lemma 3.2, we
omit the proofs.

Theorem 3.3. The linear maps

EEE(u)P
k×EEE(u − k)Λl

: Ωk,l
n −→ Ωk,l

n ⊗ U(gln)

and
EEE(v)Λl ×̌EEE(v − l)P

k

: Ωk,l
n −→ Ωk,l

n ⊗ U(gln)

commute with the differential d of the Koszul complex.

Proof. What we need to prove are

d(EEE(u)P
k×EEE(u − k)Λl

) = (EEE(u)P
k−1×EEE(u − k + 1)Λl+1

)d (1)

and
d(EEE(v)Λl ×̌EEE(v − l)P

k

) = (EEE(v)Λl+1 ×̌EEE(v − l − 1)P
k−1

)d. (2)

Lemma 3.2 (1) and Lemma 3.2∨ (1) show that (1) and (2) are true for Ωk,0
n . To

obtain the general formulas, we combine the associativity (3.7) and (3.9) with the
formulas (4), (5) below.

Let ϕ ∈ Ωn ⊗U(gln) and ψ ∈ Λn ⊗U(gln). Then from the derivation rule (2.2)
and dψ = 0, we see

d(ϕψ) = dϕ · ψ, d(ψϕ) = ψ · dϕ. (3)
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These assure that the operator d commutes with the multiplications ×EEE(v)Λ and
EEE(v)Λ ×̌ . In fact, for any linear map Φ from Ωn to Ωn ⊗ U(gln), we have

d(Φ ×EEE(v)Λ) = dΦ ×EEE(v)Λ, (Φ ×EEE(v)Λ)d = Φd ×EEE(v)Λ; (4)
d(EEE(v)Λ ×̌Φ) = EEE(v)Λ ×̌ dΦ, (EEE(v)Λ ×̌Φ)d = EEE(v)Λ ×̌Φd. (5)

By (4), Lemma 3.2 (1) and (3.7), we see for (1)

d(EEE(u)P
k×EEE(u − k)Λl

) = dEEE(u)P
k ×EEE(u − k)Λl

= (EEE(u)P
k−1×EEE(u − k + 1)Λ1

)d ×EEE(u − k)Λl

= ((EEE(u)P
k−1×EEE(u − k + 1)Λ1

) ×EEE(u − k)Λl

)d

= (EEE(u)P
k−1×EEE(u − k + 1)Λl+1

)d,

and for (2) by (5), Lemma 3.2 (2) and (3.9)

d(EEE(v)Λl ×̌EEE(v − l)P
k

) = EEE(v)Λl ×̌ dEEE(v − l)P
k

= EEE(v)Λl ×̌ (EEE(v − l)Λ1 ×̌EEE(v − l − 1)P
k−1

)d

= (EEE(v)Λl ×̌ (EEE(v − l)Λ1 ×̌EEE(v − l − 1)P
k−1

))d

= (EEE(v)Λl+1 ×̌EEE(v − l − 1)P
k−1

)d.

These prove the assertions (1) and (2). �

The following theorem is parallel to Theorem 3.3.

Theorem 3.3∗. The linear maps

EEE(v − l)P
k×EEE(v)Λl

: Ωk,l
n −→ Ωk,l

n ⊗ U(gln)

and
EEE(u − k)Λl ×̌EEE(u)P

k

: Ωk,l
n −→ Ωk,l

n ⊗ U(gln)

commute with the differential d∗ of the Koszul complex.

Proof. The proofs for these assertions are similar to those for Theorem 3.3, so that
we avoid the repetition. Use Lemma 3.2 (2), Lemma 3.2∨ (2), (3.6) and (3.8) here,
in place of Lemma 3.2 (1), Lemma 3.2∨ (1), (3.7) and (3.9) for Theorem 3.3. �
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4. Relations between certain central elements in U(gln)

Theorems 3.3 and 3.3∗ combined with Lemma 1.3 and Lemma 2 show the following:

Theorem 4.1. For N ≥ 1, we have

N∑
k=0

(−)k Tr(EEE(u)P
k

)Tr(EEE(u − k)ΛN−k

) = 0, (1)

N∑
l=0

(−)l Tr(EEE(v)Λl

) Tr(EEE(v − l)P
N−l

) = 0, (2)

and

N∑
l=0

(−)l Tr(EEE(v − l)P
N−l

)Tr(EEE(v)Λl

) = 0, (3)

N∑
k=0

(−)k Tr(EEE(u − k)ΛN−k

)Tr(EEE(u)P
k

) = 0. (4)

Note that the difference between the relations (1) and (4) (or respectively (2)
and (3)) is only in the order of multiplication of Tr(EEE(u)P

k

) and Tr(EEE(v)Λl

).
Actually since these traces Tr(EEE(u)P

k

) and Tr(EEE(v)Λl

) are seen to be central in
U(gln), the equalities (1) and (4) (or respectively (2) and (3)) express substantially
the same identity.

To take a closer look at these traces, recall the action of the symmetric group
Sr on the set of r-tuples as described in §3. In the Sr-orbit ISr of an r-tuple I,
there is a unique r-tuple I� = (j1, j2, · · · , jr) satisfying 1 ≤ j1 ≤ j2 ≤ · · · ≤ jr ≤ n.
Let αp be the multiplicity of the letter p in I. Then the I� takes the form

I� = (

α1︷ ︸︸ ︷
1, · · · , 1,

α2︷ ︸︸ ︷
2, · · · , 2, · · · ,

αn︷ ︸︸ ︷
n, · · · , n ).

In this way, the representative I� of the Sr-orbit is identified with the multi-index
α = (α1, α2, · · · , αn) consisting of non-negative integers. For a multi-index α,
we denote by Iα the corresponding r-tuple with non-decreasing entries, and by
iα the i-th component of Iα, i.e., Iα = (1α, 2α, · · · , rα). As usual we put |α| =
α1 +α2 + · · ·+αn = r and α! = α1!α2! · · · αn!. Identifying the multi-index α with
Iα, we use the notation xα = xIα = xα1

1 xα2
2 · · ·xαn

n and eα = eIα = eα1
1 eα2

2 · · · eαn
n .

For the latter eα = 0 if some of αp is greater than 1. It is clear that the set
{xα ; |α| = k} forms a basis of Pk

n and that the set {eα ; |α| = l, αp ∈ {0, 1}} forms
a basis of Λl

n.
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With this notation, we can describe how to use multi-indices to form a matrix
Aαβ from a given n × n matrix. More specifically, for an n × n matrix A and for
multi-indices α, β, we denote by Aαβ the |α|×|β| matrix whose (i, j) component is
given by Aαβ

ij = Aiαjβ
. Note that if all the components of α, β consist of either 0 or

1, this Aαβ is nothing but the submatrix whose rows and columns are respectively
determined by Iα and Iβ .

We use this convention for the matrices

EEE = (Eij)n
i,j=1, 111 = (δij)n

i,j=1

to define
EEEαβ

P �(u) = EEEαβ + 111αβ ·(u − diag(r − 1, r − 2, · · · , 1, 0)),

and
EEEαβ

Λ �(u) = EEEαβ − 111αβ ·(u − diag(r − 1, r − 2, · · · , 1, 0)),

for multi-indices α, β with r = |α| = |β|.
For an r×r matrix A = (Aij)r

i,j=1 whose entries are from an associative algebra
A, we define in general its permanent and determinant by

per(A) =
∑

σ∈Sr

Aσ(1)1Aσ(2)2 · · ·Aσ(r)r,

det(A) =
∑

σ∈Sr

sgn(σ)Aσ(1)1Aσ(2)2 · · ·Aσ(r)r.

The matrix element of the linear maps EEE(u)P
k

and EEE(u)Λk

are expressed by
the permanent and the determinant as follows. They are verified by direct com-
putations.

Lemma 4.2. For |β| = k, we have the following

EEE(u)P(xβ) =
∑
|α|=k

xα
per(EEEαβ

P �(u))
α!

,

EEE(v)Λ(eβ) =
∑

|α|=k

eα det(EEEαβ
Λ �(k − 1 − v)).

As the traces of these linear maps, we define

Dk(u) = Tr(EEE(u)P
k

) =
∑
|α|=k

1
α!

per(EEEαα
P �(u)),

Ck(v) = Tr(EEE(k − 1 − v)Λk

) =
∑
|α|=k

det(EEEαα
Λ �(v)),
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and Dk = Dk(0), Ck = Ck(0). Note that the determinant det(EEEαα
Λ �(v)) vanishes

if αp > 1 for some p, so that we may put the restriction αp = 0, 1 on α in the
summation above for Ck(v). We also remark that the expressions of Dk(u) and
Ck(v) introduced above as the traces of the maps EEE(u)P

k

and EEE(u)Λk

give the
basis of the fact that they are central in U(gln) (cf. [Na1], [Ok], [U3], [U4]). It is
easy to see that these Dk(u) and Ck(u) satisfy the difference relations ∆Dk(u) =
(n+k−1)Dk−1(u) and ∆Ck(u) = (k−n−1)Ck−1(u), so that they are respectively
expressed by polynomials in u with coefficients Dk and Ck:

Dk(u) =
k∑

r=0

u(r)
(

n + k − 1
r

)
Dk−r,

Ck(u) =
k∑

r=0

u(r)
(

k − n − 1
r

)
Ck−r,

where u(r) = u(u − 1) · · · (u − r + 1). For the proofs of these expansions, see
[U4, (2.9)] for the Dk case, and [U3, Prop. 4] for the Ck case. Note also that by
definition Ck(v) = 0 for k > n and the expression above for Ck(u) is compatible
with this, because Ck = 0 for k > n. From Theorem 4.1 above, we see

Theorem 4.3 (Wronski Relations). For N ≥ 1, we have

N∑
k=0

(−)k Dk(u)CN−k(N − 1 − u) = 0, (1)

N∑
l=0

(−)l Cl(l − 1 − v)DN−l(v − l) = 0. (2)

One can observe asymmetry in the formulas (1) and (2) in Theorem 4.3. How-
ever, these formulas are converted into the following relations between the two
(infinite) matrices

DDD(u)CCC(u) = 1, CCC(u)DDD(u) = 1, (4.1)

where CCC(u) = (CCC(u)ij)∞i,j=0 and DDD(u) = (DDD(u)ij)∞i,j=0 are the matrices with the
entries

CCC(u)ij = (−)j−iCj−i(j − 1 − u), DDD(u)ij = Dj−i(u − i)

under the conventions Ck(u) = 0 and Dk(u) = 0 for k < 0. Thus the symmetry and
the equivalence between the two formulas in Theorem 4.3 is now clear. (Note that,
since the matrices CCC(u) and DDD(u) are upper triangular (although of the infinite
size), either one of the equations (4.1) does imply the other.) Furthermore, from
(4.1), computing a suitable entry giving Dk(u) and Cl(v) by Cramer’s rule, we
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have the following determinant expressions (cf. [He, p. 17], [KW]). Note that the
formulas in Theorem 4.4 are totally symmetric in Dk(u) and Cl(v).

Theorem 4.4 (Wronski Formulas). An explicit determinant expression of Dk(u)
by Ck(u) is given by the following formula:

Dk(u) = det




C1(−u) C2(1 − u) · · · Ck−1(k − 2 − u) Ck (k − 1 − u)

1 C1(1 − u) · · · Ck−2(k − 2 − u) Ck−1(k − 1 − u)

1
. . .

...
...

. . . C1(k − 2 − u) C2(k − 1 − u)

0 1 C1(k − 1 − u)




.

Also a determinant expression of Cl(u) by Dl(u) is given by

Cl(l−1−v) = det




D1(v) D2(v) · · · Dl−1(v) Dl (v)

1 D1(v − 1) · · · Dl−2(v − 1) Dl−1(v − 1)

1
. . .

...
...

. . . D1(v − l + 2) D2(v − l + 2)

0 1 D1(v − l + 1)




,

or equivalently

Cl(v) = det




D1(l−1−v) D2(l−1−v) · · · Dl−1(l−1−v) Dl(l−1−v)

1 D1(l−2−v) · · · Dl−2(l−2−v) Dl−1(l−2−v)

1
. . .

...
...

. . . D1(1−v) D2(1−v)

0 1 D1(−v)




.

Remark. Via the natural interpretation of the central elements of U(gln) in terms
of symmetric functions, the elements Ck(u) and Dk(u) correspond respectively to
the shifted Schur functions e∗k(x1 − u, · · · , xn − u) and h∗

k(x1 + u, · · · , xn + u).
Then the Wronski formula follows from Proposition 11.5 (Jacobi–Trudy formula)
of [OO]. The author would like to thank the referee for pointing out this fact
together with the reference.



Vol. 78 (2003) Koszul complex and Wronski relations 679

References

[A] A. C. Aitken, Determinants and Matirces, Oliver and Boyed, 1939.
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[Z] D. P. Želobenko Compact Lie Groups and their Representations, Transl. Math. Mono-

graphs 40 Amer. Math. Soc., 1973.

Tôru Umeda

Department of Mathematics

Faculty of Science
Kyoto University
Kyoto 606-8502
Japan

(Received: February 29, 2000)


