
Comment. Math. Helv. 80 (2005), 483–515 Commentarii Mathematici Helvetici
© Swiss Mathematical Society

Selberg’s zeta function and the spectral geometry of geometrically
finite hyperbolic surfaces
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Abstract. For hyperbolic Riemann surfaces of finite geometry, we study Selberg’s zeta function
and its relation to the relative scattering phase and the resonances of the Laplacian. As an appli-
cation we show that the conjugacy class of a finitely generated, torsion-free, discrete subgroup of
SL(2,R) is determined by its trace spectrum up to finitely many possibilities, thus generalizing
results of McKean [20] and Müller [23] to groups which are not necessarily cofinite.

Mathematics Subject Classification (2000). Primary 58J50,35P25; Secondary 47A40.

1. Introduction

A geometrically finite hyperbolic surface is a topologically finite, complete Rieman-
nian surface of constant curvature−1. In this paper we study the Selberg zeta function,
ZX(s) (see §4 for the definition), associated to the length spectrum of a geometri-
cally finite surfaceX. WhenX has infinite area, the discrete spectrum of the positive
Laplacian �X will be finite and possibly empty. The appropriate spectral invariants
at this level of generality are the scattering resonances or simply resonances. These
are the poles of the meromorphic continuation of the resolvent (�X − s(1 − s))−1,
with multiplicities (see §3 for the definition).

Building upon our previous results and the work of Guillopé and Zworski [10],
we exhibit an explicit connection (Theorem 4.1) between Selberg’s zeta function and
a Hadamard product over the resonance set. This yields the following:

Theorem 1.1. Let nC denote the number of cusps of X, and let χ denote the Euler
characteristic of X. The Selberg zeta function ZX extends to a meromorphic func-
tion of order two, with a divisor that can be divided into spectral and topological
components: The spectral zeros of ZX are given by the resonance set RX (with
multiplicities). In addition, ZX(s) has topological zeros at s = −k for k ∈ N0 of
order (2k + 1) · (−χ), and topological poles of order nC at s ∈ 1

2 − N0.
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In the full geometrically finite context, the meromorphic continuation of ZX to
C was proven by Guillopé [7]. If X has finite area, then meromorphic continuation
with the order bound and divisor as given here can be deduced from the Selberg trace
formula (see [12]). In the convex co-compact case (nC = 0) Patterson–Perry [26]
established the order bound, using thermodynamic formalism of Ruelle and Fried,
and also computed the divisor. The thermodynamic formalism does not extend to the
case nC > 0. To prove that Theorem 1.1 holds for all geometrically finiteX requires
a different approach from these previous results.

As in the compact case, one can exploit knowledge of the divisor of the zeta
function to link the resonance set to the length spectrum.

Corollary 1.2. The resonance set determines the length spectrum of X, the Euler
characteristic, χ , and the number of cusps, nC . The length spectrum determines
χ and nC up to a finite number of possibilities. The length spectrum, χ , and nC ,
together determine the resonance set.

At present, we do not know whether the length spectrum (by way of ZX) deter-
mines χ and nC whenX has infinite area and nC > 0. That is, we cannot rule out the
possibility that the resonance set contributes to the multiplicity of each of the zeros of
ZX that lie in 1/2 −N0/2. However, ifX has finite area, the resonances are confined
to a vertical strip, and hence for sufficiently negative k ∈ −N0, the multiplicity of
the zero of ZX equals (2k + 1) · (−χ). And in the convex co-compact case (infinite
area with no cusps), Martin Olbrich has pointed out to us that Corollary 6.9 of [24],
in conjunction with the theory of [4], shows that the multiplicity of resonances at −N

is either zero (for non-elementary groups) or two (for elementary groups). Thus, in
the convex co-compact case χ can be recovered as (ords=−k ZX − ords=−k−1 ZX)/2
for any k ∈ N.1

By combining Corollary 1.2 with methods of Teichmüller theory we obtain the
following application:

Theorem 1.3. LetX be a complete, geometrically finite hyperbolic surface of infinite
area. Then the length spectrum of X determines X up to finitely many possibilities.
In particular, the resonance set determines X up to finitely many possibilities.

Our proof of the first claim in Theorem 1.3 requires Theorem 1.1. Indeed, we
do not know how to obtain bounds on the Euler characteristic without using scat-
tering theory. Examples of non-isometric infinite-area hyperbolic surfaces with the
same resonance set (and hence the same length spectrum) were given by Brooks–
Davidovich [3].

1The possibility of resonances overlapping topological zeros was overlooked in [1], but Olbrich’s result
implies that Theorem 3.1 of that paper is correct as stated.
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If X is connected, then there exists a finitely generated, torsion free, discrete
subgroup, �, of SL(2,R), unique up to conjugation, such that X is the quotient of
the hyperbolic upper half-plane, H, by � acting as Möbius transformations. Con-
versely, any such quotient is a geometrically finite hyperbolic surface. Moreover,
the length spectrum of X equals (twice) the set {cosh(trace(γ )) | γ ∈ �} (including
multiplicities). Thus, from Theorem 1.3 we have

Corollary 1.4. Let � be a finitely generated, torsion-free, discrete subgroup of
SL(2,R) of co-infinite area. Then the set of traces {trace(γ ) | γ ∈ �} (including
multiplicities) determines the conjugacy class of � up to finitely many possibilities.

Theorem 1.3 is due to McKean [20] in the case that X is compact and to Müller
[23] in the case that X has finite area. Corollary 1.4 is also due to McKean [20] in
the case that � is cocompact.

Theorem 1.1 is proven by linking the zeta function to the scattering theory of�X.
For geometrically finite X scattering theory can be set up (following the approach of
Guillopé and Zworski [10], [11]) using a decomposition of the form

X = Z � (C1 � · · · � CnC
) � (F1 � · · · � FnF

)
, (1.1)

where Z is a compact surface, each Fi , 1 ≤ i ≤ nF , is a funnel, and each Cj ,
1 ≤ j ≤ nC , is a cusp (end). This is illustrated in Figure 1. (For an exact description
of funnels and cusps, see §2.) The boundary of Z consists of nF closed geodesics
(uniquely determined) and nC horocycles (the choice of which is not unique) along
which Z is glued to the funnel and cusp ends, respectively. The ideal boundary ∂∞X
is the disjoint union of nC ideal points and nF circles.

C1

C2 Z

F1

∂∞X

∂∞X

horocycle

geodesic

Figure 1. Decomposition of the surface X.

The scattering operator SX(s), described in greater detail in §3, can be viewed as
a map from C∞(∂∞X) to itself, where a “smooth function” on ∂∞X is interpreted as
an element of C

nC ⊕(⊕nF
j=1 C

∞(S1)
)
. Because the funnels are isometric to standard
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models (see §2), one can define relative scattering from the disjoint union

Y = F1 ∪ F2 ∪ · · · ∪ FnF
to X. On each funnel end, the Laplacian �Fj carries Dirichlet boundary conditions
on the closed geodesic which joins Fj to Z. The scattering operator for

⊕nF
j=1�Fj ,

denoted SY (s), is a direct sum of scattering operators for the Dirichlet Laplacians
�Fj , and acts on

⊕nF
j=1 C

∞(S1). If we set

S0(s) =
( nC⊕
j=1

1
)

⊕ SY (s)

(where 1 is the identity map on C) then S0(s) acts on C∞(∂∞X) and the relative
scattering operator

Srel(s) = SX(s)S0(s)
−1

is determinant class. Thus one has a relative scattering determinant:

τX(s) = det(Srel(s)).

In [10], Guillopé and Zworski show that τX(s) extends to the quotient of analytic
functions of order at most four and compute its divisor in terms of the resonance set.
Our proof of Theorem 1.1 in §4 involves establishing the connection between ZX(s)
and τX(s), and then exploiting this information about τX(s). In the course of the
proof we will improve the order bound on τX(s) from four to two.

Acknowledgments. We are grateful to Reza Chamanara and Jeffrey McGowan for
helpful conversations, and to Martin Olbrich for point out to us his results in [24].
We also thank Peter Sarnak for encouraging us to remove the unnecessary geometric
assumptions used in [1].

2. Regularized traces and model problems

We start withX a geometrically finite hyperbolic surface decomposed into a compact
core Z plus cusps Ci and funnels Fj as in (1.1). The cusp and funnel ends are
isometric to standard models which we now describe. Here and in what follows, we
use the upper half-plane model of hyperbolic space: H = {z = x+ iy | y > 0}, with
metric

ds2 = y−2(dx2 + dy2).

For � > 0, denote by �� the abelian discrete group generated by the hyperbolic
isometry z 	→ e� · z. The quotient ��\H is the hyperbolic cylinder with a single
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primitive closed geodesic of length �. It is well-known and easy to see that this
cylinder is isometric to R × R/Z equipped with the metric

dr2 + �2 · cosh2(r) dx2. (2.1)

A funnel is the subspace [0,∞)× R/Z equipped with this metric. In particular, the
boundary, ∂F , of F is a geodesic of length �.

Let�∞ the abelian discrete group generated by the parabolic isometry z 	→ z+1.
For us the horn is the quotient

H = �∞\H.

It is well-known and easy to see that the horn is isometric to R × R/Z equipped with
the metric

dr2 + e−2r dx2.

A cusp end is a subspace of the form [a,∞)×R/Z equipped with this metric. A level
curve of the coordinate r is called a horocycle. In particular, a cusp end is bounded
by a horocycle of r = a. Note that in the decomposition of (1.1) the parameter a can
be chosen to be 0 independent of the surface. This follows from a collar type lemma
for cusps to be found, for example, in [5].

We shall regularize integrals over X by introducing a ‘defining function’ ρ for
the boundary at infinity, Namely, choose ρ ∈ C∞(X) so that in each of the cusp
and funnel ends ρ = e−r with respect to the geodesic coordinate systems introduced
above. With this choice we can define a regularized integral: Suppose f ∈ C∞(X)
is polyhomogeneous in ρ, meaning that it has an asymptotic expansion as ρ → 0 in
powers of ρ and log ρ, with smooth coefficients. (Actually, in our applications below
the expansions involve only powers of ρ, with no log ρ terms.) We then define

0∫
X

f dg = FP
ε↓0

∫
{ρ≥ε}

f dg,

where FP denotes the finite part, meaning that the limit is taken after the divergent
terms in the asymptotic expansion as ε → 0 are subtracted off. The 0-volume of
a region is correspondingly defined as the 0-integral of dg. These regularizations
would depend on the choice of ρ in general. Our definition exploits the canonical
choice of ρ made possible for hyperbolic surfaces by the standard models for the
ends.

Lemma 2.1. With the 0-integral as defined above,

0-vol(X) = −2π · χ,
where χ is the Euler characteristic of X.
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Proof. The area of the region {ρ ≥ ε} ⊂ F is �(ε−1 − ε)/2, so 0-vol(F ) = 0. Hence
0-vol(X) = vol(X \Y ) and the result follows from the Gauss–Bonnet theorem, since
the funnels have geodesic boundary. �

For a smoothing operator T defined on X×X, with continuous kernel KT (x, y)
with respect to Riemannian measure on X, the 0-trace of T is defined by

0-tr T =
0∫
X

KT (z, z) dg(z).

For this to be well-defined, the function KT (z, z) must be polyhomogeneous as a
function of ρ, which will be the case for the operators we consider.

There are two regularized traces formed from the resolvent that will be our main
tools in this paper. LetGX(s; z, z′) denote the Green’s function (the integral kernel of
the resolvent operator RX(s) = (�X − s(1 − s))−1). One way to cancel the kernel’s
singularity on the diagonal so as to produce a trace is to subtract off the Green’s
function for the model hyperbolic space, which has the same diagonal singularity.
This technique was used prominently by Patterson [25]. By liftingGX to H × H, we
can define

ϕX(s; z) = (2s − 1)
[
GX(s; z,w)−GH(s; z,w)

]
w=z,

as a function on H (meromorphic in s). By the invariance properties of the model
hyperbolic Green’s function it is easy to see that ϕX(s) descends to define a smooth
function on X. This function is known to be polyhomogeneous in ρ by the general
theory of [19], [18]. Or, more directly, one can deduce this from Guillopé’s parametrix
construction in §1 of [7]. This construction shows in particular that in the funnel ends,

ϕX(s)|Fj ∈ ρ2sC∞(Fj ), (2.2)

where Fj is the compactification of Fj to the cylinder [0, 1]ρ× (R/Z)x . In the cusps,

ϕX(s)|Cj ∈ ρ2s−2C∞([0, 1]ρ)+ ρ−1C∞([0, 1]ρ)+O(ρ∞). (2.3)

(Coefficients of the asymptotic expansions in the cusps do not depend on the x vari-
able.)

It follows from (2.2) and (2.3) that, as ε → 0,

∫
{ρ>ε}

ϕX(s; z) dg(z) ∼ a(s)+ b0(s) log ε +
∞∑
k=1

bk(s)ε
k +

∞∑
l=0

cl(s)ε
2s−1+l ,
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and all of the coefficients are meromorphic by the meromorphy of the resolvents. For
s �= 1/2 − N0/2 (where N0 = {0} ∪ N) we define the function

X(s) =
0∫
X

ϕX(s; z) dg(z) = a(s), (2.4)

which extends meromorphically to the whole plane because a(s) is meromorphic.
(The formula (2.4) does not apply at the points s ∈ 1/2−N0/2 because the coefficient
cl would also contribute to the 0-integral for s = (1 − l)/2.)

Another function of interest is the renormalized trace of the spectral density:

ϒX(s) = (2s − 1) 0-tr
[
RX(s)− RX(1 − s)

]
. (2.5)

This 0-trace is well defined because the singularities of GX(s, z,w) and GX(1 −
s, z, w) on the diagonal cancel (and again because these kernels are polyhomogeneous
in ρ). By examining the boundary asymptotics as above, we can see that ϒX(s) also
extends meromorphically to the whole plane, although the function is only given by
the formula (2.5) for s /∈ 1

2Z.
As one would expect, X(s) and ϒX(s) are closely related.

Proposition 2.2. With  and ϒ as defined above,

X(s) + X(1 − s) = ϒX(s) + (2s − 1)π · χ(X) cot(πs). (2.6)

Proof. For s /∈ 1
2Z, we have

X(s)+X(1 − s) = (2s − 1)
0∫
X

[
GX(s; z,w)−GX(1 − s; z,w)

−GH(s; z,w)+GH(1 − s; z,w)]
w=z dg(z).

The difference GH(s; z,w) − GH(1 − s; z,w) is continuous, and its restriction to
the diagonal is necessarily a constant since these kernels depend only on d(z,w).
This constant is shown to be (1/2) cot πs in (A.3), and the result then follows from
Lemma 2.1. �

The Selberg zeta function for the cylinder M = ��\H is

ZM(s) =
∏
k≥0

(1 − e−(s+k)�)2.

In Proposition 3.3 of [25] Patterson computed

M(s) = Z′
M

ZM
(s). (2.7)
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where M(s) is the function defined by (2.4).
Now let �F be the Laplacian on F with Dirichlet boundary conditions on the

single closed geodesic bounding F . We shall define

ZF (s) = e−s�/4
∏
k≥0

(1 − e−(s+2k+1)�)2, (2.8)

where � is the length of the geodesic boundary of F .
Technically, X(s) was defined by (2.4) only for X a complete manifold. To

extend this definition to the manifold with boundary, F , we simply apply the same
definition using GF (s) the Green’s function for �F and taking a 0-integral over F
(with regularization needed only at the open end). Together with the definition (2.8),
this allows us to make a statement analogous to (2.7):

Proposition 2.3. For Re(s) > 1/2,

F (s) = Z′
F

ZF
(s). (2.9)

The proof will be deferred to Appendix A.

Since χ(F ) = 0, by Proposition 2.2 we have

ϒF (s) = d

ds
log

(
ZF (s)

ZF (1 − s)

)
. (2.10)

By Fourier analysis in the x variable (in the coordinates (2.1)), one can write�F
as an infinite direct sum of ordinary differential operators on the half-line; see [8] for
details. This leads to the following explicit computation of the resonances of �F as
the set{

ζk,m = −(2k + 1)+ 2πim
�

(with multiplicity 2) | k ∈ N0, m ∈ Z
}
, (2.11)

where � = �(∂F ). We can form a convergent Hadamard product whose zero set is
(2.11):

PF (s) =
∞∏
k=0

∞∏
m=−∞

(1 − s/ζk,m)
2e(2s/ζk,m+(s/ζk,m)2), (2.12)

defining an entire function of order two. Note that (2.11) is also the zero set of ZF
defined in (2.8), and hence

ZF (s) = ep(s) · PF (s) (2.13)

for a polynomial p of order at most two whose coefficients depend only on �.
The calculation of H(s) for the horn H is another special function calculation

which we will defer to Appendix A. The result is:



Vol. 80 (2005) Selberg’s zeta function and spectral geometry 491

Proposition 2.4. For H = �∞\H we have

H(s) = − log 2 −�(s + 1/2)+ 1

2s − 1
, (2.14)

where �(z) is the digamma function �′(z)/�(z).

Because χ(H) = 0, Propositions 2.2 and 2.4 immediately yield:

Corollary 2.5. For H = �∞\H we have

ϒH(s) = − d

ds
log

[
4s
�(s − 1/2)

�(1/2 − s)

]
.

3. Scattering theory

As above,X denotes a geometrically finite hyperbolic surface. We assume thatX has
infinite area (nF ≥ 1), which implies that the positive Laplacian, denoted�X, has at
most finitely many eigenvalues in the interval [0, 1/4] and purely continuous spectrum
in [1/4,∞) (no embedded eigenvalues). The resolventRX(s) = (�X− s(1− s))−1,
initially defined as a meromorphic L2(X)-operator-valued function in the half-plane
Re(s) > 1/2, is known to extend, as an operator from C∞

0 (X) to C∞(X), to a
meromorphic function in C (see [19], [9] if nC = 0 and [10] if nC �= 0). A pole of
RX(s) is called a resonance. We let RX denote the set of resonances, counted with
multiplicity mζ given for ζ �= 1/2 by the rank of the residue of RX(s):

mζ = rank
∫
γζ

(2s − 1)RX(s) ds,

where γζ is a simple closed contour surrounding ζ and no other resonance of �X.
(When ζ(1 − ζ ) is an eigenvalue, mζ is equal to the multiplicity.)

The point ζ = 1/2 is exceptional because RX(s) has possibly a second order
singularity there. For γ1/2 a contour surrounding 1/2 and no other resonance, let

a1/2 = rank
∫
γ1/2

(2s − 1)RX(s) ds,

and

b1/2 = rank
∫
γ1/2

RX(s) ds.

Lemma 4.1 of [10] shows that a1/2 is the multiplicity of 1/4 as an L2-eigenvalue of
�X (which is zero if nC = 0). To get the proper zero of the zeta function we set

m1/2 = 2a1/2 + b1/2.
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See the proof of Proposition 4.5 for the justification of this.
Let us recall some of the basics of scattering theory in our context; see [10] for

details and complete proofs. Note that in [10] the basic objects of scattering theory –
the resolvent, generalized eigenfunctions, and scattering operator – are defined as
sections of certain bundles overX; we in effect trivialize these bundles by our explicit
choice of defining function for the boundary of X (see the remarks at the beginning
of §2).

First we define the scattering operator SX(s) as a map from C∞(∂∞X) = C
nC ⊕(⊕nF

j=1 C
∞(S1)

)
to itself. The kernel of SX(s) could be defined purely algebraically

(as an average over � where X = �\H). But a more intuitive definition, follow-
ing the general philosophy explained for example in [21], is based on generalized
eigenfunctions:

Proposition 3.1. Given f = {z1, . . . , znC , f1, . . . , fnF } ∈ C∞(∂∞X), s /∈ Z/2,
there is a unique smooth solution u of the eigenvalue problem

(�X − s(1 − s)) u = 0

with
u ∼ ρsf̃ + ρ1−s g̃,

where f̃, g̃ ∈ C∞(X) are polyhomogeneous of degree zero in ρ, and limρ→0 f̃ = f .

See [13] for a proof which covers our case nC = 0; the generalization to nC > 0
is straightforward using the parametrix construction from [7]. From this proposition
we obtain a linear map SX(s) : f 	→ g = limρ→0 g̃. It follows from the definition
that SX(s)SX(1 − s) is the identity operator.

In what follows, we write i or i′ for a cusp index 1 ≤ i, i′ ≤ nC and j or j ′ for a
funnel index 1 ≤ j, j ′ ≤ nF . We denote by Sii

′
X (s) the component of SX(s)mapping

∂∞Ci′ to ∂∞Ci , etc. From the detailed description of SX(s) in [10] we extract:

Proposition 3.2. The map SX(s) extends to a meromorphic operator-valued function
with the following properties:

(1)
{
Sii

′
X (s) | 1 ≤ i, i′ ≤ nC

}
is a matrix-valued meromorphic function of s,

(2) Sjj
′

X (s) is a smoothing operator if j �= j ′, and SjjX (s) − SFj (s) extends to a
meromorphic family of smoothing operators on C∞(S1), and

(3) SijX (s) and SjiX (s) have integral kernels in C∞(S1) which are meromorphic
functions of s.

The poles of the scattering operator can be deduced from the resonance set RX, as
shown in §2 of [10]. (They coincide precisely except for infinite rank poles of SX(s)
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at positive integer points, and possibly finitely many points related to the discrete
spectrum.)

In [8], Guillopé and Zworski proved that number of resonances (including multi-
plicities) in the ball |ζ | < r grows at most quadratically in r:∑

ζ∈RX,|ζ |<r
mζ = O(r2).

Hence the Hadamard product

PX(s) = sm0
∏
ζ∈RX

(1 − s/ζ )mζ emζ (s/ζ+s2/2ζ 2) (3.1)

converges.
We recall from [10] that the relative scattering determinant τX(s) = det(Srel(s)),

defined in §1, is determined up to finitely many parameters by the lengths �j of
geodesics bounding the Fj together with the resonance set RX. To state this result
more precisely, recall the definition (2.12) of PF (s) and define

PY (s) =
nF∏
j=1

PFj (s).

Proposition 3.3 (Proposition 3.4 of [10]). The function τX extends to a meromorphic
function in the complex plane having the form

τX(s) = eh(s)
PX(1 − s)

PX(s)

PY (s)

PY (1 − s)
,

where h(s) is a polynomial of degree at most four.

(We will find that h(s) has degree at most two at the end of §4.)
Let RX(s) = (�X − s(1 − s))−1 and let RY (s) = (�Y − s(1 − s))−1, where

Y is the union of the funnels as before with Dirichlet conditions on ∂Y . Note that
the operators RX(s) − RX(1 − s) and RY (s) − RY (1 − s) actually have smooth
kernels although with insufficient decay at infinity to be trace-class. There is a natural
identification of Y with the corresponding submanifold of X and we denote by 1Y
the obvious induced mapping from C∞(X) onto C∞(Y ). We set

QX(s) = RX(s)− 1tY � RY (s) � 1Y . (3.2)

Proposition 3.4 (Equation (4.14) of [10]2). For Re(s) = 1
2 , s �= 1/2,

(2s − 1) · 0-tr [QX(s)−QX(1 − s)] = −τ
′
X

τX
(s). (3.3)

2We believe there to be a typo in formula (4.14) of [10]: the terms on the right-hand side of their equation
should carry negative signs.
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In the original formula in [10], the trace in (3.3) is interpreted as a distribution on
the line Re(s) = 1/2 and the right-hand side includes a delta-function singularity at
s = 1/2. The singularity occurs for reasons discussed in §2; the same issue is behind
our restriction of formula (2.5) to s /∈ 1

2Z.

4. Selberg’s zeta function

LetX = �\H be a geometrically finite hyperbolic surface. Recall that Selberg’s zeta
function, ZX, is defined for Re(s) > 1 by

ZX(s) =
∏
{γ }

∞∏
k=0

(
1 − e−(s+k)�(γ )

)
. (4.1)

where the outer product goes over conjugacy classes of primitive hyperbolic elements
of �, and �(γ ) is the length of the corresponding closed geodesic. Following [27],
we define

Z
χ∞(s) =

[
(2π)s�2(s)

2

�(s)

]−χ
.

where �2(s) is Barnes’ double Gamma function and χ = χ(X) is the Euler charac-
teristic of X. The function Zχ∞(s) has no zeros, and poles of order (2k + 1)(−χ) at
s = −k, k ∈ N0.

The purpose to this section is to prove the following result.

Theorem 4.1. The Selberg zeta function has a factorization

ZX(s) · Zχ∞(s) = eq(s) · �(s − 1/2)nC · PX(s), (4.2)

where q(s) is a polynomial of degree ≤ 2 and PX(s) is the Hadamard product over
resonances (3.1).

Theorem 1.1 is an immediate consequence of Theorem 4.1. But before taking up
the proof of Theorem 4.1, we will show how Corollary 1.2 follows.

Proof of Corollary 1.2. Suppose that the resonance set is fixed, which determines
PX(s). We claim that PX(s) determines χ (hence Zχ∞), nC , and q(s), and therefore
fixesZX(s), from which the length spectrum may be deduced by a standard argument.
To see this we take the log of (4.2) and analyze the asymptotics as Re(s) → ∞. On
the left-hand side, logZX(s) decays exponentially, while

1

χ
logZχ∞(s) ∼ 2 + log 2π

2
−2ζ ′(−1)−

(
1

2
s(s − 1)− 1

6

)
log s(s−1)+ 3

2
s(s−1).



Vol. 80 (2005) Selberg’s zeta function and spectral geometry 495

By Stirling’s formula,

log�(s − 1/2) ∼ 1 + log 2π

2
+ s log(s − 1/2)− s.

This implies that logPX(s) has an asymptotic expansion as Re(s) → ∞. The value
of χ may be read off from the s2 log s coefficient. Then, after subtracting off the
logZχ∞(s) term, the s log s coefficient determinesnC . Once thenC terms are removed,
what remains in the asymptotic expansion is precisely q(s), so this is also determined
by PX(s).

Now assume that the length spectrum is known, giving ZX(s). The order of the
zero of ZX(s) at s = −k, k ∈ N0, is m−k + (2k + 1)(−χ). This gives us for any k a
bound

0 ≥ χ ≥ −1

2k + 1
ords=−k ZX(s),

implying that only finitely many values of χ are possible. And hence finitely many
choices of nC , since nC ≤ 2−χ . If nC andχ were fixed, thenZX(s)would determine
the divisor of PX(s) and the resonance set could be read off directly. �

Remark 4.2. Corollary 1.2 could also have been deduced from the wave trace for-
mula proved by Guillopé and Zworski in [11]. The combination of Theorem 1 and
Equation (3.1) of that paper yields the following trace formula. As distributions on
R+,

∑
ζ∈RX

mζ e
(ζ−1/2)t =

∑
{γ }

∞∑
k=1

�(γ )

sinh(k�(γ )/2)
δ(t − k�(γ ))

+ χ
cosh(t/2)

2 sinh2(t/2)
+ nC

2
coth(t/2),

where the {γ } denotes a list of conjugacy classes of primitive hyperbolic elements of
�, as in the definition of the zeta function. Note that

cosh(t/2)

2 sinh2(t/2)
=

∞∑
k=0

(2k + 1)e(−k−1/2)t ,

for t > 0. The problem of overlap between resonances and topological zeros would
not be avoided by this alternate route.

Proposition 4.3. The logarithmic derivative of the zeta function is given by

Z′
X

ZX
(s) = X(s)− nCH(s). (4.3)
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Proof. Since both sides of (4.3) are known to be meromorphic, it suffices to consider
Re(s) > 1.

For Re(s) > 1, the Green’s function GX(s; z,w) can be written as a convergent
sum

GX(s; z,w) = GH(s; z,w)+
∑
γ∈�h

∑
g∈�/〈γ 〉

∑
k �=0

GH(s; z, g−1γ kgw)

+
∑
γ∈�p

∑
g∈�/〈γ 〉

∑
k �=0

GH(s; z, g−1γ kgw),

where�h and�p are lists of representatives of conjugacy classes of maximal hyper-
bolic and parabolic subgroups of �, respectively. It follows that

X(s) = (2s − 1)
∫
X

[GX(s; z,w)−GH(s; z,w)]z=w dg(z)
into corresponding sums over�h and�p. For any γ ∈ �, the standard trace formula
technique for summing over a conjugacy class gives:∑

g∈�/〈γ 〉

∑
k �=0

∫
X

GH(s; z, g−1γ kgz) dg(z)

=
∫

〈γ 〉\H

[G〈γ 〉\H(s; z,w)−GH(s; z,w)]z=w dg(z)
= 〈γ 〉\H.

If γ is hyperbolic, then by Patterson’s formula (2.7) this is equal to (logZ〈γ 〉\H)
′(s).

And then since, by definition,

ZX(s) =
∏
γ∈�h

Z〈γ 〉\H(s),

summing these hyperbolic terms over �h gives the logarithmic derivative of ZX(s).
For any γ parabolic, the quotient 〈γ 〉\H is isometric to the model horn H from

§2, so the contribution from each cusp is H(s). �

Since Y is a direct sum of the funnels Fj , we set

ZY (s) =
m∏
j=1

ZFj (s) =
m∏
j=1

[
e−s�j /4

∏
k≥0

(1 − e−(s+2k+1)�j )2
]
,

Proposition 4.4.3 For some constant c,

τX(s) = ec−(nC log 4)s ZX(1 − s)

ZX(s)

Z
χ∞(1 − s)

Z
χ∞(s)

ZY (s)

ZY (1 − s)

(
�(s − 1/2)

�(1/2 − s)

)nC
.

3In the case nC = 0, such a formula was noted in [10], equation (5.3).
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Proof. From Proposition 3.4 and (2.5) we find that for s /∈ 1
2Z

−τ
′
X(s)

τX(s)
= ϒX(s)− (2s − 1) 0-trX

[
1tY � (RY (s)− RY (1 − s)

) � 1Y
]
.

Since RY breaks up into a direct sum of RFj on the individual funnels, the second
term on the right-hand side can be reduced to

(2s − 1) 0-trX
[
1tY � (RY (s)− RY (1 − s)

)
1Y
] =

nF∑
j=1

ϒFj (s),

by the definition of ϒFj (s). From (2.10) we find

nF∑
j=1

ϒFj (s) = d

ds
log

(
ZY (s)

ZY (1 − s)

)
. (4.4)

Given the computation of ϒH(s) in Corollary 2.5, to prove the proposition it will
suffice to show that

ϒX(s) = d

ds
log

(
ZX(s)

ZX(1 − s)

Z
χ∞(s)

Z
χ∞(1 − s)

)
+ nCϒH(s). (4.5)

To deduce (4.5), one can use the product expansion of �2(s) to derive the identity

d

ds
logZχ∞(s) = χ · (2s − 1) · (�(s)− 1). (4.6)

where�(s) = �′(s)/�(s). From the functional equation�(s)·�(1−s) = π csc(πs)
it then follows that

d

ds
log

(
Z
χ∞(s)

Z
χ∞(1 − s)

)
= −χ · (2s − 1) · π · cot(πs). (4.7)

Equation (4.5) follows by combining Equation (4.7), Proposition 2.2, and Proposi-
tion 4.3. �

Proposition 4.5. The meromorphic function Z′
X(s)/ZX(s) is analytic in Re(s) >

1/2 except for first-order poles at points ζ where ζ(1 − ζ ) is an eigenvalue (with
residues equal to the eigenvalue multiplicities). Also, Z′

X(s)/ZX(s) has no poles on
Re(s) = 1/2 except possibly at s = 1/2. The residue of Z′

X(s)/ZX(s) at s = 1/2 is
m1/2 − nC .

Proof. Except at s = 1/2 the argument is essentially the same as in Theorem 6.2
of [26]. Recall the integrand ϕX(s;w) appearing in the definition (2.4) of X(s).
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The poles of ϕX(s) for Re(s) ≥ 1/2, s �= 1/2, and its behavior near those poles
can be deduced from Lemmas 2.4 of [10]. In particular, in Re(s) > 1/2, ϕX(s) is
meromorphic with poles only at points ζ ∈ (1/2, 1) for which ζ(1 − ζ ) ∈ σ(�X).

Near such a point ζ it has the form

ϕX(s) = 1

s − ζ

mζ∑
k=1

ψ2
k + ϕ̃(s),

where {ψk} form an orthonormal basis of the eigenspace for ζ(1 − ζ ), and ϕ̃(s)
is holomorphic near s = ζ . Since ϕ̃(s) will be integrable for Re(s) > 1/2, from
Proposition 4.3 we have near s = ζ :

Z′
X

ZX
(s) = mζ

s − ζ
+ h(s).

where h is holomorphic.
For Re(s) = 1/2, s �= 1/2, the function ϕX(s) is holomorphic (there are no

embedded eigenvalues as nF > 0), but it is not integrable. Nonetheless, from the
behavior of ϕX(s) at infinity (see (2.2) and (2.3)) it follows that the 0-integral of ϕX(s)
vanishes for this case.

This leaves finally the point s = 1/2. By Lemma 4.1 of [10] the structure of
RX(s) near s = 1/2 is

RX(s) = A

(2s − 1)2
+ B

(2s − 1)
+ C(s), (4.8)

where C(s) is analytic near s = 1/2. Our definitions in §3 set a1/2 = rankA,
b1/2 = rankB, andm1/2 = 2a1/2 + b1/2. Substituting (4.8) into the definition of ϕX
shows that

ϕX(s; z) = a(z)

2s − 1
+ b(s; z),

where b(s; z) is analytic near s = 1/2.
Suppose u is an eigenvalue of �X with eigenvalue 1/4. Applying RX(s) to

(�X − s(1 − s))u = (s − 1/2)2u

shows that u = 1
4Au. Hence A/4 is the projector onto the 1/4-eigenspace of �X.

The contribution of the a term to the residue of X(s) at s = 1/2 is

1

2

∫
X

a dg = 1

2
trA = 2a1/2.

Although b(s; z) is analytic near s = 1/2, its 0-integral does contribute to the pole
inX(s)because of its boundary asymptotics. In a funnelFj , b(s; ·)|Fj ∈ ρ2sC∞(Fj )
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and the contribution can be deduced exactly as in Theorem 6.2 of [26]. Namely, the
0-integral of b|Fj contributes a residue of 1

2 tr[SjjX (1/2) + I ]. (For comparison of
formulas, note that the normalized scattering matrix SX(s) used in [26] is related to
our definition by SX(1/2) = −SX(1/2).)

The contribution of a cusp is slightly different. Consider cusp Ci and introduce
a cutoff η which is supported in Ci and equal to 1 in a neighborhood of ρ = 0. The
contribution from cusp Cj is

Ress=1/2

0∫
Cj

η(z)ϕX(s; z) dg(z)

(which will independent of η.) Identifying Cj with the cusp end of H , and using the
parametrix construction in [7] we can identify

ϕX(s; z)|Ci = ϕH (s; z)+ ρ2s−2k(s; z),
where, under our convention for SX(s), limρ→0 k(s, z) = SiiX(s). The contribution to
the residue from the k(s; z) term is then easily computed to be 1

2S
ii
X(1/2). LemmaA.1

shows that

Ress=1/2

0∫
Cj

η(z)ϕH (s; z) dg(z) = 0,

so the ϕH (s; z) term does not contribute to the residue.
The full contribution of the b term to the residue of X(s) at s = 1/2 is thus

(1/2) tr[SFFX (s)+I ]+(1/2) tr[SCCX (s)]. By adding and subtracting 1
2 tr ICC = nC/2

we can write this as tr[SX(1/2) + I ] − nC/2. By Lemma 4.3 of [10] (with our
convention for SX(s)),

1

2
tr[SX(1/2)+ I ] = b1/2.

Thus the contribution of the b(s; z) term to the residue is b1/2 − nC/2.
Finally, combining the a and b contributions shows that

Ress=1/2X(s) = 2a1/2 + b1/2 − nC/2.

And the stated result follows because Ress=1/2H(s) = 1/2. �

Proof of Theorem 4.1. Combining Propositions 3.3 and 3 and Equation (2.13) yields

ZX(s)Z
χ∞(s)

ZX(1 − s)Z
χ∞(1 − s)

= eh1(s)
PX(s)

PX(1 − s)
·
(
�(s − 1/2)

�(1/2 − s)

)nC
(4.9)

for a polynomial h1 of order at most four.
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Now let

G(s) = ZX(s)Z
χ∞(s)

PX(s)�(s − 1/2)nC
.

Proposition 4.5 says thatG(s) has no zeroes or poles in Re(s) ≥ 1/2. And (4.9) says
G(s) = eh1(s)G(1−s), implying thatG has no zeroes or poles in Re(s) ≤ 1/2 either.
Hence G is the exponential of an entire function q(s).

It remains to show that q(s) is a polynomial with degree equal to 2. From the
convergent Euler product (4.1) and elementary estimates on the counting function for
lengths of closed geodesics, we can easily show that ZX(s) is bounded in the half-
plane Re(s) ≥ 2. Since PX(s) and 1/Zχ∞(s) are entire of order 2 and 1/�(s−1/2) is
order 1, we conclude that |q(s)| ≤ Cκ |s|2+κ for κ > 0 and Re(s) ≥ 2. The functional
relation 4.9 and the fact that h1 is order 4 then imply a bound |q(s)| ≤ C|s|4 for
Re(s) ≤ −1.

To control q(s)within the strip Sε = {−1−ε < Re(s) < 2+ε}, we first consider
the function

FX(s) = 0-tr[QX(s)−QX(s0)]
for s0 fixed and not a pole of QX(s), where QX was defined in (3.2). Introduce,
as in §5 of [1], disks Dj such that RX ⊂ ∪jDj and d(s,RX) ≥ C〈s〉−2−δ for all
s ∈ C \ (∪jDj ). Using the parametrix construction of [10] and arguing exactly as in
Appendix B of [1], we obtain the bound

|FX(s)| ≤ C(η) exp(|s|2+η), (4.10)

for s ∈ Sε \ (∪jDj ).
We can use this bound on |FX(s)| to control q(s), as follows. For convenience,

let us define

Ls = 1

2s − 1

d

ds
. (4.11)

Then note that

LsFX(s) = − 0-tr
[
RX(s)

2 − 1tY � RY (s)2 � 1Y
]
. (4.12)

If we differentiate the definition of X(s), then the traces can be separated to obtain

Ls

(
X(s)

2s − 1

)
= − 0-trRX(s)

2 + 0-trRH(s)
2.

The first term on the right-hand side makes sense because RX(s)2 has a continuous
kernel. The second term on the right makes sense (as a 0-integral over X) because
the restriction of the integral kernel of RH(s)

2 to the diagonal is a constant. In (A.2)
this constant is computed to be (2π)−1Ls�(s). Since 0-vol(X) = −2πχ , we obtain
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0-trRH(s)
2 = −χLs�(s), and by (4.6) this is in turn equal to −L2

s logZχ∞(s). We
thus have

Ls

(
X(s)

2s − 1

)
= − 0-trRX(s)

2 − L2
s logZχ∞(s).

On the other hand, by differentiating (4.3) we could also write

Ls

(
X(s)

2s − 1

)
= L2

s logZX(s)− nCLs

(
H(s)

2s − 1

)
,

so that

− 0-trRX(s)
2 = L2

s log[ZX(s)Zχ∞(s)] − nCLs

(
H(s)

2s − 1

)
. (4.13)

Applying similar arguments for Y gives

− 0-tr[1tY � RY (s)2 � 1Y ] = L2
s logZY (s). (4.14)

Comparing (4.12), (4.13), and (4.14), we see thatL2
s q(s) can be expressed asLsFX(s)

plus a sum of other quantities which are known explicitly.
Using the bound (4.10) and the maximum modulus principle (for the disks Dj

which had been removed) we thus obtain a bound

|q(s)| ≤ C(η) exp(|s|2+η) for s ∈ Sε.
The Phragmén–Lindelöf theorem then allows us to extend the polynomial bound on
q(s) into the strip Sε and conclude that the q(s) is a polynomial of degree at most
four.

To improve the order bound, we examine the log of (4.2) as Re(s) → ∞.
In this limit, logZX(s) decays exponentially, while logZχ∞(s) = O(s2 log s) and
nC log�(s − 1/2) = O(s log s). Since PX is entire of order 2, it follows that q(s)
has degree no more than two. �

With Theorem 4.1 proven, we can revisit Proposition 3 and deduce the following:

Corollary 4.6. The relative scattering determinant τX(s) is the ratio of entire func-
tions of order two (i.e. the polynomial h(s) in Proposition 3.3 has degree at most
two).

5. Determinant of the Laplacian

ForX an infinite area geometrically finite hyperbolic surface, we can define (up to two
constants of integration as in [1]) a ‘determinant’ of the Laplacian DX(s) formally
equal to det(�− s(1 − s)) by integrating

L2
s logDX(s) = − 0-trRX(s)

2, (5.1)
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where Ls was introduced above in (4.11). Comparing (5.1) to (4.13), we see that
formulas of the previous section could be recast as a computation of this determinant.

To complete this computation, note that by Proposition 2.4,

H(s)

2s − 1
= −Ls log

[
2s(s − 1/2)1/2�(s − 1/2)

]
.

So (4.13) becomes

− 0-trRX(s)
2 = L2

s log

[
ZX(s)Z

χ∞(s)
2snC (s − 1/2)nC/2�(s − 1/2)nC

]
. (5.2)

In view of Theorem 4.1, this proves:

Theorem 5.1. IfDX(s) is a function satisfying (5.1), then (s − 1/2)nC/2DX(s) is an
entire function with zeros given by RX (with multiplicities), which can be expressed
as

(s − 1/2)nC/2DX(s) = e[Fs(1−s)+E+snC log 2] ZX(s)Z
χ∞(s)

�(s − 1/2)nC

= eq1(s)PX(s),

where F , E are the constants of integration left unspecified by (5.1) and q1(s) is a
polynomial of degree ≤ 2.

This is consistent with previous calculations of the determinant in [1], [6], [27].
Another way to interpret (5.2) is as an analytic expression for the second derivative
of logPX(s):

L2
s logPX(s) = − 0-trRX(s)

2 + A

(2s − 1)3
− 4nC
(2s − 1)4

,

for some constant A.

6. Isospectral finiteness for geometrically finite hyperbolic surfaces

The purpose of this section is to prove Theorem 1.3. First, we make the notion of
length spectrum counted with multiplicities more precise. Given a complete hyper-
bolic surface X, let NX(L) denote the number of closed geodesics on X with length
less than L. The function NX is the length spectrum counting function. We say that
two surfaces X and Y are (length) isospectral (including multiplicities) if and only
if NX = NY as functions.
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By Corollary 1.2 the resonance set determines the length spectrum, and the length
spectrum fixes the Euler characteristic up to finitely many possibilities. The Euler
characteristic in turn determines the homeomorphism class up to finitely many pos-
sibilities. So to prove Theorem 1.3 it suffices to prove that if X is a geometrically
finite hyperbolic surface of infinite area, then there are only finitely many hyperbolic
surfaces Y , homeomorphic to X, such that Y is (length) isospectral to X. Moreover,
as there are only finitely many ends, we may assume that the number of cusps and
number of funnels are constant.

We restate and prove this claim in the (hyperbolic) language of Teichmüller theory
[5], [29]. Let S be a fixed smooth surface of finite Euler characteristic with ∂S = ∅.
Here g will denote a hyperbolic metric which is (Riemannian) complete and has
exactly nC cusps and nF funnels. The set of all such metrics g on S has a natural
topology coming from the Ck convergence of tensors on S [29]. The moduli space,
M(S), is the quotient of this space by the group of smooth self-diffeomorphisms of
S acting via pull-back. In other words, M(S) is the set of isometry classes [g] of
complete hyperbolic metrics g on S.

The Teichmüller space T (S) of S is the quotient of the space of hyperbolic metrics
by the diffeomorphisms isotopic to the identity. It is well-known that T (S) is naturally
homeomorphic to a ball in some Euclidean space, and that the natural projection
π : T (S) → M(S) is an orbifold covering map.

In this language, Theorem 1.3 is reduced by virtue of Corollary 1.2 to the follow-
ing:

Theorem 6.1. Let A ⊂ M(S) be an isospectral set of isometry classes. Then A is a
finite set.

To prove this theorem4, we first note that it suffices to prove that the isospectral set
A is precompact. Indeed, this would imply that the lift of A to a fundamental domain
in T (S) is precompact, and the lengths of closed geodesics locally separate points
in T (S). (For example, Fenchel–Nielsen coordinates on T (S) are determined by
lengths of closed geodesics [5].) Hence, to prove the theorem we need only discard
the possibility that there exists a divergent sequence, [gn] ⊂ A, a sequence that leaves
every compact set in M(S).

Remark 6.2. The injectivity radius of (S, g) is determined by the length spectrum.
Indeed, since the curvature is negative, the injectivity radius equals half of the length
of the shortest curve, in other words, half of the infimum of the length spectrum. In
the case that the number of funnels nF = 0, Mumford’s lemma [22] would give the
desired precompactness of (a lift of) A. If, however, nF > 0, then Mumford’s lemma
does not apply (directly) to T (S).

4During the preparation of this work, we received a preprint from Inkang Kim [15] with an isofiniteness result
(for fixed homeomorphism class). We do not fully understand his argument.
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Recall that a topologically finite, complete, hyperbolic surface (S, g) is deter-
mined by its convex core. The convex core can be described as either the convex
hull of the set of closed g-geodesics on S or as the hyperbolic surface (S, g) with its
funnels removed.

A given cusp end of (S, g) can be compactified by adding one point. A closed
curve α ⊂ S will be called non-cuspidal if and only if α is not null-homotopic after
compactifying any single cusp. In other words, given a deck group representation
ρ : π1(S) → SL(2,R) for (S, g), a closed curve α is non-cuspidal if and only if
|tr(ρ([α]))| > 2. In particular, α is non-cuspidal if and only if there exists a (unique)
g-geodesic that is homotopic to α.

Lemma 6.3 (Geometric limits). Let S be a (connected) differentiable surface with
χ(S) < 0. Let [gn] ∈ M(S) be a divergent sequence with injectivity radius uniformly
bounded from below by a positive constant. Then there exist

(1) a subsequence of metric representatives, gn,

(2) a topologically finite, complete, hyperbolic surface (R, h),

(3) a precompact neighborhood U of the convex core of (R, h), and

(4) a smooth embedding f : U → S,

such that

(A) each metric f ∗(gn) extends to a complete hyperbolic metric hn on R,

(B) hn → h in Ck(U) for each k ∈ N,

(C) for each n, the convex core of (R, hn) lies inside U ,

(D) given L > 0, there existsM > 0 such that ifm > M and α ⊂ S is a non-cuspi-
dal closed curve that is not homotopic to a curve in f (U), then the gm-length
of α is larger than L, and

(E) χ(S) < χ(R).

The surface (R, h) is a geometric limit of (S, gn).

We postpone the proof of Lemma 6.3 to the end of this section.

Proof of Theorem 6.1. By the discussion immediately after the statement of Theo-
rem 6.1, it suffices to show that there cannot exist a divergent isospectral sequence.
Suppose to the contrary that such a sequence exists. By Remark 6.2, the injectivity
radius of this sequence is bounded below.

Note that if a connected, complete, hyperbolic surface (S, g) satisfies χ(S) ≥ 0,
then S is either a cylinder or the disk. In the latter case, there is only one isometry
class. In the former, either S is a horn in which case there is one isometry class, or
S is a cylinder in which case there is exactly one primitive closed geodesic whose
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length – the infimum of the length spectrum – determines the isometry class of the
metric. In particular, any isospectral sequence of metrics on the cylinder cannot be
divergent.

Thus we assume that χ(S) < 0, and hence apply Lemma 6.3 to obtain a geometric
limit (R, h). Let f , U , and hn be as in Lemma 6.3.

Let β (resp. βn) be the unique h-geodesic representative (resp. hn-geodesic rep-
resentative) of the homotopy class of a non-cuspidal closed curve β ⊂ R. We claim
that, by passing to a further subsequence if necessary, we may assume that βn con-
verges to β. Indeed, each geodesic is a solution to an ordinary differential equation
whose coefficients depend continuously on the metric. By part (C) of Lemma 6.3,
the convex core of each (R, hn) lies in the precompact set U , and hence there ex-
ists a subsequence such that the initial conditions converge. Thus, the claim follows
from part (B) of Lemma 6.3 and the continuity of solutions to ordinary differential
equations with respect to coefficients and initial data.

There exists a finite number of homotopy classes of simple closed curves, γi , onR
such that the hn-lengths (resp. h-lengths) of the corresponding geodesics determine
the metric hn (resp. h) [5]. By the above, the hn-lengths of the hn-representatives
of the γi converge to the h-length of the h-geodesic representing γi . Since, by
assumption, the length spectrum is constant, the hn-length of each γi is constant for
sufficiently large n. Therefore, by passing to a further subsequence if necessary, we
may assume that (R, hn) is isometric to (R, h).

LetN0
n(x) (resp.N∞

n (x)) denote the number of closed gn-geodesics having length
less than x that are homotopic (resp. not homotopic) to a curve in f (U). Then we
have

N(S,gn)(x) = N0
n(x)+N∞

n (x) = N(R,hn)(x)+N∞
n (x).

By assumption, the left hand side does not depend on n, and since (R, hn) is isometric
to (R, h) for all n, we have that N(R,hn) is independent of n. Thus, to obtain a
contradiction, it suffices to show that N∞

n does depend on n.
Let α ⊂ S be a non-cuspidal g1-geodesic that is not homotopic to a curve in f (U).

That such an α exists follows from, for example, homological considerations. Since
the first homologyH 1(S,Z) ∼= Z

2−χ(S), we can takeα to be a geodesic representative
of a homology class whose intersection number with the class of some component of
γ is not zero. If the class of αwere homotopic to a loop in f (U), then this intersection
number would be zero since f (U) ∩ γ = ∅. We apply part (D) of Lemma 6.3 to the
curve α, choosing L to be equal to twice the g1-length of α. Thus, there exists M –
necessarily larger than 1 – such that the gM -length of any non-cuspidal curve that is
not homotopic to a curve in f (U) is larger than L. In particular, the gM -length of
any closed gM -geodesic that is not homotopic to a curve in f (U) is greater than L.

It follows that for x satisfying L
2 < x < L, we haveN∞

M (x) = 0 andN∞
1 (x) > 0.

Thus, the functions N∞
n depend on n, thus giving the desired contradiction. �
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Proof of Lemma 6.3. LetK,K ′ be two isometric copies of the convex core of (S, gn),
and let D be the surface obtained by gluing K and K ′ along their respective bound-
aries. The number of funnels and cusps of (S, gn) does not depend on n, hence the
diffeomorphism class of D does not depend on n. Since ∂K , ∂K ′, are geodesic, the
metric gn extends to a complete hyperbolic metric on D having finite area. Abusing
notation slightly, we will refer to this extended metric as gn.

Note that the divergence of [gn] implies the divergence of [gn] on the double D.
Let 〈gn〉 ∈ T (D) such that π(〈gn〉) = [gn].

Mumford’s lemma [22] (cofinite case) implies that there exists a sequence, γn, of
multicurves5 on D whose 〈gn〉-length, �n(γn), tends to zero as n tends to infinity.

By Lemma 6.4 below, each component of γn meets ∂K orthogonally. It follows
that the group, Mod∂K(D), of mapping classes that preserve (the homotopy class
of) ∂K acts on the collection {γn} with finitely many orbits. Hence, by taking a
subsequence and applying elements of Mod∂K(D), we may assume that 〈gn〉 ⊂ T (S)
was chosen so that sequence γn is equal to a constant γ .

Standard arguments (using, for example, pants decompositions) show that there
exist representatives gn of 〈gn〉 such that ∂K is gn-geodesic for all n, such that the
gn-geodesic representative (still denoted γ ) of the multicurve γ is independent of n,
and such that gn converges uniformly on compact subsets of D \ γ to a complete
(finite area) hyperbolic metric g on D \ γ .

Let K∗ = K \ (K ∩ γ ). Then (K∗, gn) has piecewise geodesic boundary with
interior angles equal to π

2 by Lemma 6.4. It follows that K∗ is geodesically convex
and, moreover, the gn-holonomy (in the sense of hyperbolic structures) of any closed
curve in K∗ cannot be elliptic. Thus, the hyperbolic surface (K∗, gn) extends to a
complete hyperbolic surface (R, hn) with R homeomorphic to the interior of K∗.

Similarly, we obtain a metric h on R such that (R, h) is a complete hyperbolic
surface that is an extension of (K∗, g). Since the metrics gn converge to g, it follows,
by analytic continuation, that hn converges to h uniformly on compact subsets of R.

Note that since (K∗, gn) is geodesically convex, the convex core of (R, hn) is
bounded by simple closed geodesics that lie within K∗. By Lemma 6.5 below, there
exists, independent of n, a collar neighborhood C of γ such that no simple closed
gn-geodesic inK \ γ intersects C. Thus, the convex core of each (R, hn) lies within
the compact set U = K∗ \ C. Let f : U → S be the associated inclusion. Then R,
U , f , h, and hn satisfy (A), (B), and (C). See Figure 2.

By the collar lemma [5], given L > 0, there exists n such that if a gn-geodesic
on D intersects γ , then the gn-length must be greater than L. Part (D) of the lemma
follows.

Let k be the number of components of the multicurve γ . Note that ∂K∗ has 4 · k
corners each with an exterior angle equal to π/2 by Lemma 6.4. Therefore, it follows

5Recall that a multicurve is a free homotopy class of a finite disjoint union of mutually non-homotopic simple
closed curves. A well-known argument shows that a multicurve has at most 3g − 3 components.
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∂K

∂K

K ′

γ

K

K

K∗

U

U

f (U)

R

D

C

S

Figure 2. The set up for geometric limits.

from the Gauss–Bonnet theorem that

χ(K∗) = χ(K)+ k. (6.1)

Since χ(R) = χ(K∗) and χ(S) = χ(K) and k > 0, we have part (E). �

Lemma 6.4. There exists a constant �∗ such that if γ is the gn-geodesic representative
of a multicurve on D of gn-length �(γ ) < �∗, then each component of γ intersects
∂K orthogonally. Moreover, �∗, depends only on a lower bound on the injectivity
radius of (D, gn).

Proof. If �(γ ) is less than the injectivity radius of (D, gn), then no component of γ
can lie entirely inside one of the two copies of K . Hence each component intersects
∂K transversally. To see that this intersection is orthogonal, let φ : D → D be
the reflection isometry associated to the doubling. Then φ(γ ) is another geodesic
multicurve onD that intersectsγ at the fixed point set ofφ, ∂K . Sinceφ is an isometry,
�(φ(γ )) = �(γ ). Recall that by the collar lemma, there exists �′ (independent of the
complete hyperbolic surface) such that if β1 and β2 are intersecting, simple closed
geodesics each with length less than �′, then β1 = β2.
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Let �∗ be the minimum of �′ and the injectivity radius. �

Lemma 6.5 (Point of No Return). Let γ be a simple closed geodesic of length �
on a complete hyperbolic surface X. If α is a simple closed geodesic that does not
intersect γ , then its distance d from γ is at least log(coth(�/4)).

Proof. Consider the universal covering of X by the upper half-plane {(x, y) ∈ R
2 |

y > 0} such that the lift of the geodesic γ is the y-axis: γ̃ = {(0, y) | y > 0}.
Let τ be the hyperbolic isometry τ(x, y) = (e�x, e�y) stabilizing γ̃ . Each tubular
neighborhood of γ is the quotient by 〈τ 〉 of a (Euclidean) sector that is bisected by γ̃ .

Since both γ and α are closed, d > 0. Take α̃ to be a lift of α such that the
distance between γ̃ and α̃ is d. (Note that α̃ cannot be vertical.)

Let� be the smallest sector bisected by γ̃ that intersects α̃. (See Figure 3). Then
α̃ meets ∂� tangentially at one point (x, y) and �/〈τ 〉 is a d-tubular neighborhood
of γ . Conjugating by a suitable hyperbolic element having axis γ̃ and a reflection

−1 aa−1

∂�∂�

γ̃

�

1 e�/2−e�/2

α̃

F

0

Figure 3. Universal cover of X in Lemma 6.5.

about γ̃ if necessary, we may assume without loss of generality, that x > 0 and
x2 + y2 = 1. Thus, α̃ is a semi-circle with endpoints at (1/a, 0) and (a, 0) where
a > 1.

Consider the following fundamental domain of τ :

F = {
(r cos(θ), r sin(θ)) | 0 < θ < π; e−�/2 ≤ r ≤ e�/2

}
.

We claim that α̃ does not intersect either of the boundary components of F : ∂F =
{r = e�/2} ∪ {r = e−�/2}. To see this note that the geodesic α̃ meets the (Euclidean)
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unit circle {r = 1} orthogonally and hence α̃ is preserved by the reflection r 	→ 1/r .
In addition, this reflection exchanges the two boundary components of F . It follows
that if (x′, y′) ∈ α̃ ∩ ∂F , then either τ(x′, y′) or τ−1(x′, y′) also belongs to α̃. The
corresponding self-intersection of α̃ is transverse, a contradiction to the simplicity
of α.

Therefore, we must have e−�/2 ≤ a−1 < 1 < a ≤ e�/2 A straightforward
calculation shows that the hyperbolic width of � is at least 2 log(coth(�/4)). �

A. Special function calculations

To calculateF (s) andH(s) explicitly, we derive and use an explicit representation
of the integral kernel GH(s; z, z′) of the resolvent operator (�H − s(1 − s))−1. In
particular, if we denote

σ(z, z′) = cosh2(d(z, z′)/2) = (x − x′)2 + (y + y′)2

4yy′ ,

then GH(s, z, z
′) = gs(σ ) where gs can be expressed explicitly in terms of a hyper-

geometric function:

gs(σ ) = 1

4π

�(s)2

�(2s)
σ−sF (s, s; 2s, σ−1),

where

F(a, b; c; z) = 1 + ab

c
z+ a(a + 1)b(b + 1)

2!c(c + 1)
z2 + · · ·

(see, for example, formula (6.6.1) of [12]). Euler’s representation of the hypergeo-
metric function,

F(a, b; c; z) = �(c)

�(b)�(c − b)

∫ 1

0

tb−1(1 − t)c−b−1

(1 − tz)a
dt,

gives us the useful representation:

GH(s, z, z
′) = gs(σ ) = 1

4π

∫ 1

0

t s−1(1 − t)s−1

(σ − t)s
dt, (A.1)

for σ > 1, Re(s) > 0.
As an application, we can evaluate

lim
σ→1

d

ds
gs(σ ) = 1

4π

∫ 1

0

t s−1

1 − t
log t dt = − 1

2π
� ′(s).
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Since (d/ds)RH(s) = −(2s − 1)RH(s)
2 this implies that

(RH(s)
2)(s, w,w) = 1

2π
(2s − 1)−1� ′(s). (A.2)

By combining this with the same expression evaluated at 1 − s and using the identity
�(s)�(1 − s) = π csc(πs), we can also derive

d

ds
[GH(s, z, w)−GH(1 − s, z, w)]z=w = −π

2
csc2(πs).

This can be integrated to give

[GH(s, z, w)−GH(1 − s, z, w)]z=w = 1

2
cot(πs). (A.3)

A.1. Funnel. As above, F is the model funnel (hyperbolic half-cylinder) and �F
denotes the Laplacian with Dirichlet boundary conditions. F is half of the cylinder
M = ��\H. The resolvent kernel for�F is obtained from that of�M by the method
of images:

GF (s; z,w) = GM(s; z,w)−GM(s; z, τw), (A.4)

where τ denotes the involution (x, y) 	→ (−x, y) and this is really a statement about
the lifts of the kernels to H × H.

Proof of Proposition 2.3. Using (A.4) the integrand in the definition on F (s) can
be written

[GF (s; z,w)−GH(s; z,w)]w=z =
∑
m�=0

gs

(
(x−em�x)2 + (y+em�y)2

4em�y2

)

−
∑
m∈Z

gs

(
(x+em�x)2 + (y+em�y)2

4em�y2

)
.

(A.5)

With an inverse Mellin transform, Patterson [25] computes that

(2s − 1)
∫ ∞

−∞
gs

(
(1 + t2)

(1 + κ)2

4κ

)
dt = max(κ, κ−1)1/2−s

κ1/2 + κ−1/2 . (A.6)

We will apply this by choosing fundamental domain F = R+ × [1, e�]. When (A.5)
is integrated over F , the m = 0 term in the second sum contributes

−(2s − 1)
∫ e�

1

∫ ∞

0
gs(1 + x2

y2 )
dx dy

y2 = −2s − 1

2

∫ e�

1

∫ ∞

−∞
gs(1 + t2)

dt dy

y

= −�
4
.
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For the m �= 0 the appropriate substitution is

t = (1 ∓ em�)

(1 + em�)

x

y
,

(with ∓ depending on whether the involution τ is inserted or not). Integrating an
m �= 0 from (A.5) over F then gives

(2s − 1)
∫

F
gs

(
(x ∓ em�x)2 + (y + em�y)2

4em�y2

)
dx dy

y2

= �

2
· (1 + em�)

(1 ∓ em�)
(2s − 1)

∫ ∞

−∞
gs

(
(1 + t2)

(1 + λ2)2

4em�

)
dt

= �

2
· (1 + em�)

(1 ∓ em�)

e(1/2−s)|m|�

em�/2 + e−m�/2

= �

2
· e−s|m|�

1 ∓ e−|m|� .

Thus the full contribution from the m �= 0 terms is

�

2

∑
m�=0

(
e−s|m|�

1 − e−|m|� − e−s|m|�

1 + e−|m|�

)
= 2�

∑
m≥1

(
e−(s+1)m�

1 − e−2m�

)

= 2
d

ds

∑
k≥1

log(1 − e−(s+2k+1)�).

Thus, taking into account all of the terms in (A.5) gives

(2s − 1)
∫

F
[GF (s; z,w)−GH(s; z,w)]w=z dg(z)

= −�
4

+ d

ds

∑
k≥1

log
(
1 − e−(s+2k+1)�)2.

�

A.2. Horn. The resolvent and generalized eigenfunctions for the horn H = �∞\H

may be obtained by summingGH over�∞. This makes it possible to computeH(s)
fairly directly.

Proof of Proposition 2.4. For the proof it suffices to assume Re(s) > 1/2. The
integrand in (2.14) can be written

[GH(s; z,w)−GH(s; z,w)]w=z =
∑
k �=0

GH(s, z, z+ k)

= 2
∞∑
k=1

gs

(
1 + k2

4y2

)
.
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We will use [0, 1] × R+ as our fundamental domain for H . The integral in the
definition ofH(s) is well-behaved at the funnel end, but needs regularization at the
cusp end:

H(s) = 2(2s − 1) FP
ε↓0

∫ 1/ε

0

∫ 1

0

∞∑
k=1

gs

(
1 + k2

4y2

)
dx dy

y2 .

Substituting u = k
2y , this becomes

H(s) = 4(2s − 1) FP
ε↓0

∞∑
k=1

∫ ∞

kε/2
gs(1 + u2)

1

k
du

= 4(2s − 1) FP
ε↓0

∫ ∞

0
gs(1 + u2)

[ ∑
1≤k≤2u/ε

1

k

]
du.

In order to extract the finite part, we use

∑
1≤k≤2u/ε

1

k
= log

2u

ε
+ γ +O(

√
ε/2u),

where γ is Euler’s constant. The O(
√
ε/2u) contribution will vanish in the ε → 0

limit, and log ε is dropped in taking the finite part, leaving

H(s) = (log 2 + γ ) · 4(2s − 1)
∫ ∞

0
gs(1 + u2) du

+ 4(2s − 1)
∫ ∞

0
gs(1 + u2) log u du.

(A.7)

The formula (A.6) gives:

4(2s − 1)
∫ ∞

0
gs(1 + u2) du = 1. (A.8)

For the other integral in (A.7) we use (A.1) to write

4(2s − 1)
∫ ∞

0
gs(1 + u2) log u du = 2s − 1

π

∫ ∞

0

∫ 1

0

t s−1(1 − t)s−1

(1 − t + u2)s
log u du dt.

Substituting u = √
(1 − t)(1 − w)/w yields

4(2s − 1)
∫ 1

0
gs(1 + u2) log u du

= 2s − 1

4π

∫ 1

0

∫ 1

0
t s−1(1 − t)−1/2ws−3/2(1 − w)−1/2 log[(1 − t)(1 −w)/w] dw dt.
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These are straightforward Beta-type integrals, whose evaluation gives:

4(2s − 1)
∫ 1

0
gs(1 + u2) log u du = −γ − log 4 −�(s + 1/2)+ 1

2s − 1
.

Using this last equation together with (A.8) in (A.7) gives the stated result. �

The preceding calculation shows that Ress=1/2H(s) = 1/2. This residue can
be identified as originating in the funnel end of H , with no contribution from the
cusp. To make this statement precise, we introduce a cutoff η ∈ C∞(R+) which is
equal to 0 in a neighborhood of 0 and equal to 1 in a neighborhood of ∞. Note that
the integrand used to define H(s) is explicitly given by

ϕH (s; y) = 2(2s − 1)
∞∑
k=1

gs

(
1 + k2

4y2

)
.

Lemma A.1. The contribution from the cusp end to the 0-trace in Ress=1/2H(s) =
1/2 is zero, in the sense that:

Ress=1/2

[
FP
ε→0

∫ 1/ε

0
η(y)ϕH (s; y)dy

y2

]
= 0.

Proof. It is equivalent to show that the 0-trace comes exclusively from the funnel
end, i.e. that

Ress=1/2

[
FP
ε→0

∫ ∞

ε

(1 − η(y))ϕH (s; y)dy
y2

]
= 1

2
.

Using the hypergeometric series representation of gs(σ ), we can deduce that
(1 − η(y))ϕH (s; y) is of the form y2sfs(y), with fs ∈ C∞

c (R+) and

fs(0) = (2s − 1)

2π

�(s)2

�(2s)
4sζ(2s).

Integration by parts shows that, for s �= 1/2,

FP
ε→0

∫ ∞

ε

y2s−2fs(y) dy = − 1

(2s − 1)

∫ ∞

0
y2s−1f ′

s (y) dy.

Thus

Ress=1/2

[
FP
ε→0

∫ 1/ε

0
(1 − η(y))ϕH (s; y)dy

y2

]
= 1

2
f1/2(0).

The result then follows from f1/2(0) = 1, which holds because the factor (2s − 1)
exactly cancels the pole of ζ(2s) at s = 1/2. �
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