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Solutions to the non-cutoff Boltzmann equation in the
grazing limit

Renjun Duan, Ling-Bing He, Tong Yang, and Yu-Long Zhou

Abstract. It is known that in the parameter range �2 �  < �2s, a spectral gap does not exist
for the linearized Boltzmann operator without cutoff, but it does for the linearized Landau oper-
ator. This paper is devoted to the understanding of the formation of a spectral gap in this range
through the grazing limit. Precisely, we study the Cauchy problems of these two classical collisional
kinetic equations around global Maxwellians in a torus and establish the following results which
are uniform in the vanishing grazing parameter ": (i) spectral-gap-type estimates for the collision
operators; (ii) global existence of small-amplitude solutions for initial data with low regularity; (iii)
propagation of regularity in both space and velocity variables, as well as velocity moments without
smallness; (iv) global-in-time asymptotics of the Boltzmann solution toward the Landau solution at
the rate O."/; (v) continuous transition of decay structure of the Boltzmann operator to the Landau
operator. In particular, the result in part (v) captures the uniform-in-" transition of intrinsic optimal
time-decay structures of solutions and reveals how the spectrum of the linearized non-cutoff Boltz-
mann equation in the mentioned parameter range changes continuously under the grazing limit.
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1. Introduction

In the paper we are concerned with the Cauchy problem on both the Boltzmann and
Landau equations in a torus. It is fundamental to study the global existence and large
time behavior of solutions in the mathematical theory of these two classical collisional
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kinetic equations and there has been extensive work on it from different frameworks,
e.g. [2, 8, 9, 12, 13, 17, 19, 20, 28, 31, 33–37]. The Boltzmann and Landau equations are
also closely connected through the so-called grazing collision limit; cf. [3, 5, 10, 11, 16].
Hence, it is interesting to construct uniform global solutions of the Boltzmann equation
under the grazing limit so as to develop a unified framework of well-posedness theory
for both the Boltzmann and Landau equations. Recently, the second author of this paper,
together with his collaborators, has produced a series of works [21–26] on a related topic.
In the current work we focus on the uniform grazing limit to the Landau equation from
the non-cutoff Boltzmann in a prescribed range of intermolecular interaction potentials
�2 �  < �2s. Specifically, our main purpose is to reveal the continuous transition of
decay structure of the Boltzmann collision operator in such a range from sub-exponential
time decay to exponential time decay in the limit process. We emphasize that this problem
is related to the famous spectral gap problem, that is, the linearized non-cutoff Boltzmann
operator with  C 2s < 0 does not have any spectral gap but the linearized Landau oper-
ator with  C 2 � 0 does.

1.1. Boltzmann and Landau equations in the perturbation framework

For the setting of the study, we first recall the equations. The Cauchy problem on the
Boltzmann equation reads´

@tF C v � rxF D Q
B.F; F /; t > 0; x 2 T3; v 2 R3;

F jtD0 D F0;
(1.1)

where F.t; x; v/ � 0 is the density function of particles with velocity v 2R3 at time t � 0
and position x 2 T3 WD Œ��; ��3. The Boltzmann collision operator is

QB.g; h/.v/ WD

Z
R3

Z
S2
B.v � v�; �/.g

0
�h
0
� g�h/ d� dv�: (1.2)

Here we have used the standard shorthand notation hD h.v/, g� D g.v�/, h0 D h.v0/ and
g0� D g.v

0
�/, where v0 and v0� are given by

v0 D
v C v�

2
C
jv � v�j

2
�; v0� D

v C v�

2
�
jv � v�j

2
�; � 2 S2:

On the other hand, with the same initial data as in (1.1), the Cauchy problem on the
Landau equation reads´

@tF C v � rxF D Q
L.F; F /; t > 0; x 2 T3; v 2 R3;

F jtD0 D F0;
(1.3)

where the Landau operator QL.g; h/ is given by

QL.g; h/.v/ WD rv �

²Z
R3

a.v � v�/Œg.v�/rvh.v/ � rv�g.v�/h.v/� dv�

³
:
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Here,

a.z/ D ƒjzjC2
�
I3 �

z ˝ z

jzj2

�
; (1.4)

where I3 is the 3 � 3 identity matrix and ƒ is a positive constant.
In the perturbation framework, that is, by setting F.t; x; v/ D �C �

1
2 f .t; x; v/ with

the normalized global Maxwellians �D �.v/ WD .2�/�3=2e�jvj
2=2, the Cauchy problems

(1.1) and (1.3) are reduced respectively to´
@tf C v � rxf CLBf D �B.f; f /; t > 0; x 2 T3; v 2 R3;

f jtD0 D f0;
(1.5)

and ´
@tf C v � rxf CLLf D �L.f; f /; t > 0; x 2 T3; v 2 R3;

f jtD0 D f0:
(1.6)

Here, the linearized Boltzmann operator LB and the nonlinear term �B are given respec-
tively by

�B.g; h/ WD ��
1
2QB.�

1
2 g; �

1
2 h/; LBg WD ��B.�

1
2 ; g/ � �B.g; �

1
2 /:

Similarly, the linearized Landau operator LL and the nonlinear term �L are

�L.g; h/ WD ��
1
2QL.�

1
2 g; �

1
2 h/; LLg WD ��L.�

1
2 ; g/ � �L.g; �

1
2 /:

In what follows, we impose the following assumptions on the non-cutoff Boltzmann
kernel B in (1.2):

(A1) The Boltzmann kernel B takes the form

B.v � v�; �/ D CB jv � v�j
b.cos �/; �3 <  � 1; CB > 0;

where cos � D v�v�
jv�v�j

� � .

(A2) The angular function b.�/ is singular in the sense that

C�1b sin�2�2s
�

2
� b.cos �/ � Cb sin�2�2s

�

2
; 0 < s < 1; Cb � 1:

(A3) The parameter  and s satisfy  C 2s > �1.

(A4) Without loss of generality, we assume that B.v � v�; �/ is supported in the
interval 0 � � � �=2, i.e. v�v�

jv�v�j
� � � 0, for otherwise B can be replaced by its

symmetrized form:

xB.v � v�; �/ D jv � v�j

°
b
� v � v�
jv � v�j

� �
�
C b

� v � v�
jv � v�j

� .��/
�±

1 v�v�
jv�v�j

���0;

where 1A is the characteristic function of a set A.

Remark 1.1. The above assumptions on B.v � v�; �/ are motivated by the inverse power
law model with potentialU.r/D r�p , p >1where sD 1

p
and  D p�4

p
satisfy  C 4sD 1.
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1.1.1. Mathematical theory on the grazing collisions limit of the Boltzmann equation
to the Landau equation. In this subsection we will briefly review existing mathematical
work on the grazing limit of the Boltzmann equation to the Landau equation.

Formally, the grazing limit means that when one scales the function of the deviation
angle to be concentrated on the collisions that become grazing, the corresponding Boltz-
mann equation leads to the Landau equation in the limit. Precisely, set

" D sin.�max=2/; b".cos �/ WD .1 � s/"2s�2 sin�2�2s.�=2/1sin �2�"
; (1.7)

where �max is the maximum deviation angle such that collisions happen only when � �
�max. Then the rescaled Boltzmann kernel B".v � v�; �/ and the corresponding collision
operator Q" are given respectively as

B".v � v�; �/ D jv � v�j
b".cos �/

D jv � v�j
 .1 � s/"2s�2 sin�2�2s.�=2/1sin �2�"

(1.8)

and
Q".g; h/.v/ WD

Z
R3

Z
S2
B".v � v�; �/.g

0
�h
0
� g�h/ d� dv�:

At the operator level, it is known that the following asymptotic formula between Q" and
QL holds for suitably smooth functions:

kQ".f; f / �QL.f; f /kL2 . "kf kH3
C10
kf kH5

C10
:

We refer to [11, 21, 41] for the details.

Weak convergence of the limit. In the spatially homogeneous case, Arsen’ev–Buryak
[5] studied the convergence of weak solutions of the Boltzmann equation to those of the
Landau equation under certain assumptions on the Boltzmann kernel. However, the kernel
considered in [5] does not include the inverse power law potential. Goudon [16] proved
the convergence of weak solutions for the inverse power law potential in the case  � �2
and s � 1

4
. Note that this range covers the potential U.r/ D r�p for p � 4

3
only. Villani

[38] used the symmetry of spherical integrals and introduced a new definition of weak
solutions that enables him to show the convergence of weak solutions of the Boltzmann
equation to those of the Landau equation by only assuming  > �4. Note that the results
in [38] hold for the Coulomb potential with p D 1.

Based on the renormalized solution theory [38] and the entropy dissipation estimate
obtained in [1], an important contribution was made by Alexandre–Villani [3] giving the
first study of the problem in the spatially inhomogeneous setting. Thanks to the general
setting of weak solutions, the situation in [3] covers a board class of potentials, including
the Coulomb interaction.

Classical convergence of the limit. In the spatially homogeneous case, the second author
in [21] showed the convergence of (1.9) to (1.3) in weighted Sobolev spaces with an
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explicit rate. More precisely, supposing that F " and F are solutions to (1.9) and (1.3)
respectively, it was proved in [21] that

sup
0�t�T

jF ".t/ � F.t/jHN � "C.T; jF0jL1
q.N;l/

; jF0jHNC3
l

/

for some T > 0. Here, T can be extended to1 for  � �2s, whereas T <1 is required
for �3 <  < �2s.

In the present work, we are interested in the inverse power law model when the param-
eters  and s satisfy �2 �  < �2s, because in this setting the linearized Boltzmann
collision operator LB does not have a spectral gap while the linearized Landau operator
does. Correspondingly, this property induces that for the solutions to the nonlinear equa-
tions (1.5) and (1.6), one can derive a sub-exponential time-decay rate for the Boltzmann
equation but an exponential decay rate for the Landau equation. As we mentioned above,
the grazing collision limit bridges these two equations in the limit process. It is then nat-
ural to ask whether one can have a unified framework to show that in the vanishing-in-"
limit process the spectral gap is continuously transferred from nonexistence to existence.
Unfortunately, so far we have no idea how to directly answer this question at the level of
functional analysis. Thus we resort to finding a continuous transition from sub-exponential
structure to exponential structure by studying the time decay of solutions. Mathematically,
we are concerned with the rescaled Boltzmann equation:´

@tF C v � rxF D Q
".F; F /; t > 0; x 2 T3; v 2 R3;

F jtD0 D F0;
(1.9)

as well as the associated Landau equation (1.3) with the same initial data in the limit "! 0

in the above perturbation framework.

1.1.2. Mathematical theory of Landau’s derivation. In 1936, Landau derived an effec-
tive kinetic equation, named the Landau equation (or Fokker–Planck–Landau equation)
nowadays, for the charged particles governed by the Coulomb potential in the weak cou-
pling regime. Landau’s formal derivation can be found in many books; see [27, 29] for
instance. In this situation, it holds that  D �3 in (1.4); we refer to [10] for the conver-
gence of the Boltzmann operator to the Landau operator. At the solution level for the limit
from (1.9) to (1.3), we refer readers to [3] for convergence of weak solutions, as well as
[22] for convergence of classical solutions with an explicit rate jln "j�1. We remark that
the Boltzmann kernel in [22] is taken as

zB".v � v�; �/ WD jln "j�1jv � v�j�3 sin�4
�

2
1

sin �
2
�"
;

and the result holds only locally in time. Very recently, in the near equilibrium framework,
in [25] the second and fourth authors proved the global-in-time convergence of solutions
of (1.5) with the singular kernel zB" to solutions of (1.6).
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1.2. Mathematical setting of the problems

Let us give a detailed mathematical description of the problems to be discussed in this
paper. We begin with the function spaces.

Function spaces. We refer to [2, 17] and [18] on global well-posedness theories for
the Boltzmann equation without angular cutoff and the Landau equation in weighted
Sobolev spaces, respectively. In this paper, we will follow the low regularity function
space L1

k
L1T L

2 introduced in [14] to consider the limit, where L1
k

corresponds to the
Weiner algebra over a torus. More precisely, the function space is equipped with the norm

kf kL1
k
L1T L

2 WD

X
k2Z3

sup
0�t�T

j Of .t; k; �/jL2 :

Here, Of is the Fourier transform with respect to x. The j � jL2 is taken with respect to the
variable v. Note that in terms of the regularity of the x-variable on a torus, it holds at the
formal level that H 3=2Cı

x ,! L1
k
,! L1x . To the best of our knowledge, L1

k
L1T L

2 seems
to be the largest space in which global well-posedness theory for both the non-cutoff
Boltzmann equation and the Landau equation can be established via the direct energy
method, in contrast with the recent substantial progress in [4] for constructing the L2 \
L1 solutions via the De Giorgi argument.

Some well-known facts. Now we list some basic facts on the large time behavior of
solutions to both the Boltzmann and the Landau equations in the space L1

k
L1T L

2. Let f L

be the solution to the Cauchy problem (1.6) on the Landau equation. When  � �2, under
a suitable smallness assumption on f0, it holds (see [14, Theorem 2.1]) that

kf L.t/kL1
k
L2 . e��tkf0kL1

k
L2 . e��t : (1.10)

See (1.21) for the precise definition of the norm k � kL1
k
L2 . The above time-decay property

is consistent with the fact that the linearized Landau operator LL has a spectral gap if and
only if  � �2. On the other hand, let f B be the solution to the Cauchy problem (1.5) on
the Boltzmann equation. When �3 <  < �2s, under a suitable smallness assumption on
f0, it holds (see [14, Theorem 2.1]) that

kf B.t/kL1
k
L2 . e��t

�

keqhvif0kL1
k
L2 . e��t

�

; (1.11)

where � D 1
1CjC2sj

, q > 0, and hvi D
p
1C jvj2. The time-decay rate in (1.11) is also

consistent with the spectrum structure of the linearized Boltzmann operator LB in the soft
potential regime  < �2s for which there is no spectral gap; cf. [40] and the references
therein. To the best of our knowledge, (1.10) and (1.11) provide the optimal decay rate
estimates in the existing literatures.

Spectral estimates of the linearized collision operators. The spectral gap estimates for
the linearized operators play an important role in the global-in-time well-posedness for the
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collisional kinetic equation in the perturbation framework. We recall a pioneering work
by Wang Chang and Uhlenbeck (see [39]) on the Maxwell molecule model  D 0. Let us
write LB; to address the fact that the linearized collision operator LB in fact depends
on the parameter  . In [39], the authors gave explicit formulas for all the eigenvalues and
the associated eigenfunctions to LB;0. As a direct consequence, it implies the so-called
spectral gap estimate. To be precise, the kernel space of LB; and LL is defined by

ker WD span
®
�
1
2 ; �

1
2 v1; �

1
2 v2; �

1
2 v3; �

1
2 jvj2

¯
: (1.12)

Usually, ker is called the macro-space, and ker? is called micro-space. Wang Chang–
Uhlenbeck proved that for any f 2 ker?,

hLB;0f; f i � �ejf j
2
L2
; (1.13)

where �e is the first (smallest) nonzero eigenvalue of LB;0 given by

�e WD

Z �=2

0

b.cos �/ sin �.1 � cos �/ d�: (1.14)

Later on, authors in [6,30,32] proved that the spectral gap estimates can be generalized to
the other potentials. It was asserted that there exist two constant C and Cb such that for
any f 2 ker?,

hLB;f; f i � CCbjf j
2
L2
=2
; (1.15)

where
Cb WD inf

�1;�22S2

Z
S2

min
®
b.�1 � �3/; b.�2 � �3/

¯
d�3:

For the angular function b" defined in (1.8), one may check that �e � 1while Cb" ! 0

as " goes to zero. This shows that estimate (1.13) is robust in the grazing collisions limit
process and thus can be thought of as a unified formula for both Boltzmann and Landau
collision operators. It also requires us to establish Wang Chang–Uhlenbeck-type estimates
for the soft potentials.

Statement of the results. It is obvious that in the regime �2 �  < �2s the time asymp-
totic behaviors of the solutions described in (1.10) and (1.11) are different by noticing that
the latter is at the sub-exponential decay rate (0 < � < 1) while the former is at the expo-
nential decay rate. Since the grazing collision limit of the Boltzmann equation yields the
Landau equation, it is interesting to find out whether the transition from sub-exponential
decay structure to exponential decay structure occurs in a continuous way through the
limit. Furthermore, one may ask whether one can provide a detailed mathematical descrip-
tion of the time-decay structures in the limit process. To answer the above questions, we
first rewrite the rescaled Boltzmann equation (1.9) by letting F D �C �

1
2 f :´

@tf C v � rxf CL"f D �".f; f /; t > 0; x 2 T3; v 2 R3;

f jtD0 D f0:
(1.16)
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Here, the linearized Boltzmann operator L" and the nonlinear term �" are defined by

�".g; h/ WD ��
1
2Q".�

1
2 g; �

1
2 h/; L"g WD ��".�

1
2 ; g/ � �".g; �

1
2 /: (1.17)

From now on, we assume without of loss of generality the initial perturbation f0 for (1.16)
and (1.6) has zero total mass, momentum, and energy:Z

T3�R3

�
1
2 f0� dx dv D 0; �.v/ D 1; v1; v2; v3; jvj

2:

Now the problems to be discussed are the global well-posedness of (1.16), the
uniform-in-time asymptotic rate in " between solutions to (1.16) and (1.6), and the transi-
tion from sub-exponential decay (cf. (1.11)) of (1.16) to exponential decay (cf. (1.10)) of
(1.6) as " goes to 0.

1.3. Main results

Before stating the main results in this paper, we first give adequate notation.

• The bracket h�i is defined by hvi WD .1C jvj2/
1
2 .

• For N 2 N, l 2 R, and a function f .v/ on R3, set

jf jHN
l
WD

X
jˇ j�N

jhvil@ˇf jL2 ; jf j PHN
l
WD

X
jˇ jDN

jhvil@ˇf jL2 ;

jf jL2
l
WD jf jH0

l
; jf jL2 WD jf jL20

:

(1.18)

• With the weighted norm j � j";l (from the coercivity estimate for L" in Theorem 2.1)
defined in (1.32), for N 2 N, l 2 R, and a function f .v/ on R3, set

jf jHN
";l
WD

X
jˇ j�N

j@ˇf j";l ; jf j PHN
";l
WD

X
jˇ jDN

j@ˇf j";l ;

jf jL2
";l
WD jf jH0

";l
D jf j";l :

(1.19)

• For a function f .t; x; v/ on Œ0;1/ � T3 � R3, and a norm or seminorm X (defined
in (1.18) or (1.19)) on the velocity variable v, we define for T > 0 and m � 0 that

kf kL1
k;m
L1T X

WD

X
k2Z3

hkim sup
0�t�T

j Of .t; k; �/jX ;

kf kL1
k;m
L2TX
WD

X
k2Z3

hkim
�Z T

0

j Of .t; k; �/j2X dt

� 1
2

:

(1.20)

Here, Of is the Fourier transform with respect to x. When m D 0, denote

kf kL1
k
L1T X

WD kf kL1
k;0
L1T X

; kf kL1
k
L2TX
WD kf kL1

k;0
L2TX

:
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Remark 1.2. In (1.20), the notation L1
k;m

represents the discrete measure hkim on the
frequency mode k 2 Z3. More precisely, for a function f .x/ on T3, the norm L1

k;m
is

defined by
kf kL1

k;m
WD

X
k2Z3

hkimj Of .k/j:

Note that after taking the summation, the value kf kL1
k;m

depends on m and f but not
on k. Here, the symbol k in the norm is used to emphasize that the norm is taken in the
frequency space k 2 Z3 rather than phase space x 2 T3.

• For a function f .x; v/ on T3 � R3, and a norm or seminorm X (defined in (1.18) or
(1.19)) on the velocity variable v, define for m � 0 that

kf kL1
k;m
X WD

X
k2Z3

hkimj Of .k; �/jX : (1.21)

When m D 0, kf kL1
k
X WD kf kL1

k;0
X .

• Let n 2 N and m; l � 0. For brevity of notation we denote the energy and dissipation
functionals for a function f .t; x; v/ on Œ0;1/ � T3 �R3 as

ET .f Im; n; l/ WD

nX
jD0

kf k
L1
k;mCj

L1T
PH
n�j
l�j.C2s/

;

D"
T .f Im; n; l/ WD

nX
jD0

kf k
L1
k;mCj

L2T
PH
n�j
";=2Cl�j.C2s/

;

(1.22)

respectively, and the norm on the initial data f0.x; v/ as

kf0km;n;l WD

nX
jD0

kf0kL1
k;mCj

H
n�j
l�j.C2s/

: (1.23)

Remark 1.3. Note that in (1.22), the maximum order of regularity for the variable x is
m C n, while the maximum order of regularity for the variable v is n. The maximum
order of the mixed regularity for x, v is mC n. The minimum order of the weight for the
variable v is l when there is an nth-order derivative on the variable v. The weight increases
by �. C 2s/ as the order of the v-derivative decreases by 1.

We begin with Wang Chang–Uhlenbeck-type spectral gap estimates for the linearized
Boltzmann collision operator.

Theorem 1.1. Recall (1.18). Let �3 <  � 0, 0 < s < 1. Let B satisfy assumptions (A1)–
(A4). Suppose that LB is the linearized collision operator associated with B . Then there
exists a constant C.; s; �e/ depending only on  , s, and �e (see (1.14)) such that if
f 2 ker?,

hLBf; f i � C.; s; �e/jf j
2
L2
=2

:
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Proof. Let f 2 ker? and "0 be the universal constant in Theorem 2.2. We denote by
LB
�"0

and LB
�"0

the linearized operator associated to the Boltzmann kernel B1sin �2�"0
and

B1sin �2�"0
respectively.

For LB
�"0

, by (1.15), we have

hLB
�"0
f; f i � CCb�"0 jf j

2
L2
=2

;

where b�"0 WD b1sin �2�"0
.

For LB
�"0

, thanks to Theorem 2.2 and Remark 2.3, we get

hLB
�"0
f; f i � C

�
; s;

Z
S2

1sin �2�"0
b.cos �/ sin2

�

2
d�

�
jf j2

L2
=2

:

Combining these two estimates, we get the desired result and then complete the proof.

Remark 1.4. In comparison with the previous work [6, 30, 32], we have highlighted
dependence of the estimate on �e in Theorem 1.1. As a direct application, we success-
fully extend Wang Chang–Uhlenbeck’s work to the inverse power law interactions, that
is, the kernel B verifies assumptions (A1), (A2), (A4) and the condition  C 4s D 1.

With the notation given above, we present the result concerning the global well-
posedness, propagation of regularity of solutions, and the asymptotic rate in terms of "
under the grazing limit for the Cauchy problems (1.16) and (1.6) on the Boltzmann and
the Landau equation, respectively.

Theorem 1.2. Let �3 <  � 0, 1
2
< s < 1, and  C 2s > �1. There exist "0; ı0 > 0 such

that if 0 < "� "0, �C�
1
2 f0 � 0, and kf0kL1

k
L2 � ı0, then the following statements hold:

(1) (Global well-posedness). Recall (1.18), (1.19), (1.20), and (1.21). The Cauchy
problem (1.16) for the non-cutoff Boltzmann equation admits a unique global solu-
tion f " with �C �

1
2 f " � 0 and

kf "kL1
k
L1T L

2 C kf
"
kL1

k
L2TL

2
";=2

. kf0kL1
k
L2 (1.24)

for any T � 0. As a result, by passing to the limit "! 0, the Cauchy problem
(1.6) with the same initial data f0 for the Landau equation admits a unique global
solution f L satisfying �C �

1
2 f L � 0 and

kf LkL1
k
L1T L

2 C kf
L
kL1

k
L2TL

2
0;=2

. kf0kL1
k
L2 (1.25)

for any T � 0.

(2) (Propagation of regularity and velocity moment). Recall (1.22) and (1.23). Let
n 2 N and m; l � 0. There is a constant ım;n;l with 0 < ım;n;l � ı0 and a poly-
nomial Pn with Pn.0/ D 0 such that if the initial data satisfy kf0kL1

k
L2 � ım;n;l

and kf0km;n;l <1, then the following statements are valid. Let f " (f L) be the



Solutions to the non-cutoff Boltzmann equation in the grazing limit 11

solution to the Cauchy problem (1.16) (problem (1.6)) with initial data f0. Then
for any T � 0, it holds that

ET .f
"
Im; n; l/CD"

T .f
"
Im; n; l/ . Pn.kf0km;n;l /: (1.26)

As a result, by passing to the limit "! 0, for any T � 0, it holds that

ET .f
L
Im; n; l/CD0

T .f
L
Im; n; l/ . Pn.kf0km;n;l /: (1.27)

(3) (Asymptotic formula). Let f " and f L be the solutions to the Cauchy problems
(1.16) and (1.6), respectively, with the same initial data f0 satisfying kf0k0;3;9 <
1 and kf0kL1

k
L2 � ı0;3;9. Then for any T � 0, it holds that

kf " � f LkL1
k
L1T L

2 C kf
"
� f LkL1

k
L2TL

2
0;=2

. "P3.kf0k0;3;9/.1C P3.kf0k0;3;9//: (1.28)

Several remarks on Theorem 1.2 are in order.

Remark 1.5. The restrictions s > 1=2 and  C 2s > �1 on the parameters s and  come
from Theorem 3.1 for the upper bound for the nonlinear term �". By  C 2s > �1, the
inverse power law potential is covered, because  C 4s D 1 is satisfied in this case; cf.
also Remark 1.1. Since we aim to investigate the inconsistency of the spectrum in the
parameter range �2 �  < �2s, we only focus on the case of �3 <  � 0 in Theorem
1.2.

Remark 1.6. Note that all the results in Theorem 1.2 are uniform with respect to the
parameter " and that the smallness assumption is only imposed on kf0kL1

k
L2 . In partic-

ular, in (1.26) and (1.27), we obtain the propagation of the bounds of solutions in the
norm k � kL1

k;m
Hn
l

only under the smallness assumption on kf0kL1
k
L2 and boundedness on

kf0km;n;l . In comparison, [14] establishes the propagation in norm k � kL1
k;m
L2 under the

smallness assumption on kf0kL1
k;m
L2 . Moreover, the asymptotic estimate (1.28) is global

in time and has an explicit convergence rate O."/.

Remark 1.7. By the weak convergence results in [3] and [38], we can directly use (1.24)
and (1.26) to derive (1.25) and (1.27), respectively. This shows that the well-posedness of
the Boltzmann and Landau equations can be studied in a unified framework.

Remark 1.8. Theorem 1.2 does not include the Coulomb potential since  > �3 is re-
quired. However, we can deal with the Coulomb case using the idea in [21]. More pre-
cisely, we can take the Boltzmann collision kernel with the mathematical choice of s and
 by

s D s" WD 1 �
"

4
;  D " WD �3C ";

and consider the limit "! 0. After all, we need those uniform operator estimates with
respect to the parameter s (near 1) and  (near �3) similar to the situation under consider-
ation. Since in the present paper we are mainly concerned with the spectrum inconsistency
in the case �2 �  < �2s, we leave the Coulomb case for future work.
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As the main goal of this work, we state the second result revealing the transition of the
decay structure from sub-exponential e��t

�
in (1.11) to exponential e��t in (1.10) under

the grazing limit.

Theorem 1.3 (Transition of decay structure). Let all the assumptions in Theorem 1.2 be
satisfied and further let �2 �  < �2s. If the positive constants � and q are chosen such
that �� �0 and q > 2�, where �0 > 0 is the constant in Theorem 2.2 given later, then
there is a constant ı1 > 0 such that if keqhvif0kL1

k
L2 � ı1, the solution f " to the Cauchy

problem (1.16) for the non-cutoff Boltzmann equation satisfies

kf ".t/kL1
k
L2 .

�
1t�T" exp.��t/C 1t>T" exp.��"�2.1�s/� t�/

�
keqhvif0kL1

k
L2 (1.29)

for any t � 0, where T" WD .1" /
2.1�s/
jC2sj and � WD 1

1CjC2sj
.

Some remarks on this result are also in order.

Remark 1.9. Theorem 1.3 shows that the transition of the decay structure is continuous in
the limit process. Note that the key estimate (1.29) is consistent with the sub-exponential
decay rate e��t

�
in (1.11) and the exponential rate e��t in (1.10) by additionally taking

into account the dependence of the rate on the vanishing grazing parameter ". Moreover,
we introduce the time threshold T" so as to characterize how the transition occurs as "! 0.
Note that the estimate of decay rates for the Boltzmann equation with soft potentials from
angular cutoff to non-cutoff was studied in [24, 26].

Remark 1.10. Theorem 1.3 provides a detailed picture of the uniform-in-" and global-
in-time dynamics of solutions to the Cauchy problem (1.16) for the non-cutoff Boltzmann
equation in the parameter range�2�  <�2s. More precisely, the perturbation converges
to zero with exponential decay rate, i.e. e��t , from initial time to T". When time exactly
approaches the critical one T", the convergence rate continuously changes to the sub-
exponential decay, i.e. exp.��"�2.1�s/� t�/, in terms of the definition of T". After the
transition time, the solution keeps the sub-exponential decay rate until infinity. Notice
T" !1 as "! 0, which then recovers the exponential decay for the Cauchy problem
(1.6) on the Landau equation in case  C 2 � 0.

Remark 1.11. The exponential velocity weight assumption keqhvif0kL1
k
L2 � ı1 on initial

data is used to get the sub-exponential decay for the Cauchy problem (1.16) with  C 2s <
0. It is interesting to study what the transition of the decay structure is if only a finite-order
polynomial velocity weight is imposed on the initial data.

Remark 1.12. The constructive constant � in fact gives the lower bound for the first
nonzero eigenvalue for the linearized Landau collision operator LL in Theorem 1.3. In
other words, we have explained the formation of the spectral gap through the large time
behavior of the semigroup etL

"
as " tends to zero. However, understanding the forma-

tion of the spectral gap via spectrum theory is still a fundamental and more challenging
problem. At the moment we are still far from answering this question.
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1.4. Strategy of proof

In this subsection we outline the strategy for proving Theorems 1.2 and 1.3, which will
help readers get a better understanding of the key ideas.

1.4.1. Proof of Theorem 1.2. The proofs of both Theorems 1.2 and 1.3 rely on some
subtle analysis of the linear operator L" and the nonlinear operator �". Referring to [1],
the quantity

K".�/ WD

Z
S2
b"
� �
j�j
� �
�

min
®
j�j2 sin2.�=2/; 1

¯
d�;

offers velocity regularity in the frequency space. By Proposition A.1 originating in [21,
proof of Theorem 3.1]), we have K".�/C 1 & .W "/2.�/, where

W ".y/ WD �."jyj/hyi C .1 � �."jyj//h"�1i1�shyis : (1.30)

Here, the function �W Œ0;1/! Œ0; 1� satisfies

� 2 C1; �.r/ D

´
1 if r 2 Œ0; 1=2�;

0 if r 2 Œ1;1/;
� is strictly decreasing on Œ1=2; 1�: (1.31)

When " D 0, we define W 0.y/ WD hyi.
As in [26], we call W ".W 0/ the characteristic function associated to L".LL/. This is

because the functionW " is the common weight gain in phase space, frequency space, and
anisotropic space. More precisely, for l 2 R and " � 0, we define

jf j2";l WD jW
"..��S2/

1
2 /Wlf j

2
L2
C jW ".D/Wlf j

2
L2
C jW "Wlf j

2
L2
: (1.32)

Here, W ".D/ is the pseudo-differential operator with symbol W ", and the operator
W "..��S2/

1
2 / is defined in such a way that for v D r� with r � 0 and � 2 S2,

�
W "..��S2/

1
2 /f

�
.v/ WD

1X
lD0

lX
mD�l

W "
�
.l.l C 1//

1
2
�
Y ml .�/f

m
l .r/;

where f m
l
.r/D

R
S2 Y

m
l
.�/f .r�/d� , and Y m

l
;�l �m� l are the real spherical harmon-

ics satisfying .�4S2/Y
m
l
D l.l C 1/Y m

l
.

We use the explicitly defined norm j � j";=2 in (1.32) to characterize the lower bound
for the linear operator L" as well as the upper bound for the nonlinear term �".

Step 1: Coercivity estimate. We prove that

hL"f; f i C jf j2
L2
=2

� �1jf j
2
";=2 (1.33)

for some constant �1 > 0 independent of "; see Theorem 2.1. That is, the uniform-in-"
coercivity estimate for L" is obtained by using the norm j � j";=2. Note that by (1.32), the
norm j � j2

";=2
has three parts:

jW "..��S2/
1
2 /W=2f j

2
L2
; jW ".D/W=2f j

2
L2
; jW "W=2f j

2
L2
:
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We use some elementary computations to obtain regularity in phase space jW "W=2f j
2
L2

in Proposition 2.1. By the well-known result in [1], we derive frequency space regularity
jW ".D/W=2f j

2
L2

in Lemma 2.3 and Proposition 2.4. By referring to [23], we gain the
anisotropic norm jW "..��S2/

1
2 /W=2f j

2
L2

in Propositions 2.3 and 2.4. Lemma 3.4 shows
that hL"f; f i is bounded from above by jf j2

";=2
. The lower and upper bounds together

demonstrate that j � j2
";=2

is the right norm to characterize the inner product hL"f; f i.

Step 2: Spectrum-gap-type estimate. Indeed, we are able to prove that for any f 2 ker?,
it holds that

hL"f; f i � �0jf j
2
";=2 (1.34)

for some explicitly computable �0 > 0 independent of "; see Theorem 2.2. This is moti-
vated by Wang Chang–Uhlenbeck’s work [39] on the explicit spectral gap estimate for the
Maxwell molecule model  D 0. Our main idea is to reduce the desired estimate to the
case  D 0 and at the same time utilize the coercivity estimate (1.33) to get (1.34) for
�3 <  < 0; cf. the proof of Theorem 2.2 for more details.

Step 3: Upper bound for nonlinear term. We use the norm j � j";=2 to bound the non-
linear term �" as

jh�".g; h/; f ij � C jgjL2 jhj";=2jf j";=2 (1.35)

for some C independent of "; see Theorem 3.1. When  < 0, the relative velocity v � v�
has singularity near 0. For this, we consider jv � v�j . 1 and jv � v�j & 1 separately.
When jv � v�j & 1, it holds that jv � v�j � hv � v�i so that there is no singularity.
When jv � v�j . 1, it holds that �

1
2 .v�/ . �

1
4 .v/. Hence, one can make use of �

1
2 .v�/

in the definition of �" to deal with the weight problem. We call it the weight transferring
idea for a general result; cf. Lemma 3.1. We carry out the idea roughly in Proposition 3.3
but fully in Lemma 3.2 and Proposition 3.4.

Step 4: Global well-posedness. With (1.34) and (1.35), we can implement the standard
macro–micro decomposition and take advantage of the functional property of the space
L1
k
L1T L

2 to prove global well-posedness of the Boltzmann equation (1.16). Since the
procedure is well established in [14], we directly conclude the global well-posedness result
in the space L1

k
L1T L

2 in Theorem 1.2. We remark that jgjL2 in (1.35) corresponds to the
L2 in L1

k
L1T L

2.

Step 5: Propagation of regularity. To obtain propagation of regularity and velocity
moments in Theorem 1.2, we first derive a commutator estimate between �".g; �/ and the
weight functionWl;q WD hvil exp.qhvi/ in Lemma 3.7. We then derive a commutator esti-
mate between L" and the weight function Wl;q in Lemma 3.10. Note that the case q D 0
represents a polynomial weight which is used in Theorem 1.2. Our goal is to prove prop-
agation of the norm k � kL1

k;m
Hn
l

under smallness of kf0kL1
k
L2 and finiteness of kf0km;n;l .

We first prove this in Theorem 4.1 for the case n D 0 without velocity derivative. Then
the case n � 1 is proved in Theorem 4.2 using the induction argument.
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Step 6: Asymptotic formula. To derive the asymptotic formula between the solutions of
the Boltzmann and Landau equations in Theorem 1.2, we first show the error estimate for
�" ��L in Lemma 4.1. Taking the difference between (1.16) and (1.6), we get an equation
for the solution difference f " � f L. We then apply the energy method to the equation to
derive (1.28) by using the propagation result (1.26) and error estimate for �" � �L.

1.4.2. Proof of Theorem 1.3. We will apply the time-weighted energy method together
with the time-velocity splitting technique to establish the transition time-decay structure
(1.29) in Theorem 1.3. Such an approach was initiated by Caflisch [7, 8] to treat the spa-
tially homogeneous Boltzmann equation with cutoff soft potentials in a torus and later
developed by Strain–Guo [33, 34] in the spatially inhomogeneous setting as well as by
Gressman–Strain [17] for the non-cutoff case. The key for obtaining the time decay of
solutions is to impose an extra velocity weight on initial data that can be either polyno-
mial or exponential, inducing the polynomial or sub-exponential rate, respectively. In what
follows we explain the main points in the proof of Theorem 1.3.

First of all, we apply Caflisch’s idea to determine the time threshold T", as it plays the
most important role in carrying out the time-velocity splitting technique under the uniform
grazing limit. In terms of the energy dissipation norm j � j";=2 in (1.34) and (1.32) and the
function W " in (1.30), we introduce the following toy model for explanation:

@tf C v � rxf C �a".v/f D 0;

with the constant � > 0 suitably small, and

a".v/ WD �."jvj/hvi
C2
C Œ1 � �."jvj/�

hviC2s

"2.1�s/
:

The solution is explicitly given by f .t; x; v/ D e��a".v/tf0.x � vt; v/. Assuming that
initial data f0 decays in velocity at an exponential rate exp.��hvi#/ with 0 < # � 2, one
can formally bound f .t; x; v/ as

jf .t; x; v/j . exp.��b".t; v// . exp.�� inf
v
b".t; v//; b".t; v/ WD a".v/t C hvi

# :

To look for a lower bound for b".t; v/ in velocity which should depend only on time, we
may compute in the parameter range �2 �  < �2s that

b".t; v/ D �."jvj/
®
hviC2t C hvi#

¯
C Œ1 � �."jvj/�

°
hviC2s

t

"2.1�s/
C hvi#

±
� �."jvj/t C Œ1 � �."jvj/�

� t

"2.1�s/

��
� min

°
t;
� t

"2.1�s/

��±
D t1t<T" C

� t

"2.1�s/

��
1t�T" :

Here we have used the inequalities

inf
v
¹hviC2t C hvi#º � t; inf

v

°
hviC2s

t

"2.1�s/
C hvi#

±
�

� t

"2.1�s/

��
;
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with � WD #
#CjC2sj

. Moreover, the time threshold T" > 0 has to be chosen such that
. t

"2.1�s/
/� D t at t D T", implying that

T" D
� 1

"2.1�s/

� �
1��
D

�1
"

� 2#.1�s/
jC2sj

:

In such a way the solution f .t; x; v/ decays in large time as

jf .t; x; v/j . 1t�T" exp.��t/C 1t>T" exp.��"�2.1�s/� t�/

whenever supx;v e
�hvi# jf0.x; v/j <1 holds. Therefore, the transition time-decay struc-

ture motivates us to define

A".t/ WD �.T
�1
" t /t C .1 � �.T �1" t //

� t

"2.1�s/

��
(1.36)

and to obtain the energy estimate on h.t; x; v/ WD e�A".t/f .t; x; v/ for � > 0 suitably
small. It turns out that after repeating these known energy estimates, it suffices to obtain
the uniform bound on

p
�
X
k2Z3

�Z T

0

A0".t/k.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

;

where the fact that 0 � A0".t/ . 1 and 1� � is supported in jvj � 1
2"

has been used. Then,
whenever the velocity-weighted norm k exp.qhvi#/f .t/kL1

k
L2 is bounded uniformly in

time, the time-velocity splitting technique can be applied by separating the time interval
into three parts as Z T

0

ds D

�Z 1
2"

0

C

Z T"

1
2"

C

Z T

T"

�
ds

for any T > T"; cf. Section 5 for more details. Back to propagation of the exponential
velocity moments, using the commutator estimate in Lemma 3.7 and the upper bound
estimate in Theorem 3.1, we have the weighted upper bound estimate

jh�".g; h/;W 2
l;qf ij . jWl;qgjL2 jWl;qhj";=2jWl;qf j";=2; (1.37)

as shown in Lemma 3.8. Note that inequality (1.37) is stronger than [14, Lemma 4.1].
Therefore, by using the proof of [14, Theorem 2.1], we get the propagation of the norm
k exp.qhvi/f .t/kL1

k
L2 under the smallness assumption on k exp.qhvi/f0kL1

k
L2 ; cf. The-

orem 5.1. We remark that for the exponential weight exp.qhvi#/ we can treat the case
# D 1 only (cf. [15] and [14]), due to the specific property of the non-cutoff Boltzmann
operator.

1.5. Usual notation and organization of the paper

Denote the multi-index ˇ D .ˇ1; ˇ2; ˇ3/, with jˇj D ˇ1C ˇ2C ˇ3. Further, a . b means
that there is a generic constant C such that a � Cb. The notation a � b implies that
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a . b and b . a. The weight functionWl .v/ WD hvil . We denote by C.�1; �2; : : : ; �n/ or
C�1;�2;:::;�n a constant depending on the parameters �1;�2; : : : ;�n. The notations hf;gi WDR

R3 f .v/g.v/dv and .f;g/ WD
R

R3�T3 fgdx dv are used to denote the two standard inner
products for the v variable and for the x, v variables respectively. As usual, 1A is the
characteristic function of the set A. If A;B are two operators, then ŒA; B� WD AB � BA.
Define jf jLlogL WD

R
R3 jf .v/j log.1C jf .v/j/ dv.

Finally, the rest of the paper will be organized as follows. In Section 2 we will prove the
coercivity estimate given in Theorem 2.1 and the spectral gap estimate given in Theorem
2.2. In Section 3 we will focus on the upper bound estimate given in Theorem 3.1. In
addition, with some commutator estimates, we will also prove upper bound estimates with
polynomial or exponential weights. The two main theorems will be proved in Sections 4
and 5 respectively. For completeness, in Appendix A we include some known results that
are used in Sections 2–5.

2. Coercivity and the spectral gap estimate

In this section, in Theorem 2.1 we will prove a coercivity estimate for the linear operator
L" and in Theorem 2.2 the spectral gap estimate. Unless otherwise specified, the parame-
ter range is �3 <  � 0; 0 < s < 1.

In the rest of the paper, we will omit the range of some frequently used variables in the
integrals for brevity. Usually, � 2 S2, v; v�; u; � 2 R3. For example, we set

R
.� � � / d� WDR

S2.� � � / d� ,
R
.� � � / d� dv dv� WD

R
S2�R3�R3.� � � / d� dv dv�. Integration with respect to

other variables should be understood in a similar way. Whenever a new variable appears,
we will specify its range once and then omit it thereafter.

2.1. Elementary results

In this subsection we give some preliminaries which will be used frequently in the rest of
the paper. We first list some properties of W " defined in (1.30). Note that W " is a radial
function defined on R3. By the definition (1.30), we have

hyi � W ".y/ � h"�1i1�shyis if
1

2"
� jyj �

1

"
: (2.1)

W ".y/ D hyi if jyj �
1

2"
: (2.2)

W ".y/ D h"�1i1�shyis if jyj �
1

"
: (2.3)

W ".y/ & �."jyj/hyi: (2.4)

W ".y/ & .1 � �."jyj//h"�1i1�shyis & .1 � �."jyj//"�1: (2.5)
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For any x; y 2 R3, one can check that

W ".x/ � W ".y/ if jxj � jyj: (2.6)

W ".x � y/ . W ".x/W ".y/: (2.7)

Let us compute an integral regarding the angular function b" over the sphere S2.
Recall that b".cos �/ D .1 � s/"2s�2 sin�2�2s.�=2/1sin �2�"

. Note that d� D sin � d� d�
D 4 sin.�=2/ d sin.�=2/ d�; we haveZ

b".cos �/ sin2.�=2/ d�

D 4.1 � s/"2s�2
Z �

0

Z 2�

0

1sin �2�"
sin1�2s.�=2/ d sin.�=2/ d�

D 8�.1 � s/"2s�2
Z "

0

u1�2s du D 4�: (2.8)

Let us recall the cancellation lemma, which is used when one needs to shift regular-
ity between h and f in the inner product hQ.g; h/; f i. By [1, Lemma 1], we have the
following lemma.

Lemma 2.1 (Cancellation lemma, [1]). Recalling that B" in (1.8), thenZ
B".v � v�; �/g�.h

0
� h/ dv dv� d� D C."/

Z
jv � v�j

g�h dv dv�;

where C."/ is some constant depending on " and jC."/j . 1 thanks to (2.8).

Next, let us present a result regarding the Riesz potential, whose proof can be found
in [26, Lemma 2.7].

Lemma 2.2. Set A WD
R
jv � v�j

g�hf dv dv�. Then

• if �3
2
<  � 0, then jAj . .jgjL2

j j
C jgjL1

j j
/jhjL2

=2
jf jL2

=2
;

• if �3 <  � �3
2

, then for � > 0; s1; s2 � 0 such that s1 C s2 D �32 �  C � there
holds

jAj . C�.jgjL1
j j
C jgj

H
s1
j j
/jhj

H
s2
=2
jf jH0

=2
:

As a result of Lemmas 2.1 and 2.2, we have the following corollary.

Corollary 2.1. Fix � > 0 and let s1; s2 � 0 verify s1 C s2 D max¹�3
2
�  C �; 0º. Thenˇ̌̌̌Z

B".v � v�; �/g�..hf /
0
� hf / dv dv� d�

ˇ̌̌̌
. C�.jgjL1

j j
C jgj

H
s1
j j
/jhj

H
s2
=2
jf jH0

=2
:

2.2. Coercivity estimate

We present the coercivity estimate for L" in the following theorem.
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Theorem 2.1. There exists a constant "0 > 0 such that for 0 < " � "0 and any smooth
function f , there exists a constant �1 > 0, depending only on  , such that

hL"f; f i C jf j2
L2
=2

� �1jf j
2
";=2:

In this subsection we will prove Theorem 2.1. Our strategy is based on the following
relation in the spirit of the triple norm introduced in [2] (see the proof of Theorem 2.1 in
Section 2.2.5):

hL"f; f i C jf j2
L2
=2

& N "; .�
1
2 ; f /CN "; .f; �

1
2 /; (2.9)

N "; .g; h/ WD

Z
b".cos �/jv � v�jg2�.h

0
� h/2 d� dv dv�: (2.10)

Thanks to (2.9), to get the coercivity estimate for L", it suffices to estimate from below
the two functionals N "; .�

1
2 ; f / and N "; .f; �

1
2 /. We will study N "; .f; �

1
2 / in Sec-

tion 2.2.1 and N "; .�
1
2 ; f / in Sections 2.2.2, 2.2.3, and 2.2.4. The coercivity estimate is

obtained in Section 2.2.5 by utilizing (2.9).

2.2.1. Gain of weight from N ";.f; �
1
2 /. The functional N "; .f; �

1
2 / yields weight

W " in the phase space as shown in the following proposition.

Proposition 2.1. There exists "0 > 0 such that for 0 < " � "0,

N "; .f; �
1
2 /C jf j2

L2
=2

� C jW "f j2
L2
=2

;

where C > 0 is a universal constant.

Proof. The proof is divided into four steps.

Step 1: 16=� � jv�j � ı=". The parameter 0< ı � 1will be determined later. We consider
the setA.";ı/ WD ¹.v�;v;�/ W 16=� � jv�j � ı="; jvj � 8=�; sin.�=2/� "º. When "� �

16
ı,

it is easy to check that A."; ı/ is nonempty. We restrict the integral on the set A."; ı/ to
get

N "; .f; �
1
2 / �

Z
B"1A.";ı/f

2
� ..�

1
2 /0 � �

1
2 /2 d� dv dv�: (2.11)

Note that r�
1
2 D�

�
1
2

2
v and r2�

1
2 D

�
1
2

4
.�2I3C v˝ v/. By Taylor expansion, we have

�
1
2 .v0/ � �

1
2 .v/ D �

�
1
2 .v/

2
v � .v0 � v/

C

Z 1

0

.1 � �/.r2�
1
2 /.v.�// W .v0 � v/˝ .v0 � v/ d�;

where v.�/ D v C �.v0 � v/. Thanks to the fact that .a � b/2 � a2

2
� b2, we have

.�
1
2 .v0/ � �

1
2 .v//2 �

�.v/

8
jv � .v0 � v/j2 �

Z 1

0

j.r2�
1
2 /.v.�//j2jv0 � vj4 d�:
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Plugging this into (2.11) we get

N "; .f; �
1
2 / �

1

8

Z
B"1A.";ı/�.v/jv � .v

0
� v/j2f 2� d� dv dv�

�

Z
B"1A.";ı/j.r

2�
1
2 /.v.�//j2jv0 � vj4f 2� d� dv dv� d�

WD
1

8
	"1.ı/ � 	"2.ı/: (2.12)

To estimate 	"1.ı/, for fixed v, v�, we introduce an orthonormal basis .h1v;v� ; h
2
v;v�

;
v�v�
jv�v�j

/ such that d� D sin � d� d�. We express v0�v
jv0�vj

and v
jvj

using the basis as follows:

v0 � v

jv0 � vj
D cos

�

2
cos�h1v;v� C cos

�

2
sin�h2v;v� � sin

�

2

v � v�

jv � v�j
;

v

jvj
D c1h

1
v;v�
C c2h

2
v;v�
C c3

v � v�

jv � v�j
;

where c3 D v
jvj
�
v�v�
jv�v�j

and c1, c2 are constants independent of � and �. Then we have

v

jvj
�
v0 � v

jv0 � vj
D c1 cos

�

2
cos� C c2 cos

�

2
sin� � c3 sin

�

2
;

and thusˇ̌̌ v
jvj
�
v0 � v

jv0 � vj

ˇ̌̌2
D c21 cos2

�

2
cos2 � C c22 cos2

�

2
sin2 � C c23 sin2

�

2

C 2c1c2 cos2
�

2
cos� sin� � 2c3 cos

�

2
sin

�

2
.c1 cos� C c2 sin�/:

Integrating with respect to � , we haveZ
b".cos �/1A.";ı/jv � .v0 � v/j2 d�

D

Z �

0

Z 2�

0

b".cos �/ sin �1A.";ı/jv � .v
0
� v/j2 d� d�

� �.c21 C c
2
2/jvj

2
jv � v�j

21B.";ı/;

where B."; ı/ D ¹.v�; v/ W 16=� � jv�j � ı="; jvj � 8=�º. Plugging the above estimate
into the definition of 	"1.ı/, we get

	"1.ı/ � �

Z
.c21 C c

2
2/jv � v�j

C2
jvj21B.";ı/�.v/f

2
� dv dv�

D �

Z �
1 �

� v
jvj
�
v�

jv�j

�2�
jv�j

2
jv � v�j


jvj21B.";ı/�.v/f

2
� dv dv�;

where we have used the facts that c21 C c
2
2 C c

2
3 D 1 and�

1 �
� v
jvj
�
v�

jv�j

�2��1
jv � v�j

2
D .1 � c23/

�1
jv�j

2:
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Note that in the region B."; ı/, one has 1
2
jv�j � jv � v�j �

3
2
jv�j. Since  � 0, then�3

2

�
jv�j


� jv � v�j


�

�1
2

�
jv�j

 : (2.13)

We then get

	"1.ı/ � �
�3
2

� Z �
1 �

� v
jvj
�
v�

jv�j

�2�
jv�j

C2
jvj21B.";ı/�.v/f

2
� dv dv�

D �
�3
2

�
c1

Z
jv�j

C21 16
� �jv�j�

ı
"
f 2� dv�;

where
c1 D

Z �
1 �

� v
jvj
�
v�

jv�j

�2�
jvj2�.v/1jvj� 8�

dv

is independent of v�.
We now estimate 	"2.ı/. Recalling that

B" D .1 � s/"2s�21sin �2�"
jv � v�j

 sin�2�2s.�=2/;

jv0 � vj D jv � v�j sin.�=2/;

we have

	"2.ı/ D

Z
B"1A.";ı/j.r

2�
1
2 /.v.�//j2jv0 � vj4f 2� d� dv dv� d�

D "2s�2
Z

sin2�2s.�=2/1A.";ı/j.r2�
1
2 /.v.�//j2jv � v�j

C4f 2� d� dv dv� d�

�

�3
2

�C4
"2s�2

Z
sin2�2s.�=2/1A.";ı/j.r2�

1
2 /.v.�//j2jv�j

C4f 2� d� dv dv� d�

D

�3
2

�C4
"2s�2

Z �

0

Z 2�

0

sin2�2s.�=2/

�

Z
1A.";ı/j.r

2�
1
2 /.v.�//j2jv�j

C4f 2� sin � d� d� dv dv� d�:

Fixing �, v�, �, in the change of variable .v; �/! .v.�/; �.�//, where �.�/ is the angle
between � and v.�/ � v�, we haveˇ̌̌@.v.�/; �.�//

@.v; �/

ˇ̌̌�1
�

�
1 �

�

2

��5
� 32 D 25;

�=2 � �.�/ � �; sin � � 2 sin �.�/;

sin.�.�/=2/ � sin.�=2/ � 2 sin.�.�/=2/;
(2.14)

sin.�=2/ � ") sin.�.�/=2/ � ": (2.15)

Hence, we have
1A.";ı/ � 1 16

� �jv�j�
ı
" ;sin �.�/2 �"

;
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so that

	"2.ı/ � 2
622�2s

�3
2

�C4
"2s�2

Z �

0

Z 2�

0

Z
sin2�2s.�.�/=2/1 16

� �jv�j�
ı
" ;sin �.�/2 �"

� j.r2�
1
2 /.v.�//j2jv�j

C4f 2� sin �.�/ d�.�/ d� dv.�/ dv� d�

D 29�2s�
�3
2

�C4
"2s�2

�Z �

0

sin2�2s.�=2/1sin �2�"
sin � d�

�
�

�Z
1 16
� �jv�j�

ı
"
j.r2�

1
2 /.v/j2jv�j

C4f 2� dv dv�

�
:

Direct computation givesZ �

0

sin2�2s.�=2/1sin �2�"
sin � d� D 4

Z "

0

u3�2s du D
4"4�2s

4 � 2s
:

Let c2 D
R
j.r2�

1
2 /.v/j2 dv. Then we get

	"2.ı/ � 2
11�2s�

�3
2

�C4
.4 � 2s/�1c2"

2

�Z
1 16
� �jv�j�

ı
"
jv�j

C4f 2� dv�

�
� 211�2s�

�3
2

�C4
.4 � 2s/�1c2ı

2

Z
1 16
� �jv�j�

ı
"
jv�j

C2f 2� dv�;

where we have used "jv�j � ı.
Plugging the estimates of 	"1.ı/ and 	"2.ı/ into (2.12), we get

N "; .f; �
1
2 / � .C1 � C2ı

2/

Z
1 16
� �jv�j�

ı
"
jv�j

C2f 2� dv�;

where C1 D 2�3�.32 /
c1, C2 D 211�2s�.32 /

C4.4 � 2s/�1c2. By choosing ı such that
C2ı

2 D C1=2, we get

N "; .f; �
1
2 / �

1

2
C1

Z
1 16
� �jv�j�

ı
"
jv�j

C2f 2� dv�: (2.16)

Step 2: jv�j � R=". Here, R � 1 is a parameter to be determined later. By direct compu-
tation, we have

N "; .f; �
1
2 /

D

Z
B"f 2� ..�

1
2 /0 � �

1
2 /2 d� dv dv�

�

Z
B"1

4�1Rjv�j�1�sin �2�Rjv�j
�11jv�j�R"

1jvj�1f
2
� ..�

1
2 /0 � �

1
2 /2 d� dv dv�

�

Z
b"jv � v�j

1
4�1Rjv�j�1�sin �2�Rjv�j

�11jv�j�R"
1jvj�1f

2
� �d� dv dv�

� 2

Z
b"jv � v�j

1
4�1Rjv�j�1�

�
2�Rjv�j

�11jv�j�R"
1jvj�1f

2
� .�

1
2 /0�

1
2 d� dv dv�

WD J"1.R/ � J"2.R/:
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Note thatZ
b"1

4�1Rjv�j�1�sin �2�Rjv�j
�1 d� D 8�.1 � s/"

2s�2

Z Rjv�j
�1

4�1Rjv�j�1
u�1�2s du

D 4�
42s � 1

s
.1 � s/R�2s"2s�2jv�j

2s

D CsR
�2s"2s�2jv�j

2s; (2.17)

where Cs D 4� 4
2s�1
s
.1 � s/. If " � 1

2
, jv�j � R=" � 2, jvj � 1, we have

1

2
jv�j � jv � v�j �

3

2
jv�j: (2.18)

Plugging (2.17) into the definition of J"1.R/ and using (2.13), we have

J"1.R/ � CsR
�2s"2s�2

Z
jv � v�j


jv�j

2s1
jv�j�

R
"
1jvj�1f

2
� �d� dv dv�

� Cs

�3
2

�
c3R

�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
f 2� dv�;

where c3 D
R

1jvj�1�.v/ dv.
Since sin.�=2/ � ", there holds jv0j C jvj � jv0 � vj D sin �

2
jv � v�j � "jv � v�j �

".jv�j � jvj/, and then jv0j C .1 C "/jvj � "jv�j � R. Thus, R2 � .jv0j C 2jvj/2 �
8.jv0j2 C jvj2/, which implies

�0
1
2�

1
2 D .2�/�

3
2 e�

jv0 j2Cjvj2

4 � .2�/�
3
2 e�

jvj2

8 e
�R

2

26 : (2.19)

Then by (2.19), (2.17), and (2.18), we have

J"2.R/ D 2

Z
b"jv � v�j

1
4�1Rjv�j�1�sin �2�Rjv�j

�11jv�j�R"
1jvj�1f

2
� �
0 12�

1
2 d� dv dv�

� 2.2�/�
3
2 e
�R

2

26

Z
b"jv � v�j

1
4�1Rjv�j�1�sin �2�Rjv�j

�11jv�j�R"

� 1jvj�1f
2
� e
�
jvj2

8 d� dv dv�

� 2.2�/�
3
2Cse

�R
2

26 R�2s"2s�2
Z
jv � v�j


jv�j

2s1
jv�j�

R
"
1jvj�1f

2
� e
�
jvj2

8 dv dv�

� 2.2�/�
3
2Cs

�1
2

�
e
�R

2

26 R�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
1jvj�1f

2
� e
�
jvj2

8 dv dv�

D 2.2�/�
3
2Cs

�1
2

�
c4e
�R

2

26 R�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
f 2� dv�;

where c4 D
R

1jvj�1e
�
jvj2

8 dv. Combining the above estimates for J"1.R/ and J"2.R/, we
arrive at, for any " � 1

2
, R � 1,

N "; .f; �
1
2 / � .C3 � C4e

�R
2

26 /R�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
f 2� dv�;
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where C3 D Cs.
3
2
/c3, C4 D 2.2�/�

3
2Cs.

1
2
/c4. We choose R � 1 such that 1

2
C3 �

C4e
�R

2

26 and arrive at

N "; .f; �
1
2 / �

1

2
C3R

�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
f 2� dv�: (2.20)

Step 3: 16=� � jv�j � R=". Here, R is the fixed constant in Step 2. We also recall the
fixed constant ı in Step 1. Since 16=� � jv�j � R=" D ı=.ıR�1"/, by (2.16), we have

N ıR�1"; .f; �
1
2 / �

1

2
C1

Z
1 16
� �jv�j�

R
"
jv�j

C2f 2� dv�:

Observe that

bıR
�1".cos �/ D .R=ı/2�2s.1 � s/"2s�2 sin�2�2s.�=2/1sin �2�ıR

�1"

� .R=ı/2�2sb".cos �/;

from which we get

N "; .f; �
1
2 / � .R=ı/2s�2N ıR�1"; .f; �

1
2 /

�
1

2
C1.R=ı/

2s�2

Z
1 16
� �jv�j�

R
"
jv�j

C2f 2� dv�: (2.21)

Step 4: To recover weight W ". Combining (2.20), (2.21), and

jf j2
L2
=2

�

Z
1jv�j� 16�

hv�i
f 2� dv�;

we arrive at

N "; .f; �
1
2 /C jf j2

L2
=2

�

Z
1jv�j� 16�

hv�i
f 2� dv�

C
1

4
C1.R=ı/

2s�2

Z
jv�j

C21 16
� �jv�j�

R
"
f 2� dv�

C
1

4
C3R

�2s"2s�2
Z
jv�j

C2s1
jv�j�

R
"
f 2� dv�:

Since jv�j � 16=� � 4, we get jv�j2 � 1C jv�j2 � 17
16
jv�j

2, which gives

jv�j
C2
� min

®
1; .17=16/�=2�1

¯
hv�i

C2;

jv�j
C2s

� min
®
1; .17=16/�=2�s

¯
hv�i

C2s :

Supposing " � 1=4, we have "2s�2 � .17=16/s�1h"�1i2�2s . Therefore, we get

N "; .f; �
1
2 /C jf j2

L2
=2

�

Z
1jv�j� 16�

hv�i
f 2� dv�

C C5

Z
hv�i

C21 16
� �jv�j�

R
"
f 2� dv�

C C6h"
�1
i
2�2s

Z
hv�i

C2s1
jv�j�

R
"
f 2� dv�;
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where
C5 D

1

4
C1.R=ı/

2s�2 min
®
1; .17=16/�=2�1

¯
;

C6 D
1

4
C3R

�2s.17=16/s�1 min
®
1; .17=16/�=2�s

¯
:

By (2.6) and (2.2), we have

1jv�j� 16�
W ".v�/ D hv�i � W1.16=�/ D .1C 4.16=�/

2/
1
2 :

Then we get
1jv�j� 16�

� .1C 4.16=�/2/�11jv�j� 16�
.W "/2.v�/: (2.22)

In the region 16=� � jv�j � 1
2
"�1, by (2.2), we have

hv�i
2
D .W "/2.v�/: (2.23)

In the region 1
2
"�1 � jv�j � "

�1, by (2.1) we have

hv�i
2
�

D1
2
"�1

E2�2s
hv�i

2s
�

�1
2

�2�2s
h"�1i2�2shv�i

2s
�

�1
2

�2�2s
.W "/2.v�/: (2.24)

In the region "�1 � jv�j � R"�1, by (2.3), we have

hv�i
2
� h"�1i2�2shv�i

2s
D .W "/2.v�/: (2.25)

In the region jv�j � R"�1, by (2.3), we have

h"�1i2�2shv�i
2s
D .W "/2.v�/: (2.26)

Then by (2.22), (2.23), (2.24), (2.25), and (2.26), we get

N "; .f; �
1
2 /C jf j2

L2
=2

� .1C 4.16=�/2/�1
Z

1jv�j� 16�
.W "/2.v�/hv�i

f 2� dv�

C

�1
2

�2�2s
C5

Z
.W "/2.v�/hv�i

1 16
� <jv�j�"

�1f
2
� dv�

Cmin¹C5; C6º
Z
.W "/2.v�/hv�i

1jv�j>"�1f
2
� dv�

� C.; s/jW "f j2
L2
=2

;

which completes the proof. Here, C.; s/ WD min¹.1C 4.16=�/2/�1; .1
2
/2�2sC5; C6º is

a positive constant depending only on  , s. It is easy to check that C.; s/ & 1 uniformly
when �3 <  � 0, 0 < s < 1.

In the following, we show that Proposition 2.1 is sharp.

Proposition 2.2. The estimate N "; .f; �
1
2 / . jW "f j2

L2
=2

holds.
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Proof. First we have

N "; .f; �
1
2 / .

Z
B"f 2� ..�

1
4 /0 � �

1
4 /2.�0

1
2 C �

1
2 / d� dv dv�

.
Z
B"f 2� ..�

1
4 /0 � �

1
4 /2�0

1
2 d� dv dv�

C

Z
B"f 2� ..�

1
4 /0 � �

1
4 /2�

1
2 d� dv dv�

WDK
";
1 .f /CK

";
2 .f /:

By Taylor expansion, one has

..�
1
4 /0 � �

1
4 /2 . min

®
1; jv � v�j

2�2
¯
� min

®
1; jv0 � v�j

2�2
¯
:

By Proposition A.1 and (2.7), we haveZ
b".cos �/min

®
1; jv � v�j

2�2
¯
d� . .W "/2.jv � v�j/ . .W "/2.v/.W "/2.v�/;

which gives

K
";
2 .f / .

Z
f 2� jv � v�j

 .W "/2.v/.W "/2.v�/�
1
2 dv dv�

.
Z
f 2� hv�i

 .W "/2.v�/ dv� D jW
"f j2

L2
=2

:

Here we have used the fact that
R
jv � v�j

�
1
4 dv . hv�i . By the change of variable v!

v0, similarly we have K
";
1 .f / . jW "f j2

L2
=2

. The proof of the lemma is completed.

Remark 2.1. By the proof of Proposition 2.2, for a � 1
8

, the estimate N "; .f; �a/ .
jW "f j2

L2
=2

holds.

2.2.2. Gain of Sobolev regularity from N ";0.g; f /. By [1, Corollary 2.1, Lemma 3],
and Proposition A.1, we have the following lemma.

Lemma 2.3. Let g be a function such that jg2jL1 � ı > 0, jg2jL11 C jg
2jLlogL � � <1,

then there exists C.ı; �/ such that

N ";0.g; f /C jf j2
L2
� C.ı; �/jW ".D/f j2

L2
:

2.2.3. Gain of anisotropic regularity from N ";0.g; f /. In this part, we derive the
anisotropic regularity from N ";0.g; f /. To this end, we apply a geometric decomposi-
tion in the frequency space. More precisely, we will use the following decomposition (see
(2.34) in the proof of Proposition 2.3):

Of .�/ � Of .�C/ D Of .�/ � Of
�
j�j

�C

j�Cj

�
„ ƒ‚ …

spherical part

C Of
�
j�j

�C

j�Cj

�
� Of .�C/:„ ƒ‚ …

radial part

(2.27)
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The “spherical part” gives the anisotropic regularity. Namely, we have the following
lemma.

Lemma 2.4. Set A".f / WD
R
b". �
j�j
� �/j Of .�/� Of .j�j �

C

j�Cj
/j2 d� d� , where �C D �Cj�j�

2
.

Then
A".f /C jf j2

L2
� jW "..��S2/

1
2 /f j2

L2
C jf j2

L2
:

Proof. Let r D j�j, � D �=j�j, and & D �C�
j�C� j

. Then �
j�j
� � D 2.� � &/2 � 1 and j�j �

C

j�Cj
D r& .

In the change of variables .�; �/! .r; �; &/, one has d� d� D 4.� � &/r2 dr d� d& . Let
� be the angle between � and � . Then 2 sin �

2
D j� � � j and thus

b".cos �/ D .1 � s/"2s�222C2sj� � � j�2�2s1j��� j�2": (2.28)

Since �=2 is the angle between the two unit vectors � and & , we get j� � & j D 2.1� cos �
2
/.

It is easy to check that
1

2
j� � � j � j� � & j � j� � � j;

from which, together with (2.28), we get

b".cos �/ � .1 � s/"2s�2j� � & j�2�2s1j��& j�";

b".cos �/ � .1 � s/"2s�222C2sj� � & j�2�2s1j��& j�2":

By (A.1) in Lemma A.1, we have

A".f /C jf j2
L2
D 4

Z
b".2.� � &/2 � 1/j Of .r�/ � Of .r&/j2.� � &/r2 dr d� d& C jf j2

L2

� 4.1 � s/"2s�2
Z
j Of .r�/ � Of .r&/j2

j� � & j2C2s
1j��& j�"r

2 dr d� d& C jf j2
L2

� jW "..��S2/
1
2 / Of j2

L2
C j Of j2

L2
:

By Remark A.1 we have

A".f /C jf j2
L2
� 4.1 � s/"2s�222C2s

Z
j Of .r�/ � Of .r&/j2

j� � & j2C2s
1j��& j�2"r

2 dr d� d&

C jf j2
L2

� jW "..��S2/
1
2 / Of j2

L2
C j Of j2

L2
:

With the help of Lemma A.2 and Plancherel’s theorem,

jW "..��S2/
1
2 / Of j2

L2
D jW "..��S2/

1
2 /f j2

L2
;

which completes the proof.

The “radial part” in (2.27) can be bounded by weight W " gain in the phase and fre-
quency space. Namely, we have the following lemma.
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Lemma 2.5. Let

Z"; .f / WD

Z
b"
� �
j�j
� �
�
h�i

ˇ̌̌
f
�
j�j

�C

j�Cj

�
� f .�C/

ˇ̌̌2
d� d�

with �C D �Cj�j�
2

. Then

Z"; .f / . jW ".D/W=2f j
2
L2
C jW "W=2f j

2
L2
:

Proof. We divide the proof into two steps.

Step 1:  D 0. As in the proof of Lemma 2.4, with the same change of variables .�; �/!
.r; �; &/ with � D r� and & D �C�

j�C� j
, we have

Z";0.f / D 4

Z
b".2.� � &/2 � 1/jf .r&/ � f ..� � &/r&/j2.� � &/r2 dr d� d&:

Recall that

b"
� �
j�j
� �
�
D .1 � s/"2s�2

�
sin

�

2

��2�2s
1sin �2�"

;

where � is the angle between � and � . Let ˛ D �
2

be the angle between � and � . Let
u D r& . Then we get r2 dr d& d� D sin˛ dud˛ dS. Therefore, we have

Z";0.f / D 8�.1 � s/"2s�2
Z

R3

Z �

0

.sin˛/�1�2s1sin˛�"

� jf .u/ � f .u cos˛/j2 cos˛ dud˛ (2.29)

. jW ".D/f j2
L2
C jW "f j2

L2
; (2.30)

where the last inequality is given by Lemma A.5.

Step 2:  < 0. We reduce the case when  < 0 to the special case  D 0. For simplicity,
denote w D j�j �

C

j�Cj
. Then W .�/ D W .w/. Hence, we have

h�i .f .w/ � f .�C//2

D
®
Œ.W=2f /.w/ � .W=2f /.�

C/�C .W=2f /.�
C/.1 �W=2.w/W�=2.�

C//
¯2

� 2Œ.W=2f /.�
C/ � .W=2f /.w/�

2
C 2j.W=2f /.�

C/j2j1 �W=2.w/W�=2.�
C/j2:

Thus we have

Z"; .f / � 2Z";0.W=2f /

C 2

Z
b"
� �
j�j
� �
�
j.W=2f /.�

C/j2j1 �W=2.w/W�=2.�
C/j2 d� d�

WD Z";0.W=2f /CA:

By noticing that jW=2.w/W�=2.�C/ � 1j . �2, we have jAj . jW=2f j2L2 , where the
change of variable � ! �C has been used. The desired result follows from estimate (2.30)
in Step 1.
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Remark 2.2. With the same notation as in Lemma 2.5, we also have

Z";0. Of / . jW ".D/f j2
L2
C jW "f j2

L2
:

Indeed, by (2.29) and Plancherel’s theorem, we have

Z";0. Of /

D 8�.1 � s/"2s�2
Z

R3

Z �

0

.sin˛/�1�2s1sin˛�"j Of .u/ � Of .u cos˛/j2 cos˛ dud˛

D 8�.1 � s/"2s�2
Z

R3

Z �

0

.sin˛/�1�2s1sin˛�"jf .u/ � f .u= cos˛/j2 cos˛ dud˛

. jW ".D/f j2
L2
C jW "f j2

L2
;

where we have used the change of variable u! u cos˛ and the estimate (2.30) in the last
inequality.

Now we are in a position to get jW "..��S2/
1
2 /f j2

L2
=2

from N ";0.g; f /.

Proposition 2.3. The following two estimates hold:

N ";0.g; f /C jgj2
L21
jW ".D/f j2

L2
C jgj2

L2
jW "f j2

L2
& jgj2

L2
jW "..��S2/

1
2 /f j2

L2
; (2.31)

N ";0.g; f / . jgj2
L2
jW "..��S2/

1
2 /f j2

L2
C jgj2

L21
jW ".D/f j2

L2
C jgj2

L2
jW "f j2

L2
: (2.32)

Proof. By Bobylev’s formula, we have

N ";0.g; f / D
1

.2�/3

Z
b"
� �
j�j
� �
��
yg2.0/j Of .�/ � Of .�C/j2

C 2<
�
. yg2.0/ � yg2.��// Of .�C/

NOf .�/
��
d� d�

WD
jgj2

L2

.2�/3
	1 C

2

.2�/3
	2;

where �C D �Cj�j�
2

and �� D ��j�j�
2

. Thanks to the fact that yg2.0/ � yg2.��/ D
R
.1 �

cos.v � ��//g2.v/ dv, we have

j	2j D

ˇ̌̌̌Z
b"
� �
j�j
� �
�
.1 � cos.v � ��//g2.v/<. Of .�C/ NOf .�// d� d� dv

ˇ̌̌̌
�

�Z
b"
� �
j�j
� �
�
.1 � cos.v � ��//g2.v/j Of .�C/j2 d� d� dv

� 1
2

�

�Z
b"
� �
j�j
� �
�
.1 � cos.v � ��//g2.v/j NOf .�/j2 d� d� dv

� 1
2

:

Observe that

1 � cos.v � ��/ . jvj2j��j2 D
1

4
jvj2j�j2

ˇ̌̌ �
j�j
� �

ˇ̌̌2
� jvj2j�Cj2

ˇ̌̌ �C
j�Cj

� �
ˇ̌̌2
;
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thus

1 � cos.v � ��/ . min
°
jvj2j�j2

ˇ̌̌ �
j�j
� �

ˇ̌̌2
; 1
±
� min

°
jvj2j�Cj2

ˇ̌̌ �C
j�Cj

� �
ˇ̌̌2
; 1
±
:

Note that �
j�j
� � D 2. �

C

j�Cj
� �/2 � 1. By the change of variable from � to �C, and the

property W ".jvk�j/ . W ".jvj/W ".j�j/, we have

j	2j .
Z
.W "/2.jvk�j/j Of .�/j2g2.v/ dv d�

. jW "gj2
L2
jW ".D/f j2

L2
. jgj2

L21
jW ".D/f j2

L2
: (2.33)

Now we study the lower bound for 	1. By the geometric decomposition

Of .�/ � Of .�C/ D Of .�/ � Of
�
j�j

�C

j�Cj

�
C Of

�
j�j

�C

j�Cj

�
� Of .�C/; (2.34)

we have

	1 D

Z
b"
� �
j�j
� �
�
j Of .�/ � Of .�C/j2 d� d�

�
1

2

Z
b"
� �
j�j
� �
�ˇ̌̌
Of .�/ � Of

�
j�j

�C

j�Cj

�ˇ̌̌2
d� d�

�

Z
b"
� �
j�j
� �
�ˇ̌̌
Of
�
j�j

�C

j�Cj

�
� Of .�C/

ˇ̌̌2
d� d�

WD
1

2
	1;1 � 	1;2:

By Lemma 2.4 , we have

	1;1 C jf j
2
L2
� jW "..��S2/

1
2 /f j2

L2
C jf j2

L2
: (2.35)

By Remark 2.2, there holds

	1;2 . jW ".D/f j2
L2
C jW "f j2

L2
: (2.36)

Combining upper bound estimates (2.33), (2.36) and lower bound estimate (2.35), we get
(2.31). On the other hand, by N ";0.g; f / . 	1;1 C 	1;2 C j	2j, one can get (2.32) by the
upper bound estimates (2.33), (2.35), (2.36).

2.2.4. Gain of anisotropic regularity from N ";.�
1
2 ; f /. The strategy is to reduce

N "; to N ";0 so that the estimates in previous parts can be used.
For technical reasons, we define

zN "; .g; h/ WD

Z
R6�S2

b".cos �/hv � v�ig2�.h
0
� h/2 d� dv dv�: (2.37)

Moreover, we need to consider the “velocity regular” version zN "; of N "; to reduce
zN "; to N ";0 in the following lemma.
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Lemma 2.6. Let  2 R. Then

1

2
C1N

";0.W�j j=2g;W=2f / � C3jgj
2
L2
j=2C1j

jf j2
L2
=2

� zN "; .g; f / � 2C2N
";0.Wj j=2g;W=2f /C 2C3jgj

2
L2
j=2C1j

jf j2
L2
=2

; (2.38)

where C1, C2, C3 are constants depending only on  that can be chosen as some generic
constants if �3 �  � 0.

Proof. Set F D W=2f . By definition, we have

zN "; .g; f / D

Z
R6�S2

b".cos �/hv � v�ig2�..W�=2F /
0
�W�=2F /

2 d� dv dv�:

Make the decomposition

.W�=2F /
0
�W�=2F D .W�=2/

0.F 0 � F /C F.W 0
�=2 �W�=2/ WD AC B:

From 1
2
A2 � B2 � .AC B/2 � 2A2 C 2B2, we get

1

2
	1 � 	2 � zN

"; .g; f / � 2.	1 C 	2/; (2.39)

where

	1 WD

Z
R6�S2

b".cos �/hv � v�ig2�W
0
� .F

0
� F /2 d� dv dv�;

	2 WD

Z
R6�S2

b".cos �/hv � v�ig2�F
2.W 0

�=2 �W�=2/
2 d� dv dv�:

Thanks to jv� � vj � jv� � v0j, hv�i�j j . hv� � v0i hv0i� . hv�ij j, we get

N ";0.W�j j=2g;W=2f / . 	1 . N ";0.Wj j=2g;W=2f /: (2.40)

By Taylor expansion, one has .W 0
�=2
�W�=2/

2 .
R
hv.�/i��2jv � v�j

2 sin2.�=2/ d�.
Note that

hv � v�i

jv � v�j

2
hv.�/i��2 . hv � v�iC2hv.�/i��2

. hv.�/ � v�iC2hv.�/i��2 . hv�ijC2j:

Then by (2.8), we get

	2 .
Z
g2�hv�i

jC2jF 2 dv dv� . jgj2
L2
j=2C1j

jF j2
L2
: (2.41)

Plugging (2.40) and (2.41) into (2.39), we get (2.38). In addition, one can track the proof
for the dependence of C1, C2, C3 on  .
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We are now ready to give a lower bound estimate for N "; .�
1
2 ; f /.

Proposition 2.4. The following two estimates are valid:

N "; .�
1
2 ; f /C jf j2

L2
=2

& jW ".D/W=2f j
2
L2
: (2.42)

N "; .�
1
2 ; f /C jW ".D/W=2f j

2
L2
C jW "W=2f j

2
L2

& jW "..��S2/
1
2 /W=2f j

2
L2
: (2.43)

By a suitable combination, we have

N "; .�
1
2 ; f /C jW "W=2f j

2
L2

& jW "..��S2/
1
2 /W=2f j

2
L2
C jW ".D/W=2f j

2
L2
: (2.44)

Proof. Since  � 0, then jv � v�j � hv � v�i , and thus N "; .g;f /� zN "; .g;f /. Then
as a direct result of Lemma 2.6 with � D 0; g D �

1
2 , we have

N "; .�
1
2 ; f /C jf j2

L2
=2

& N ";0.W=2�
1
2 ; W=2f / � N ";0.W� 32

�
1
2 ; W=2f /: (2.45)

Note that jW�3�jL1 and jW�3�jL11 C jW�3�jLlogL are generic constants. Then according
to Lemma 2.3, we have

N ";0.W� 32
�
1
2 ; W=2f /C jf j

2
L2
=2

& jW ".D/W=2f j
2
L2
;

from which, together with (2.45), we get (2.42).
Taking g D W� 32�

1
2 in (2.31) of Proposition 2.3, we have

N ";0.W� 32
�
1
2 ; W=2f /C jW

".D/W=2f j
2
L2
C jW "W=2f j

2
L2

& jW "..��S2/
1
2 /W=2f j

2
L2
;

from which together with (2.45), we get (2.43). The proof is completed.

2.2.5. Coercivity estimate. We are ready to prove the coercivity estimate for L" in The-
orem 2.1.

Proof of Theorem 2.1. By combining Proposition 2.1 and (2.44) in Proposition 2.4, we
get

N "; .�
1
2 ; f /CN "; .f; �

1
2 /C jf j2

L2
=2

& jW "..��S2/
1
2 /W=2f j

2
L2
C jW ".D/W=2f j

2
L2
C jW "W=2f j

2
L2

D jf j2";=2: (2.46)
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Observe that N "; .�
1
2 ; f / C N "; .f; �

1
2 / corresponds to the anisotropic norm jjjf jjj2

introduced in [2]. Recalling (1.17), we have

L"
D L"

1 CL"
2; L"

1g WD ��
".�

1
2 ; g/; L"

2g WD ��
".g; �

1
2 /: (2.47)

By [2, Proposition 2.16] and Corollary 2.1, there holds

hL"
1f; f i �

1

10
.N "; .�

1
2 ; f /CN "; .f; �

1
2 // � C jf j2

L2
=2

: (2.48)

By Lemma 3.3 in the next section, we have

jhL"
2f; f ij . j�

1
8 f j2

L2
. jf j2

L2
=2

: (2.49)

Combining (2.48), (2.49), and (2.46) completes the proof of the theorem.

2.3. Dissipation in microscopic space

In this subsection we consider the dissipative property of L" in the microscopic space.
This is also referred to as the “spectral gap” estimate. Recall the kernel space ker defined
in (1.12). An orthonormal basis of ker can be chosen as ¹�

1
2 ; �

1
2 v1; �

1
2 v2; �

1
2 v3;

�
1
2 .jvj2 � 3/=

p
6º WD ¹ej º1�j�5. The projection operator P on the kernel space is defined

as

Pf WD
5X

jD1

hf; ej iej D .aC b � v C cjvj
2/�

1
2 ; (2.50)

where for 1 � i � 3,

a D

Z
R3

�5
2
�
jvj2

2

�
�
1
2 f dv; bi D

Z
R3

vi�
1
2 f dv; c D

Z
R3

�
jvj2

6
�
1

2

�
�
1
2 f dv:

The dissipative property of L" in the ker? space is given in the following theorem.

Theorem 2.2. Let �3 <  � 0. There are two generic constants "0; �0 > 0 such that for
any 0 < " � "0, it holds that

hL"g; gi � �0jg � Pgj2";=2:

Remark 2.3. We address that from the proof below, �0 depends only on  and the lower
bound for

R
b".cos �/ sin2.�=2/ d� .

To prove Theorem 2.2, we first introduce a special weight function Uı defined by

Uı.v/ WD .1C ı
2
jvj2/

1
2 � max¹ıjvj; 1º: (2.51)

Here, ı is a sufficiently small parameter. We then introduce a new smooth function �.
Recall the smooth function � in (1.31). Let �.�/ D �.�=2/. Then � is a smooth function
verifying 0 � � � 1, � D 1 on Œ0; 1�, and � D 0 on Œ2;1/. Let �R.v/ WD �.jvj=R/. The
following lemma is [25, Lemma 3.2].
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Lemma 2.7. Set

X.;R; ı/ WD ı�
�
.�R/

0.�R/
0
�.U

=2

ı
/0.U

=2

ı
/0� � �R.�R/�U

=2

ı
.U

=2

ı
/�
�2

with  � 0 < ı � 1 � R. Then

X.;R; ı/ . .ı2 CR�2/�2hviC2hv�i
21jvj�4R:

Proof of Theorem 2.2. Supposing Pg D 0, then it suffices to prove hL"g; gi & jgj2
";=2

.
In the following, we specify the parameter  in the operator L" and denote it by L"; . For
brevity, set

J "; .g/ WD 4hL";g; gi;

A.f; g/ WD .f�g C fg� � f
0
�g
0
� f 0g0�/;

F.f; g/ WD A2.f; g/:

With this notation, we have J "; .g/ D
R
B"F.�

1
2 ; g/ d� dv dv�. The proof is divided

into four steps.

Step 1: Localization of J "; .g/. By (2.51) and the condition  � 0, we get

jv � v�j
�
� Cı

 ..ıjvj/� C .ıjv�j/
� / � 2Cı

U
�

ı
.v/U

�

ı
.v�/;

which gives jv � v�j & ı�U


ı
.v/U



ı
.v�/, so that

J "; .g/ & ı�
Z
b"�2R.�

2
R/�U



ı
.U



ı
/�F.�

1
2 ; g/ d� dv dv�:

We include the function �2R.�
2
R/�U



ı
.U



ı
/� inside F.�

1
2 ; g/, leading to F.�RU

=2

ı
�
1
2 ;

�RU
=2

ı
g/ with some correction terms. For simplicity, set h D �RU

=2

ı
; f D �

1
2 , then

�2R.�
2
R/�U



ı
.U



ı
/�F.�

1
2 ; g/

D h2�h
2F.f; g/ D

�
hh�.f�g C fg�/ � hh�.f

0
�g
0
C f 0g0�/

�2
D
�
hh�.f�g C fg�/ � h

0h0�.f
0
�g
0
C f 0g0�/C .h

0h0� � hh�/.f
0
�g
0
C f 0g0�/

�2
�
1

2

�
hh�.f�g C fg�/ � h

0h0�.f
0
�g
0
C f 0g0�/

�2
� .h0h0� � hh�/

2.f 0�g
0
C f 0g0�/

2

D
1

2
F.hf; hg/ � .h0h0� � hh�/

2.f 0�g
0
C f 0g0�/

2:

Hence, we get

J "; .g/ &
1

2
ı�

Z
b"F.�RU

=2

ı
�
1
2 ; �RU

=2

ı
g/ d� dv dv�

� ı�
Z
b".h0h0� � hh�/

2.f 0�g
0
C f 0g0�/

2 d� dv dv�: (2.52)
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We now move �RU
=2

ı
before�

1
2 out of F.�RU

=2

ı
�
1
2 ;�RU

=2

ı
g/, which leads to F.�

1
2 ;

�RU
=2

ı
g/ with some correction terms. That is,

F.�RU
=2

ı
�
1
2 ; �RU

=2

ı
g/

D A2.�RU
=2

ı
�
1
2 ; �RU

=2

ı
g/

D
�
A.�

1
2 ; �RU

=2

ı
g/ �A

�
.1 � �RU

=2

ı
/�

1
2 ; �RU

=2

ı
g
��2

�
1

2
A2.�

1
2 ; �RU

=2

ı
g/ �A2

�
.1 � �RU

=2

ı
/�

1
2 ; �RU

=2

ı
g
�

D
1

2
F.�

1
2 ; �RU

=2

ı
g/ � F..1 � �RU

=2

ı
/�

1
2 ; �RU

=2

ı
g/: (2.53)

By symmetry, we haveZ
b".h0h0� � hh�/

2.f 0�g
0
C f 0g0�/

2 d� dv dv�

� 4

Z
b".h0h0� � hh�/

2f 2� g
2 d� dv dv�: (2.54)

Thanks to (2.52), (2.53), and (2.54), we get

J "; .g/ &
1

4
ı�

Z
b"F.�

1
2 ; �RU

=2

ı
g/ d� dv dv�

�
1

2
ı�

Z
b"F..1 � �RU

=2

ı
/�

1
2 ; �RU

=2

ı
g/ d� dv dv�

� 4ı�
Z
b".h0h0� � hh�/

2f 2� g
2 d� dv dv� WD

1

4
J1 �

1

2
J2 � 4J3: (2.55)

Step 2: Estimates of Ji (i D 1; 2; 3). We will give the estimates term by term.

Lower bound for J1. We claim that for " � 16�1R�1 and some generic constant C ,

J1 & ı� jgj2
L2
=2

� C.ı2 CR�2/jgj2";=2: (2.56)

By Wang Chang–Uhlenbeck [39], for any function F it holds that

hL";0F;F i &
�Z

b".cos �/ sin2.�=2/d�
�
j.I � P /F j2

L2
;

where I is the identity operator. Thanks to (2.8), there is a generic constant c0 such that

hL";0F;F i � c0j.I � P /F j2
L2
: (2.57)

Applying (2.57) with F D �RU
=2

ı
g, and using .a � b/2 � a2=2 � b2, we have

J1 D ı
�

Z
b"F.�

1
2 ; �RU

=2

ı
g/ d� dv dv� D 4ı

�
hL";0�RU

=2

ı
g; �RU

=2

ı
gi

& ı� j.I � P /.�RU
=2

ı
g/j2

L2
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&
1

2
ı� j�RU

=2

ı
gj2
L2
� ı� jP .�RU

=2

ı
g/j2

L2

&
1

4
ı� jU

=2

ı
gj2
L2
�
1

2
ı� j.1 � �R/U

=2

ı
gj2
L2
� ı� jP .�RU

=2

ı
g/j2

L2

WD J1;1 � J1;2 � J1;3:

• Since ı � 1 and  � 0, then U =2
ı
� W=2, which yields the leading term

J1;1 & ı� jgj2
L2
=2

: (2.58)

• Thanks to the facts that ı�U 
ı
� W and 1 � �R.v/ D 0 when jvj � R, we have

J1;2 D
1

2
ı� j.1 � �R/U

=2

ı
gj2
L2

. j.1 � �R/W=2gj2L2

. j1jvj�R�."�/W=2gj2L2 C j.1 � �."�//W=2gj
2
L2

. R�2j�."�/W=2C1gj
2
L2
C "2j.1 � �."�//"�2W=2gj

2
L2

. .R�2 C "2/jW "W=2gj
2
L2
; (2.59)

where we have used (2.4) and (2.5) in the last inequality. By the assumption " �
16�1R�1, we have

J1;2 . R�2jW "W=2gj
2
L2
: (2.60)

• We now estimate J1;3. Recalling (2.50) for the definition of P and by the condition
Pg D 0, we have

P .�RU
=2

ı
g/ D

5X
iD1

ei

Z
ei�RU

=2

ı
g dv D

5X
iD1

ei

Z
ei .�RU

=2

ı
� 1/g dv:

Observing that
1 � �RU

=2

ı
. 1 � �R C ıjvj�R; (2.61)

and thus ei .1� �RU
=2

ı
/ . .ı CR�1/�

1
4 , we have j

R
ei .�RU

=2

ı
� 1/g dvj . .ı C

R�1/j�
1
8 gjL2 , which gives

J1;3 D ı
�
jP .�RU

=2

ı
g/j2

L2
. .ı2 CR�2/j�

1
8 gj2

L2
. .ı2 CR�2/jgj2

L2
=2

: (2.62)

Combining the estimates (2.58), (2.60), and (2.62) gives (2.56).

Upper bound for J2. For simplicity, by setting f D .1 � �RU
=2

ı
/�

1
2 and g D

�RU
=2

ı
g, we get

J2 D ı
�

Z
b"F..1 � �RU

=2

ı
/�

1
2 ; �RU

=2

ı
g/ d� dv dv�

D ı�
Z
b"F.f ; g / d� dv dv�

. ı�
Z
b".f 2 /�.g

0
 � g /

2 d� dv dv� C ı
�

Z
b".g2 /�.f

0
 � f /

2 d� dv dv�

WD J2;1 C J2;2: (2.63)



Solutions to the non-cutoff Boltzmann equation in the grazing limit 37

Thanks to (2.61), we have

.f 2 /� D ..1 � �RU
=2

ı
/�

1
2 /2� . .ı2 CR�2/�

1
2
� : (2.64)

Plugging (2.64) into J2;1, we have

J2;1 . .ı2 CR�2/ı�
Z
b"�

1
2
� .g
0
 � g /

2 d� dv dv�

D .ı2 CR�2/ı�N ";0.�
1
4 ; g /

. .ı2 CR�2/ı� j�RU
=2

ı
gj2";=2 . .ı2 CR�2/jgj2";=2; (2.65)

where we have used (2.32) and Lemma A.3 with ˆ D ı�=2�RU
=2

ı
2 S

=2
1;0 and M D

W " 2 S11;0.

By Taylor expansion up to order 1, f 0 � f D
R 1
0
.rf /.v.�// � .v

0 � v/ d�, from
which, together with

jrf j D jr..1 � �RU
=2

ı
/�

1
2 /j

D j.1 � �RU
=2

ı
/r�

1
2 � U

=2

ı
�
1
2r�R � �R�

1
2rU

=2

ı
j

. �
1
8 .ı CR�1/;

we get

jf 0 � f j
2 . .ı2 CR�2/�2

Z 1

0

�
1
4 .v.�//j.v.�/ � v�/j

2 d�: (2.66)

Since R � 16�1"�1, by the change v ! v.�/, and (2.2), we have

J2;2 . .ı2 CR�2/ı�
Z
b"�2.�RU

=2

ı
g/2��

1
4 .v.�//jv.�/ � v�j

2 d� dv.�/ dv� d�

. .ı2 CR�2/j�RW=2C1gj
2
L2

. .ı2 CR�2/jW=2W
"gj2

L2
. .ı2 CR�2/jgj2";=2: (2.67)

Plugging estimates (2.65) and (2.67) into (2.63), we get

J2 . .ı2 CR�2/jgj2";=2: (2.68)

Upper bound for J3. By Lemma 2.7, we have

ı� .h0h0� � hh�/
2 . .ı2 CR�2/�2hviC2hv�i

21jvj�4R:

Since 8R � 1
2
"�1, by (2.2), we have

J3 D ı
�

Z
b".h0h0� � hh�/

2��g
2 d� dv dv�

. .ı2 CR�2/

Z
b"�2hv�i

2
hviC2��1jvj�4Rg

2 d� dv dv�
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. .ı2 CR�2/j1j�j�4RW=2C1gj
2
L2

. .ı2 CR�2/jW=2W
"gj2

L2
� .ı2 CR�2/jgj2";=2: (2.69)

Step 3: Case�7
4
�  � 0. Plugging the estimates of J1 in (2.56), J2 in (2.68), J3 in (2.69)

into (2.55), for " � 16�1R�1; 0 < ı < 1, we get

J "; .g/ & ı� jgj2
L2
=2

� C.ı2 CR�2/jgj2";=2:

Choosing R D ı�1, for some universal constants C1, C2, we have

J "; .g/ � C1ı
�
jgj2

L2
=2

� C2ı
2
jgj2";=2: (2.70)

By the coercivity estimate in Theorem 2.1, for some universal constants C3, C4, we have

J "; .g/ � C3jgj
2
";=2 � C4jgj

2
L2
=2

: (2.71)

Multiplying (2.71) by C5ı2 and adding the resulting inequality to (2.70), we get

.1C C5ı
2/J "; .g/ � .C1ı

�
� C4C5ı

2/jgj2
L2
=2

C .C3C5 � C2/ı
2
jgj2";=2:

First, we take C5 large enough that C3C5 �C2 � C2, for example let C5 D 2C2=C3. Then
we take ı small enough that C1ı� � C4C5ı2 � 0, for example, let ı D . C1

C4C5
/1=.2C/ D

. C1C3
2C4C2

/1=.2C/. Then we get

J "; .g/ � C2ı
2
jgj2";=2 D C2

� C1C3
2C4C2

�2=.2C/
jgj2";=2

for any 0 < " � 16�1R�1 D 16�1. C1C3
2C4C2

/2=.2C/. Without loss of generality, we may
assume C1C3

2C4C2
� 1, which gives, for �7

4
�  � 0,

J "; .g/ � C2

� C1C3
2C4C2

�8
jgj2";=2: (2.72)

Note that C2. C1C32C4C2
/8 depends only on the parameter  and is a universal constant when

�
7
4
�  � 0.

Step 4: Case �3 <  < �7
4

. In this case, we take �7
4
� ˛; ˇ < 0 such that ˛ C ˇ D  .

Replacing b" by b"jv � v�j˛ and  by ˇ, similarly to (2.55), we get

J "; .g/ &
1

4
ı�ˇ

Z
b"jv � v�j

˛F.�
1
2 ; �RU

ˇ=2

ı
g/ d� dv dv�

�
1

2
ı�ˇ

Z
b"jv � v�j

˛F..1 � �RU
ˇ=2

ı
/�

1
2 ; �RU

ˇ=2

ı
g/ d� dv dv�

� 4ı�ˇ
Z
b"jv � v�j

˛.h0h0� � hh�/
2��g

2 d� dv dv�

WD
1

4
J
˛;ˇ
1 �

1

2
J
˛;ˇ
2 � 4J

˛;ˇ
3 ; (2.73)

where h WD �RU
ˇ=2

ı
.
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Lower bound for J ˛;ˇ1 . Since �7
4
� ˛ < 0, we can use the previous estimate (2.72) to

get

J
˛;ˇ
1 D ı�ˇJ ";˛.�RU

ˇ=2

ı
g/

D ı�ˇJ ";˛..I � P /�RU
ˇ=2

ı
g/ & ı�ˇ jW˛=2.I � P /.�RU

ˇ=2

ı
g/j2

L2
:

Using .a � b/2 � a2=2 � b2, we get

J
˛;ˇ
1 &

1

4
ı�ˇ jW˛=2U

ˇ=2

ı
gj2
L2
�
1

2
ı�ˇ jW˛=2.1 � �R/U

ˇ=2

ı
gj2
L2

� ı�ˇ jW˛=2P .�RU
ˇ=2

ı
g/j2

L2

WD J
˛;ˇ
1;1 � J

˛;ˇ
1;2 � J

˛;ˇ
1;3 : (2.74)

Thanks to Uı � W , one has U ˇ=2
ı
� Wˇ=2 and

J
˛;ˇ
1;1 & ı�ˇ jW˛=2Wˇ=2gj

2
L2
D ı�ˇ jgj2

L2
=2

: (2.75)

Thanks to ı�ˇU ˇ
ı
� Wˇ , similarly to (2.59) and (2.60), we have

J
˛;ˇ
1;2 . jW˛=2.1 � �R/Wˇ=2gj2L2 . R�2jW "W=2gj

2
L2
: (2.76)

Similarly to (2.62) we get

J
˛;ˇ
1;3 D ı

�ˇ
jW˛=2P .�RU

ˇ=2

ı
g/j2

L2
. .ı2CR�2/j�

1
8 gj2

L2
. .ı2CR�2/jgj2

L2
=2

: (2.77)

Plugging (2.75), (2.76), (2.77) into (2.74), we get

J
˛;ˇ
1 & ı�ˇ jgj2

L2
=2

� C.ı2 CR�2/jgj2";=2: (2.78)

Upper bound for J ˛;ˇ2 . Now we estimate

J
˛;ˇ
2 D ı�ˇ

Z
b"jv � v�j

˛F..1 � �RU
ˇ=2

ı
/�

1
2 ; �RU

ˇ=2

ı
g/ d� dv dv�:

For simplicity, set fˇ D .1 � �RU
ˇ=2

ı
/�

1
2 , gˇ D �RU

ˇ=2

ı
g. Then we get

J
˛;ˇ
2 . ı�ˇ

Z
b"jv � v�j

˛.f 2ˇ /�.g
0
ˇ � gˇ /

2 d� dv dv�

C ı�ˇ
Z
b"jv � v�j

˛.g2ˇ /�.f
0
ˇ � fˇ /

2 d� dv dv�

WD J
˛;ˇ
2;1 C J

˛;ˇ
2;2 : (2.79)
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Similarly to (2.64) we get f 2
ˇ
D ..1 � �RU

ˇ=2

ı
/�

1
2 /2 . .ı2 C R�2/�

1
2 , from which,

together with ı�ˇU ˇ=2
ı
� Wˇ=2, we get

J
˛;ˇ
2;1 . .ı2 CR�2/ı�ˇ

Z
b"jv � v�j

˛�
1
2
� .g
0
ˇ � gˇ /

2 d� dv dv�

D .ı2 CR�2/ı�ˇN ";˛.�
1
4 ; gˇ /

. .ı2 CR�2/ı�ˇ j�RU
ˇ=2

ı
gj2";˛=2 . .ı2 CR�2/jgj2";=2; (2.80)

where we have used Corollary 3.1 and Lemma A.3 with ˆ D W˛=2ı�ˇ=2U
ˇ=2

ı
�R, M D

W ". Similarly to (2.66), we have

jf 0ˇ � fˇ j
2 . .ı2 CR�2/�2

Z 1

0

�
1
4 .v.�//jv.�/ � v�j

2 d�:

Thanks to jv � v�j � jv.�/� v�j, since 2R � 1
2
"�1, by the change of variable v! v.�/,

we have

J
˛;ˇ
2;2 . .ı2 CR�2/ı�ˇ

Z
b"�2.�RU

ˇ=2

ı
g/2��

1
4 .v.�//jv.�/ � v�j

2C˛ d� dv.�/ dv� d�

. .ı2 CR�2/j�RW=2C1gj
2
L2

. .ı2 CR�2/jgj2";=2: (2.81)

Plugging (2.80) and (2.81) into (2.79), we get

J
˛;ˇ
2 . .ı2 CR�2/jgj2";=2: (2.82)

Upper bound for J ˛;ˇ3 . Recall that

J
˛;ˇ
3 D ı�ˇ

Z
b"jv � v�j

˛.h0h0� � hh�/
2��g

2 d� dv dv�:

By Lemma 2.7, we have

ı�ˇ .h0h0� � hh�/
2
D X.ˇ;R; ı/ . .ı2 CR�2/�2hv�i

2
hviˇC21jvj�4R:

Thanks to
R
jv � v�j

˛hv�i
2�� dv� . hvi˛ , since 8R � 1

2
"�1 we get

J
˛;ˇ
3 . .ı2 CR�2/

Z
b"jv � v�j

˛�2hv�i
2
hviˇC2��1jvj�4Rg

2 d� dv dv�

. .ı2 CR�2/j1j�j�4RW=2C1gj
2
L2

. .ı2 CR�2/jgj2";=2: (2.83)

Plugging estimates (2.78), (2.82), and (2.83) into (2.73), we get

J "; .g/ & ı�ˇ jgj2
L2
=2

� C.ı2 CR�2/jgj2";=2:
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Choosing R D ı�1, for some universal constants C6, C7 we get

J "; .g/ � C6ı
�ˇ
jgj2

L2
=2

� C7ı
2
jgj2";=2:

Together with the coercivity estimate (2.71), thanks to �7=4 � ˇ < 0, by a similar argu-
ment to Step 3, similarly to (2.72) we get for �3 <  < �7=4,

J "; .g/ � C7

� C6C3
2C4C7

�2=.2Cˇ/
jgj2";=2 � C7

� C6C3
2C4C7

�8
jgj2";=2

for any 0 < " � min¹16�1. C1C3
2C4C2

/8; 16�1. C6C3
2C4C7

/8º. Note that C4 depends on  . And this
completes the proof of the theorem.

3. Upper bound estimate

Unless otherwise specified, in this section the parameters  and s satisfy �3 <  � 0,
1
2
< s < 1,  C 2s > �1. In particular, we specify the parameter  in �" and use �"; . We

derive a uniform upper bound for the nonlinear term �"; given in the following theorem.

Theorem 3.1. Let �3 <  � 0; 1
2
< s < 1;  C 2s > �1. It holds that

h�"; .g; h/; f i . jgjL2 jhj";=2jf j";=2: (3.1)

Note that estimate (3.1) matches perfectly with Theorem 2.2, which enables us to
establish the well-posedness theory for the Cauchy problem (1.16) near equilibrium. We
remark that the parameter constraints s > 1=2,  C 2s > �1 are a condition of [21,
Lemma 1.1].

When  < 0, the relative velocity v � v� has a singularity near 0, which creates some
difficulty in obtaining the L2 norm for the position g in (3.1). To deal with the singularity,
we separate the kernel B" D B";;< C B";;>, where B";;< WD �.jv � v�j/B", B";;> WD
.1� �.jv � v�j//B

". We recall that the function � is defined in (1.31). We call jv � v�j � 1
(support of �.jv� v�j/) the singular region and jv� v�j � 1=2 (support of 1� �.jv� v�j/)
the regular region.

We associate Q";;> with kernel B";;> and denote L";;>, L
";;>
1 , L

";;>
2 , �";;> cor-

respondingly. Without ambiguity, we explicitly define the Boltzmann operator Q";;> as

Q";;>.g; h/.v/ WD

Z
B";;>.v � v�; �/.g

0
�h
0
� g�h/ d� dv�: (3.2)

Similarly to (1.17) we define

�";;>.g; h/ WD ��
1
2Q";;>.�

1
2 g; �

1
2 h/; (3.3)

L";;>g WD ��";;>.�
1
2 ; g/ � �";;>.g; �

1
2 /; (3.4)

L
";;>
1 g WD ��";;>.�

1
2 ; g/; (3.5)

L
";;>
2 g WD ��";;>.g; �

1
2 /: (3.6)
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Obviously,

�";;>.g; h/ D ��
1
2Q";;>.�

1
2 g; �

1
2 h/

D

Z
B";;>.v � v�; �/�

1
2
� .g
0
�h
0
� g�h/ d� dv�

D

Z
B";;>.v � v�; �/..�

1
2 g/0�h

0
� .�

1
2 g/�h/ d� dv�

C

Z
B";;>.v � v�; �/.�

1
2
� � .�

1
2 /0�/g

0
�h
0 d� dv�

D Q";;>.�
1
2 g; h/C I ";;>.g; h/;

where
I ";;>.g; h/ WD

Z
B";;>.v � v�; �/.�

1
2
� � .�

1
2 /0�/g

0
�h
0 d� dv�: (3.7)

We use the kernelB";;<.v � v�; �/ for the Boltzmann operatorQ";;< in the same way as
in (3.2). As in (3.3), (3.4), (3.5), (3.6), we define �";;<.g; h/, L";;<g, L

";;<
1 g, L

";;<
2 g

correspondingly. In addition, I ";;<.g; h/ is defined using the kernel B";;<.v � v�; �/ as
in (3.7). With this notation in hand, we have

�"; .g; h/ D Q"; .�
1
2 g; h/C I "; .g; h/; (3.8)

�";;>.g; h/ D Q";;>.�
1
2 g; h/C I ";;>.g; h/; (3.9)

�";;<.g; h/ D Q";;<.�
1
2 g; h/C I ";;<.g; h/; (3.10)

Q"; .g; h/ D Q";;>.g; h/CQ";;<.g; h/; (3.11)

I "; .g; h/ D I ";;>.g; h/C I ";;<.g; h/: (3.12)

We will give the estimates in the following propositions and theorems, as shown in Table 1.
The theorems in the table can be derived from the propositions:

• By (3.9), Propositions 3.1 and 3.2 give Theorem 3.2.

• By (3.11), Propositions 3.1 and 3.3 give Theorem 3.3.

• By (3.12), Propositions 3.2 and 3.4 give Theorem 3.4.

• By (3.8), Theorems 3.3 and 3.4 give Theorem 3.1.

Therefore, it remains to prove Propositions 3.1–3.4 in this section.

3.1. Upper bound in the regular region

In this subsection we will give the upper bound for the nonlinear term �";;>.g;h/. Thanks
to (3.9), we have

h�";;>.g; h/; f i D hQ";;>.�
1
2 g; h/; f i C hI ";;>.g; h/; f i: (3.13)

We first consider hQ";;>.g; h/; f i in Section 3.1.1 and then hI ";;>.g; h/; f i in Section
3.1.2.
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Functionals Proposition or theorem
hQ";;>.g; h/; f i Proposition 3.1
hI ";;>.g; h/; f i Proposition 3.2
hQ";;<.�

1
2 g; h/; f i Proposition 3.3

hI ";;<.g; h/; f i Proposition 3.4
h�";;>.g; h/; f i Theorem 3.2
hQ"; .�

1
2 g; h/; f i Theorem 3.3

hI "; .g; h/; f i Theorem 3.4
h�"; .g; h/; f i Theorem 3.1

Table 1. Summary of results.

3.1.1. Upper bound for Q";;>. We give the upper bound for Q";;> in the following
proposition.

Proposition 3.1. The estimate jhQ";;>.g; h/; f ij . jgjL1
j jC2
jhj";=2jf j";=2 holds.

Proof. Define the translation operator Tv� by .Tv�f /.v/ D f .v� C v/. By geometric
decomposition, we have hQ";;>.g; h/; f i D Ar CAs, where

Ar WD

Z
b"
� u
juj
� �
�
juj .1 � �.juj//g�.Tv�h/.u/

�

�
.Tv�f /.u

C/ � .Tv�f /
�
juj

uC

juCj

��
d� dv� du;

As WD

Z
b"
� u
juj
� �
�
juj .1 � �.juj//g�.Tv�h/.u/

�

�
.Tv�f /

�
juj

uC

juCj

�
� .Tv�f /.u/

�
d� dv� du:

Note that “r” and “s” refer to “radial” and “spherical” respectively. We divide the proof
into two steps.

Step 1: Estimate of Ar. By Lemma A.4 and Remark A.2, we have

jArj .
Z
jg�j.jW

"W=2Tv�hjL2 C jW
".D/W=2Tv�hjL2/ (3.14)

� .jW "W=2Tv�f jL2 C jW
".D/W=2Tv�f jL2/ dv�:

Thanks to (2.7), for u 2 R3, we have

jW "Tuf jL2 . W ".u/jW "f jL2 : (3.15)

For u 2R3, l 2R, we have .TuW l /.v/D hvC uil . C.l/huijljhvil . As a result, we have

jTuf jL2
l

. huijljjf jL2
l
: (3.16)



R.-J. Duan, L.-B. He, T. Yang, and Y.-L. Zhou 44

By (3.15) and (3.16), we have

jW "W=2Tv�hjL2 . W ".v�/Wj j=2.v�/jW
"W=2hjL2

. Wj j=2C1.v�/jW
"W=2hjL2 : (3.17)

Since W " 2 S11;0, W=2 2 S
=2
1;0 , by Lemma A.3, we have

jW ".D/W=2Tv�hjL2 . jW=2W ".D/Tv�hjL2 C jTv�hjH0
=2�1

D jW=2Tv�W
".D/hjL2 C jTv�hjH0

=2�1

. Wj j=2.v�/.jW=2W
".D/hjL2 C jhjL2

=2�1
/

. Wj j=2.v�/jW
".D/W=2hjL2 ; (3.18)

where we have used the fact that Tv� and W ".D/ are commutable, inequality (3.16), and
Lemma A.3. Plugging (3.17) and (3.18) into (3.14), we have

jArj . jgjL1
j jC2

.jW ".D/W=2hjL2 C jW
"W=2hjL2/

� .jW ".D/W=2f jL2 C jW
"W=2f jL2/:

Step 2: Estimate of As. Let u D r� and & D �C�
j�C� j

. Then u
juj
� � D 2.� � &/2 � 1 and

juj u
C

juCj
D r& . In the change of variables .u; �/! .r; �; &/, one has dud� D 4.� � &/r2 �

dr d� d& . Then

As D 4

Z
r .1 � �.r//b".2.� � &/2 � 1/.Tv�h/.r�/

�
�
.Tv�f /.r&/ � .Tv�f /.r�/

�
.� � &/r2 dr d� d& dv�

D 2

Z
r .1 � �.r//b".2.� � &/2 � 1/

�
.Tv�h/.r�/ � .Tv�h/.r&/

�
�
�
.Tv�f /.r&/ � .Tv�f /.r�/

�
.� � &/r2 dr d� d& dv�

D �
1

2

Z
b"
� u
juj
� �
�
juj .1 � �.juj//g�

�
.Tv�h/

�
juj

uC

juCj

�
� .Tv�h/.u/

�
�

�
.Tv�f /

�
juj

uC

juCj

�
� .Tv�f /.u/

�
d� dv� du:

Then by the Cauchy–Schwarz inequality and the fact that juj .1 � �.juj// . hui , we
have

jAsj .
²Z

b"
� u
juj
� �
�
hui jg�j

�
.Tv�h/

�
juj

uC

juCj

�
� .Tv�h/.u/

�2
d� dv� du

³ 1
2

�

²Z
b"
� u
juj
� �
�
hui jg�j

�
.Tv�f /

�
juj

uC

juCj

�
� .Tv�/f .u/

�2
d� dv� du

³ 1
2

WD .As.h//
1
2 .As.f //

1
2 :
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Note that As.h/ and As.f / have exactly the same structure. It suffices to estimate As.f /.
Since�

.Tv�f /
�
juj

uC

juCj

�
� .Tv�f /.u/

�2
� 2

�
.Tv�f /

�
juj

uC

juCj

�
� .Tv�f /.u

C/
�2

C 2
�
.Tv�f /.u

C/ � .Tv�f /.u/
�2
;

we have

As.f / .
Z
b"
� u
juj
� �
�
hui jg�j

�
.Tv�f /

�
juj

uC

juCj

�
� .Tv�f /.u

C/
�2
d� dv� du

C

Z
b"
� u
juj
� �
�
hui jg�j

�
.Tv�f /.u

C/ � .Tv�f /.u/
�2
d� dv� du

WD As;1.f /CAs;2.f /:

By Lemma 2.5, and the facts (3.17) and (3.18), we have

As;1.f / .
Z
jg�jZ

"; .Tv�f / dv� . jgjL1
j jC2

.jW ".D/W=2f j
2
L2
C jW "W=2f j

2
L2
/:

Recalling the notation in (2.37), we observe that As;2.f / D zN
"; .

p
jgj; f /. By Lemma

2.6, we have

zN "; .
p
jgj; f / . N ";0.Wj j=2

p
jgj; W=2f /C jgjL1

jC2j
jf j2

L2
=2

:

Then by (2.32) in Proposition 2.3, we get

N ";0.Wj j=2
p
jgj; W=2f / .

ˇ̌
Wj j=2

p
jgj
ˇ̌2
L21
jf j2";=2 . jgjL1

j jC2
jf j2";=2;

which gives As;2.f / . jgjL1
j jC2
jf j2

";=2
. Combining the estimates for As;1.f / and

As;2.f /, we get As.f / . jgjL1
j jC2
jf j2

";=2
. Then we have

jAsj . .As.h//
1
2 .As.f //

1
2 . jgjL1

j jC2
jhj";=2jf j";=2:

Then the proof of the proposition is completed by the estimates of Ar and As.

3.1.2. Upper bound for I";;>. We now turn to the upper bound estimate for the term
hI ";;>.g; h/; f i that is given in the following proposition.

Proposition 3.2. The estimate jhI ";;>.g; h/; f ij . jgjL2 jhj";=2jW "f jL2
=2

holds.

Proof. Noticing that .�
1
2 /0� � .�

1
2 /� D ..�

1
4 /0� � �

1
4
� /
2 C 2�

1
4
� ..�

1
4 /0� � �

1
4
� / and h D

.h � h0/C h0, we have

hI ";;>.g; h/; f i D

Z
B";;>..�

1
2 /0� � .�

1
2 /�/g�hf

0 d� dv� dv
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D

Z
B";;>..�

1
8 /0� C .�

1
8 /�/

2..�
1
8 /0� � .�

1
8 /�/

2g�hf
0 d� dv� dv

C 2

Z
B";;>..�

1
4 /0� � �

1
4
� /.�

1
4 g/�.h � h

0/f 0 d� dv� dv

C 2

Z
B";;>..�

1
4 /0� � �

1
4
� /.�

1
4 g/�h

0f 0 d� dv� dv

WD 	1 C 	2 C 	3: (3.19)

We divide the proof into three steps for 	1, 	2n, and 	3 defined in (3.19) respectively.
In the proof, the following estimate is used often:

..�
1
8 /0� � .�

1
8 /�/

2 . min
®
1; jv � v�j

2 sin2 .�=2/
¯

� min
®
1; jv0 � v�j

2 sin2 .�=2/
¯

� min
®
1; jv � v0�j

2 sin2 .�=2/
¯
: (3.20)

Step 1: Estimate of 	1. Recall that

	1 D

Z
B";;>..�

1
8 /0� C .�

1
8 /�/

2..�
1
8 /0� � .�

1
8 /�/

2g�hf
0 d� dv� dv:

Since jv � v�j � 1=2, we have

jv � v�j

� hv � v�i

 : (3.21)

By (3.21) and the Cauchy–Schwarz inequality, we have

j	1j .
²Z

b".cos �/hv � v�i ..�
1
8 /0� C .�

1
8 /�/

2..�
1
8 /0� � .�

1
8 /�/

2g2�h
2 d� dv� dv

³ 1
2

�

²Z
b".cos �/hv � v�i ..�

1
8 /0� C .�

1
8 /�/

2..�
1
8 /0� � .�

1
8 /�/

2f 02 d� dv� dv

³ 1
2

WD .	1;1/
1
2 .	1;2/

1
2 :

Estimate of 	1;1. We claim that

A WD

Z
b".cos �/hv � v�i ..�

1
8 /0� C .�

1
8 /�/

2..�
1
8 /0� � .�

1
8 /�/

2 d�

. .W "/2.v/hvi ; (3.22)

which yields 	1;1 . jgj2
L2
jW "hj2

L2
=2

. Now we prove (3.22). Since ..�
1
8 /0� C .�

1
8 /�/

2 �

2.�
1
4 /0� C 2�

1
4
� , we have

A .
Z
b".cos �/hv � v�i�

1
4
� ..�

1
8 /0� � .�

1
8 /�/

2 d�

C

Z
b".cos �/hv � v�i .�

1
4 /0�..�

1
8 /0� � .�

1
8 /�/

2 d� WD A1 CA2:
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By (3.20) and Proposition A.1, one has

A1 . hv � v�i�
1
4
� .W

"/2.v � v�/ . hvi hv�ij j�
1
4
� .W

"/2.v/.W "/2.v�/

. .W "/2.v/hvi ; (3.23)

where we have used (2.7). As for A2, since jv � v�j � jv � v0�j so that hv � v�i .
hv � v0�i

 . hvi hv0�ij j, we have

A2 . hvi
Z
b".cos �/.�

1
8 /0�min

®
1; jv � v�j

2 sin2 .�=2/
¯
d�:

If jv � v�j � 10jvj, then it holds that

jv0�j D jv
0
� � v C vj � jv

0
� � vj � jvj �

� 1
p
2
�
1

10

�
jv � v�j �

1

5
jv � v�j;

and thus .�
1
8 /0� . �

1
200 .v � v�/, which gives

A2 . hvi�
1
200 .v � v�/.W

"/2.v � v�/ . hvi :

If jv � v�j � 10jvj, by Proposition A.1, we have

A2 . hvi
Z
b".cos �/min

®
1; jvj2 sin2 .�=2/

¯
d� . .W "/2.v/hvi :

Combining the estimates of A1 and A2 gives (3.22).

Estimate of 	1;2. By the changes of variables .v; v�/ ! .v0; v0�/ and .v; v�; �/ !
.v�; v;��/, using (3.21) and  � 0, we have

	1;2 .
Z
b".cos �/jv � v�j ..�

1
8 /0 � �

1
8 /2f 2� d� dv� dv

D N "; .f; �
1
8 / . jW "f j2

L2
=2

;

where we have used the estimate in Remark 2.1.
Combining the estimates of 	1;1 and 	1;2, we have

	1 . jgjL2 jW "hjL2
=2
jW "f jL2

=2
: (3.24)

Step 2: Estimate of 	2. By the Cauchy–Schwarz inequality, we have

	2 D 2

Z
B";;>..�

1
4 /0� � �

1
4
� /.�

1
4 g/�.h � h

0/f 0 d� dv� dv

.
�Z

B";;>j.�
1
4 g/�j.h � h

0/2 d� dv� dv

� 1
2

�

�Z
B";;>..�

1
4 /0� � �

1
4
� /
2
j.�

1
4 g/�jf

02 d� dv� dv

� 1
2

WD .	2;1/
1
2 .	2;2/

1
2 :
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Estimate of 	2;1. Noticing that .h � h0/2 D .h2/0 � h2 � 2h.h0 � h/, we have

	2;1 D

Z
B";;>.�

1
4 g/�..h

2/0 � h2/ d� dv� dv � 2hQ
".j�

1
4 gj; h/; hi:

By the cancellation lemma and (3.21) we getˇ̌̌̌Z
B";;>.�

1
4 g/�..h

2/0 � h2/ d� dv� dv

ˇ̌̌̌
.
Z
hv � v�i


j.�

1
4 g/�h

2
j dv dv�

. j�
1
8 gjL2 jhj

2
L2
=2

:

By Proposition 3.1, we have

jhQ";;>.�
1
4 g; h/; hij . j�

1
4 gjL1

j jC2
jhj2";=2 . j�

1
8 gjL2 jhj

2
";=2:

Then the above two estimates give

j	2;1j . j�
1
8 gjL2 jhj

2
";=2:

Estimate of 	2;2. Using the change of variable v ! v0 and estimate (3.23) of A1, we
have 	2;2 . j� 1

8 gjL2 jW
"f j2

L2
=2

.

Putting together the estimates of 	2;1 and 	2;2, we get

j	2j . j�
1
8 gjL2 jhj";=2jW

"f jL2
=2
: (3.25)

Step 3: Estimate of 	3. By the changes of variables .v; v�/! .v0; v0�/ and .v; v�; �/!
.v�; v;��/,

	3 D 2

Z
B";;>.�

1
4 � .�

1
4 /0/.�

1
4 g/0h�f� d� dv� dv:

For notational convenience, let

E1 D
®
.v; v�; �/ W jv�j � 1="; sin.�=2/ � jv�j�1

¯
;

E2 D
®
.v; v�; �/ W jv�j � 1="; jv�j

�1
� sin.�=2/ � "

¯
;

E3 D
®
.v; v�; �/ W jv�j � 1="

¯
:

Then 	3 can be decomposed into three parts: 	3;i corresponding to Ei for i D 1; 2; 3.

Estimate of 	3;1. By Taylor expansion, one has

�
1
4 � .�

1
4 /0D .r�

1
4 /.v0/ � .v� v0/C

Z 1

0

.1� �/Œ.r2�
1
4 /.v.�// W .v� v0/˝ .v� v0/�d�;

where v.�/ D v0 C �.v � v0/. Observe that for any fixed v�, it holds thatZ
B";;>1

jv�j�
1
" ;sin �2�jv�j

�1.r�
1
4 /.v0/ � .v � v0/.�

1
4 g/0 d� dv D 0;
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which gives

j	3;1j D

ˇ̌̌̌Z
E3�Œ0;1�

B";;>1
jv�j�

1
" ;sin �2�jv�j

�1

� .1 � �/Œ.r2�
1
4 /.v.�// W .v� v0/˝ .v � v0/�.�

1
4 g/0h�f� d� d� dv� dv

ˇ̌̌̌
.
Z
b".cos �/hv0�v�iC2 sin2

�

2
1
jv�j�

1
" ;sin �2�jv�j

�1 j.�
1
4 g/0h�f�j d� dv� dv

0

. "2s�2
Z
hv�i

C2s1jv�j� 1"
j.�

1
8 g/0h�f�j dv� dv

0

. j�
1
16 gjL2 jW

"hjL2
=2
jW "f jL2

=2
;

where we have used the fact that jv0 � v�j � jv � v�j, the estimate (3.21), the change of
variable v ! v0, the estimateZ

b".cos �/ sin2
�

2
1sin �2�jv�j

�1 d� . "2s�2jv�j
2s�2

� "2s�2hv�i
2s�2;

hv0 � v�i
C2 . hv�iC2hv0ijC2j, and hv0ijC2j.�

1
4 /0 . .�

1
8 /0.

Estimate of 	3;2. By the estimateZ
b".cos �/ sin2

�

2
1
jv�j�1�sin �2�"

d� . "2s�2jv�j
2s
� "2s�2hv�i

2s

and a similar argument to that used for 	3;1, we get

j	3;2j .
Z
b".cos �/1

jv�j�
1
" ;jv�j

�1�sin �2�"
hv0 � v�i


j.�

1
4 g/0h�f�j d� dv� dv

0

. "2s�2
Z
hv�i

C2s1jv�j� 1"
j.�

1
8 g/0h�f�j dv� dv

0

. j�
1
16 gjL2 jW

"hjL2
=2
jW "f jL2

=2
:

Estimate of 	3;3. By estimate (2.8) and the similar argument used for 	3;1, we get

j	3;3j .
Z
b".cos �/hv0 � v�iC2 sin2

�

2
1jv�j� 1"

j.�
1
4 g/0h�f�j d� dv� dv

0

.
Z
hv�i

C21jv�j� 1"
j.�

1
8 g/0h�f�j dv� dv

0

. j�
1
16 gjL2 jW

"hjL2
=2
jW "f jL2

=2
:

The estimates of 	3;1;	3;2, and 	3;3 give

j	3j . j�
1
8 gjL2 jW

"hjL2
=2
jW "f jL2

=2
: (3.26)

The proof of the proposition is completed by combining (3.24), (3.25), and (3.26).
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3.1.3. Upper bound for �";;>.g; h/. Recalling (3.13), by Propositions 3.1 and 3.2,
noting that j�

1
2 gjL1

j jC2
. jgjL2 , we have the following theorem.

Theorem 3.2. The estimate jh�";;>.g; h/; f ij . jgjL2 jhj";=2jf j";=2 holds.

3.2. Upper bound in the singular region

By (3.10), we have

h�";;<.g; h/; f i D hQ";;<.�
1
2 g; h/; f i C hI ";;<.g; h/; f i:

We will give estimates for hQ";;<.�
1
2 g; h/; f i and hI ";;<.g; h/; f i in Sections 3.2.1

and 3.2.2 respectively.

3.2.1. Upper bound forQ";;<. Recall [21, Lemma 1.1],

jhQ"; .g; h/; f ij . .jgjL1N1
C jgjL2N1

/jW ".D/WN2hjL2 jW
".D/WN3f jL2 ; (3.27)

where N1, N2, N3 satisfy N1 � jN2j C jN3j and N2 C N3 �  C 2. Note that estimate
(3.27) requires . C 2/-order weight on the latter two functions, while (3.1) allows only
 order. On the other hand, we only need to consider hQ";;<.�

1
2 g; h/; f i for which there

is a factor �
1
2 for g. In addition, when jv � v�j � 1 as inQ";;<, one has �.v�/ . �

1
2 .v/,

which means weight can be exchanged between v and v�. By the above observation, we
can apply (3.27) to get the following upper bound on Q";;<.

Proposition 3.3. The estimate

hQ";;<.�
1
2 g; h/; f i . j�

3
8 gjL2 jW

".D/�
1
64 hjL2 jW

".D/�
1
64 f jL2

holds.

Proof. We omit the detail of the proof for brevity because we will use the weight exchange
idea in Lemma 3.2 and Proposition 3.4 by using Lemma 3.1. With the weight exchange
idea and the proof of (3.27) in [21], the proof for this proposition is straightforward.

As a result of Propositions 3.1 and 3.3, we have the following theorem.

Theorem 3.3. The estimate jhQ"; .�
1
2 g; h/; f ij . j� 3

8 gjL2 jhj";=2jf j";=2 holds.

We turn to derive the upper bound on N "; .�
1
2 ; f / by applying Theorem 3.3.

Corollary 3.1. The estimate N "; .�a; f / . jf j2
";=2

holds for any a � 1
8

.

Proof. By (2.10) and the identity .f 0 � f /2 D .f 2/0 � f 2 � 2f .f 0 � f /, we have

N "; .�a; f / D �2hQ"; .�2a; f /; f i C

Z
B"�2a� ..f

2/0 � f 2/ d� dv� dv:

Since 2a � 1
4

, then by Theorem 3.3 and Corollary 2.1, the estimate follows directly.
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3.2.2. Upper bound for I";;<.g; h/. The weight exchange idea in Proposition 3.3 is
based on the following more general result.

Lemma 3.1. For �; �2 Œ0;1�, let v.�/ WD vC �.v0 � v/, v�.�/ WD v�C �.v0� � v�/. Suppose
a; b; c; d 2 R with aC b C c C d > 0. If jv � v�j � 1, then

�a.v/�b.v�/�
c.v.�//�d .v�.�// � .2�/

� 32 .aCbCcCd/ exp
�1
2
C.a; b; c; d/

�
;

C.a; b; c; d/ WD
�
a
�4a
e
� 1

��C
C

�
b
�4b
e
� 1

��C
C

�
c
�4c
e
� 1

��C
C

�
d
�4d
e
� 1

��C
;

with e WD aC b C c C d , AC WD max¹A; 0º.

Proof. Since jv � v�j � 1, we have jv � v.�/j � 1, jv � v�.�/j � 1. We assume without
loss of generality a > 0. Let e D a C b C c C d ; without loss of generality, we assume
e D 1. Otherwise, one may consider a

e
, b
e

, c
e

, d
e

. Now aC b C c C d D 1 and

ajvj2 C bjv�j
2
C cjv.�/j2 C d jv�.�/j

2
D
1

4
jvj2 C

�1
4
� b

�
jvj2 C bjv�j

2

C

�1
4
� c

�
jvj2 C cjv.�/j2

C

�1
4
� d

�
jvj2 C d jv�.�/j

2:

To estimate .1
4
� b/jvj2 C bjv�j

2, note that for any 0 � ˛ < 1, it holds that

jxj2 � ˛jyj2 �
˛

1 � ˛
jx � yj2: (3.28)

If b � 0, by taking ˛ D �b.1
4
� b/�1 and (3.28), we have�1

4
� b

�
jvj2 C bjv�j

2
� 4b

�1
4
� b

�
jv � v�j

2
� 4b

�1
4
� b

�
:

If 0 < b < 1
4

, it is obvious that�1
4
� b

�
jvj2 C bjv�j

2
� 0:

If b � 1
4

, by taking ˛ D .b � 1
4
/b�1 and (3.28), we have�1

4
� b

�
jvj2 C bjv�j

2
� 4b

�1
4
� b

�
jv � v�j

2
� �4b

�
b �

1

4

�
:

In summary, we get �1
4
� b

�
jvj2 C bjv�j

2
� �.b.4b � 1//C:
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Since jv � v.�/j � 1, jv � v�.�/j � 1, similarly, we have�1
4
� c

�
jvj2C cjv.�/j2��.c.4c � 1//C;

�1
4
� d

�
jvj2C d jv�.�/j

2
��.d.4d � 1//C:

Therefore,

ajvj2C bjv�j
2
C cjv.�/j2C d jv�.�/j

2
��.b.4b� 1//C � .c.4c � 1//C � .d.4d �1//C:

In the general case when e ¤ 1 or the case when a � 0, we have

ajvj2 C bjv�j
2
C cjv.�/j2 C d jv�.�/j

2
� �

�
a
�
4
a

e
� 1

��C
�

�
b
�
4
b

e
� 1

��C
�

�
c
�
4
c

e
� 1

��C
�

�
d
�
4
d

e
� 1

��C
:

By noting �.v/ D .2�/�
3
2 exp.�jvj2=2/, we have the desired estimate.

To keep the proof of Proposition 3.4 to a reasonable length, we prepare some estimates
in advance in the following Lemma 3.2. First, define

X.G;H;F / WD

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/��

� 1
16H

� .��
1
16F /0 d� dv� dv: (3.29)

According to (3.56), we have hI ";;<.g; h/; f i DX.G;H;F / if we set G D �
1
16 g,H D

�
1
16 h, F D �

1
16 f . We have two decompositions on X.G;H;F /. The first is

X.G;H;F / D A.G;H;F /CB.G;H;F /; (3.30)

A.G;H;F / WD

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/�.�

� 1
16H � .��

1
16H/0/

� .��
1
16F /0 d� dv� dv;

B.G;H;F / WD

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/�.�

�1=8HF /0 d� dv� dv: (3.31)

Note that decomposition (3.30) uses regularity ofH since A.G;H;F / contains��
1
16H �

.��
1
16H/0. The second decomposition is

X.G;H;F / D C.G;H;F /CD.G;H;F /; (3.32)

C.G;H;F / WD

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/��

� 1
16H

� ..��
1
16F /0 � ��

1
16F / d� dv� dv;

D.G;H;F / WD

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/��

� 1
16H

� ��
1
16F d� dv� dv: (3.33)
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Note that decomposition (3.32) uses the regularity of F since C.G; H; F / contains
.��

1
16F /0 � ��

1
16F .

We now give some rough estimates of X.G;H;F / in the following lemma. Based on
this, a refined estimate will be given in Proposition 3.4.

Lemma 3.2. Let j be an integer satisfying 2j � 1
4"

. Then the following estimates hold:

jX.G;H;F /j . jGjL2 jH jH1 jF jL2 ; (3.34)

jX.G;H;F /j . jGjL2 jH jL2 jF jH1 C jGjL2 jH jH s jF jH s ; (3.35)

jX.G;H;F /j . "2s�22.2s�2/j jGjL2 jH jH1 jF jL2

C "2s�22.2s�1/j jGjL2 jH jL2 jF jL2 : (3.36)

Proof. The following is divided into three parts.

Part 1: Proof of (3.34). We first estimate A.G;H; F /. By applying Taylor expansion to
.�

1
2 /0� � .�

1
2 /� and ��

1
16H � .��

1
16H/0 up to order 1, we get

j.�
1
2 /0� � �

1
2
� j D

ˇ̌̌̌Z 1

0

.r�
1
2 /.v�.�// � .v

0
� v/ d �

ˇ̌̌̌
. sin.�=2/jv � v�j

Z 1

0

j�
1
4 .v�.�//j d�: (3.37)

j��
1
16H � .��

1
16H/0j D

ˇ̌̌̌Z 1

0

.r��
1
16H/.v.�// � .v0 � v/ d�

ˇ̌̌̌
. sin.�=2/jv � v�j

Z 1

0

��
1
8 .v.�//

�
jH.v.�//j C jrH.v.�//j

�
d�:

This implies

jA.G;H;F /j .
Z
B";;< sin2.�=2/jv � v�j2�

1
4 .v�.�//j.�

� 1
16G/�j�

� 18 .v.�//

�
�
jH.v.�//j C jrH.v.�//j

�
j.��

1
16F /0j d� dv� dv d� d�

.
Z
B";;< sin2.�=2/jv � v�j2jG�j

�
jH.v.�//j C jrH.v.�//j

�
� jF 0j d� dv� dv d�; (3.38)

where we have used Lemma 3.1 in the last inequality. By the Cauchy–Schwarz inequality
and the change of variables .v; �/! .v.�/; �.�//, we get

jA.G;H;F /j .
�Z

B";;< sin2.�=2/jv � v�j2jG�j
�
jH.v.�//j2 C jrH.v.�//j2

�
� d� dv� dv d�

� 1
2

�

�Z
B";;< sin2.�=2/jv � v�j2jG�j jF 0j2 d� dv� dv

� 1
2
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.
�Z

b".cos �/ sin2.�=2/jv.�/ � v�jC21jv.�/�v�j�1jG�j

�
�
jH.v.�//j2 C jrH.v.�//j2

�
sin � d�.�/ d� dv� dv.�/ d�

� 1
2

�

�Z
b".cos �/ sin2.�=2/jv0 � v�jC21jv0�v�j�1jG�j jF

0
j
2

� sin � d� 0 d� dv� dv0
� 1
2

: (3.39)

Here, �.�/ is the angle between � and v.�/ � v� and � 0 D �
2

is the angle between �
and v0 � v�. By noting that b".cos �/D .1� s/"2s�2 sin�2�2s.�=2/1sin �2�"

, and relations
(2.14), (2.15), we haveZ �

0

b".cos �/ sin2.�=2/ sin � d�.�/

� 2

Z �

0

.1 � s/"2s�2 sin�2s.�=2/1sin �2�"
sin �.�/ d�.�/

� 8

Z �

0

.1 � s/"2s�2 sin1�2s.�.�/=2/1sin �.�/2 �"
d sin.�.�/=2/

D 8

Z "

0

.1 � s/"2s�2t1�2s dt D 4: (3.40)

Hence,

jA.G;H;F /j .
�Z
jv � v�j

C21jv�v�j�1jG�j.jH j
2
C jrH j2/ dv� dv

� 1
2

�

�Z
jv � v�j

C21jv�v�j�1jG�j jF j
2 dv� dv

� 1
2

:

Since  > �3, for any v 2 R3, we haveZ
jv � v�j

C21jv�v�j�1jG�j dv� � jGjL2

�Z
jv � v�j

2C41jv�v�j�1 dv�

� 1
2

. jGjL2 ; (3.41)

which yields
jA.G;H;F /j . jGjL2 jH jH1 jF jL2 : (3.42)

Similarly, we also have

jC.G;H;F /j . jGjL2 jH jL2 jF jH1 : (3.43)
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By Taylor expansion and v0� � v� D v � v
0,

.�
1
2 /0� � �

1
2
� D .r�

1
2 /� � .v � v

0/

C

Z 1

0

.1 � �/.r2�
1
2 /.v�.�// W .v

0
� � v�/˝ .v

0
� � v�/ d�: (3.44)

Plugging this into (3.31), we have B.G;H;F / D B1.G;H;F /CB2.G;H;F /, where

B1.G;H;F / WD

Z
B";;<.��

1
16G/�.�

� 18HF /0.r�
1
2 /� � .v � v

0/ d� dv� dv;

B2.G;H;F / WD

Z
B";;<.��

1
16G/�.�

� 18HF /0

�

�Z 1

0

.1 � �/.r2�
1
2 /.v�.�// W .v

0
�� v�/˝ .v

0
�� v�/ d�

�
d� dv� dv:

Note that for fixed v�, one has
R
B";;<.��

1
8HF /0.v � v0/ d� dv D 0, which gives

B1.G;H;F / D 0: By using the arguments in (3.38), (3.39), (3.40), and (3.41), we get

jB.G;H;F /j D jB2.G;H;F /j

.
Z
B";;< sin2.�=2/jv � v�j2jG�H 0F 0j d� dv� dv

. jGjL2 jH jL2 jF jL2 : (3.45)

Combining (3.42) and (3.45) and noting (3.30), we have (3.34).

Part 2: Proof of (3.35). Plugging (3.44) into (3.33) gives D.G;H;F /DD1.G;H;F /C

D2.G;H;F /, where

D1.G;H;F / WD

Z
B";;<.��

1
16G/��

� 1
16H��

1
16F.r�

1
2 /� � .v � v

0/ d� dv� dv;

D2.G;H;F / WD

Z
B";;<.��

1
16G/��

� 1
16H��

1
16F

� .1 � �/.r2�
1
2 /.v�.�// W .v

0
� � v�/˝ .v

0
� � v�/ d� d� dv� dv:

By the symmetry of the � integral and (2.8), we haveZ
b".v � v0/ d� D .v � v�/

Z
b" sin2.�=2/ d� D 4�.v � v�/; (3.46)

which gives

jD1.G;H;F /j D 4�

ˇ̌̌̌Z
jv � v�j

�.jv � v�j/.�
� 1
16G/��

� 1
16H��

1
16F.r�

1
2 /�

� .v � v�/ dv� dv

ˇ̌̌̌
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.
Z
jv � v�j

C11jv�v�j�1j.�
1
16G/�HF j dv� dv

.
Z
jv � v�j

�2s1jv�v�j�1j.�
1
16G/�HF j dv� dv;

where we have used C2s >�1. By the Hardy inequality, we have
R
jv� v�j

�2sH 2dv.
jH jH s and thus

jD1.G;H;F /j . jGjL2 jH jH s jF jH s :

Similarly to B2.G;H;F /, we get jD2.G;H;F /j . jGjL2 jH jL2 jF jL2 . Therefore,

jD.G;H;F /j . jGjL2 jH jH s jF jH s : (3.47)

By combining (3.43) and (3.47) and noting (3.32), we have (3.35).

Part 3: Proof of (3.36). Let Cj .v/ WD min¹2�j jv � v�j�1; "º. We decompose as

A.G;H;F / D A�.G;H;F /CA�.G;H;F /; (3.48)

where A�.G;H;F / stands for the integration over sin.�=2/2 Œ0;Cj .v/� and A�.G;H;F /

stands for the integration over sin.�=2/ 2 ŒCj .v/; "�. For A�.G;H;F /, similarly to (3.38),
we get

jA�.G;H;F /j .
Z
B";;< sin2.�=2/1sin �2�Cj .v/

jv � v�j
2
jG�j

�
�
jH.v.�//j C jrH.v.�//j

�
jF 0j d� dv� dv d�:

By the Cauchy–Schwarz inequality and the change of variables .v; �/ ! .v.�/; �.�//,
similarly to (3.39), we get

jA�.G;H;F /j

.
�Z

b".cos �/ sin2.�=2/1sin �2�Cj .v.�//
jv.�/ � v�j

C21jv.�/�v�j�1jG�j

�
�
jH.v.�//j2 C jrH.v.�//j2

�
sin � d�.�/ d� dv� dv.�/ d�

� 1
2

�

�Z
b".cos �/ sin2.�=2/1sin �2�Cj .v

0/
jv0 � v�j

C21jv0�v�j�1

� jG�j jF
0
j
2 sin � d� 0 d� dv� dv0

� 1
2

; (3.49)

where we have used the fact that Cj .v/ � Cj .v.�// since jv.�/ � v�j � jv � v�j for
� 2 Œ0; 1�. Similarly to (3.40), we haveZ �

0

b".cos �/ sin2.�=2/1sin �2�Cj .v.�//
sin � d�.�/

� 8

Z 2�j jv.�/�v�j
�1

0

.1 � s/"2s�2t1�2s dt D 4 � "2s�22.2s�2/j jv.�/ � v�j
2s�2:
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Plugging this into (3.49) gives

jA�.G;H;F /j

. "2s�22.2s�2/j
�Z
jv � v�j

C2s1jv�v�j�1jG�j.jH j
2
C jrH j2/ dv� dv

� 1
2

�

�Z
jv � v�j

C2s1jv�v�j�1jG�j jF j
2 dv� dv

� 1
2

:

Since  C 2s > �1, similarly to (3.41), for any v 2 R3, we haveZ
jv � v�j

C2s1jv�v�j�1jG�j dv� . jGjL2 ; (3.50)

which yields
jA�.G;H;F /j . "2s�22.2s�2/j jGjL2 jH jH1 jF jL2 : (3.51)

For A�.G;H;F /, by (3.37), we get

jA�.G;H;F /j .
Z
B";;<1

Cj .v/�sin �2�"
sin.�=2/jv � v�j�

1
4 .v�.�//j.�

� 1
16G/�

� .j��
1
16H j C j.��

1
16H/0j/j.��

1
16F /0j

.
Z
B";;<1

Cj .v/�sin �2�"
sin.�=2/jv � v�j jG�j.jH j C j.H/0j/j.F /0j;

where we have used Lemma 3.1 in the last inequality. By the Cauchy–Schwarz inequality
and the change of variables .v; �/! .v.�/; �.�//, similarly to (3.39), we get

jA�.G;H;F /j

.
��Z

b".cos �/ sin.�=2/1
Cj .v/�sin �2�"

jv � v�j
C11jv�v�j�1jG�j jH j

2

� sin � d� d� dv� dv
� 1
2

C

�Z
b".cos �/ sin.�=2/1

Cj .v/�sin �2�"
jv0 � v�j

C11jv0�v�j�1jG�j jH
0
j
2

� sin � d� 0 d� dv� dv0
� 1
2
�

�

�Z
b".cos �/ sin.�=2/1

Cj .v/�sin �2�"
jv0 � v�j

C11jv0�v�j�1jG�j jF
0
j
2

� sin � d� 0 d� dv� dv0
� 1
2

: (3.52)

Similarly to (3.40), we haveZ �

0

b".cos �/ sin.�=2/1
Cj .v/�sin �2�"

sin � d� D 4
Z "

Cj .v/

.1 � s/"2s�2t�2s dt
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D 4
1 � s

2s � 1
"2s�2

�
.Cj .v//

1�2s
� "1�2s

�
� 4

1 � s

2s � 1
"2s�22.2s�1/j jv � v�j

2s�1; (3.53)

where we have used 2s > 1 and .Cj .v//1�2s � "1�2s � 2.2s�1/j jv � v�j2s�1 in the last
inequality. Note that

Cj .v/ D min
®
2�j jv � v�j

�1; "
¯
�
®
2�j jv0 � v�j

�12�1=2; "
¯
WD C 0j .v

0/

and � 0 D �
2

. Thus

Cj .v/ � sin.�=2/ � ") C 0j .v
0/ � sin.� 0/ � ":

By this, similarly to (3.40) and (3.53), we haveZ �

0

b".cos �/ sin.�=2/1
Cj .v/�sin �2�"

sin � d� 0

� 4

Z "

C 0j .v
0/

.1 � s/"2s�2t�2s dt

.
1 � s

2s � 1
"2s�22.2s�1/j jv0 � v�j

2s�1: (3.54)

Plugging (3.53) and (3.54) into (3.52) gives

jA�.G;H;F /j . "2s�22.2s�1/j
�Z
jv � v�j

C2s1jv�v�j�1jG�j jH j
2 dv� dv

� 1
2

�

�Z
jv � v�j

C2s1jv�v�j�1jG�j jF j
2 dv� dv

� 1
2

:

By (3.50), we obtain

jA�.G;H;F /j . "2s�22.2s�1/j jGjL2 jH jL2 jF jL2 : (3.55)

By combining (3.51), (3.55), and (3.45), and by noting (3.48), (3.30), and that

"2s�22.2s�1/j & "�1 � 1; because 2j & "�1 and 2s > 1;

we obtain (3.36).

We give an estimate for hI ";;<.g; h/; f i in the following proposition.

Proposition 3.4. For suitable functions g, h, and f , it holds that

hI ";;<.g; h/; f i . j�
1
16 gjL2 jW

".D/�
1
16 hjL2 jW

".D/�
1
16 f jL2 :
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Proof. Recall that

hI ";;<.g; h/; f i D

Z
B";;<..�

1
2 /0� � �

1
2
� /g�hf

0 d� dv� dv:

Let G D �
1
16 g, H D �

1
16 h, F D �

1
16 f . By (3.29), we have

hI ";;<.g; h/; f i D

Z
B";;<..�

1
2 /0� � .�

1
2 /�/.�

� 1
16G/��

� 1
16H.��

1
16F /0 d� dv� dv

D X.G;H;F /: (3.56)

By the function � in (1.31), define F�f WD �."jDj/f and F�f WD f � �."jDj/f . We
then decompose as

X.G;H;F / D X.G;F�H;F /CX.G;F�H;F�F /CX.G;F�H;F�F /:

By (3.34) and (2.4), we have

jX.G;F�H;F /j . jGjL2 jF�H jH1 jF jL2

. jGjL2 jW ".D/H jL2 jF jL2 : (3.57)

By (3.35), (2.4), and (2.5) , we have

jX.G;F�H;F�F /j . jGjL2 jF�H jL2 jF�F jH1 C jGjL2 jF
�H jH s jF�F jH s

. jGjL2 jW ".D/H jL2 jW
".D/F jL2 : (3.58)

For X.G;F�H;F�F /, by (3.30), the dyadic decomposition (A.2), (3.36), the Cauchy–
Schwarz inequality, and (2.5), we have

jX.G;F�H;F�F /j D

ˇ̌̌̌ X
j�Œ� log2 "��2

X.G; 'j .D/F
�H;F�F /

ˇ̌̌̌
. jGjL2 jF�F jL2

X
j�Œ� log2 "��2

"2s�22.2s�1/j j'j .D/F
�H jL2

. jGjL2 jF jL2
� X
j�Œ� log2 "��2

"2s�222sj j'j .D/F
�H j2

L2

� 1
2

�

� X
j�Œ� log2 "��2

"2s�22.2s�2/j
� 1
2

. jGjL2 jW ".D/H jL2 jF jL2 : (3.59)

Combining (3.57), (3.58), and (3.59) completes the proof.

3.2.3. Upper bound for I"; . Combining Propositions 3.2 and 3.4 gives the following
theorem.

Theorem 3.4. The estimate jhI "; .g; h/; f ij . jgjL2 jhj";=2jf j";=2 holds.
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3.3. Upper bound for the nonlinear term

Furthermore, by recalling (3.8) and by Theorems 3.3 and 3.4, we conclude the proof for
Theorem 3.1.

Taking g D �
1
2 in Theorem 3.1 and recalling that L

";
1 h D ��"; .�

1
2 ; h/ in (2.47),

we have the following corollary.

Corollary 3.2. The estimate jhL";
1 h; f ij . jhj";=2jf j";=2 holds.

Recalling that L
";
2 h D ��"; .h; �

1
2 / in (2.47), we have the following lemma.

Lemma 3.3. The estimate jhL";
2 h; f ij . j� 1

8 hjL2 j�
1
8 f jL2 holds.

For brevity, we omit the proof of Lemma 3.3. In fact, with Corollary 2.1, one can refer
to [2, Lemma 2.15] to prove Lemma 3.3.

Noting that L";h D L
";
1 hCL

";
2 h, by Corollary 3.2 and Lemma 3.3, we have the

following lemma.

Lemma 3.4. The estimate jhL";h; f ij . jhj";=2jf j";=2 holds.

3.4. Weighted upper bound for the nonlinear term

In this subsection we give an upper bound estimate for �"; with weight.
We will consider both polynomial and exponential weights together. For l; q � 0, let

Wl;q.v/ WD hvi
l exp.qhvi/:

Since hv C ui � hvi C hui and hv C ui � hvihui, we have

Wl;q.v C u/ � Wl;q.v/Wl;q.u/: (3.60)

In addition, the following estimates hold:

rWl;q D lWl;qhvi
�2v C qWl;qhvi

�1v;

r
2Wl;q D lWl;qhvi

�2I3 C qWl;qhvi
�1I3 � 2lWl;qhvi

�4v ˝ v � qWl;qhvi
�3v ˝ v

C l2Wl;qhvi
�4v ˝ v C q2Wl;qhvi

�2v ˝ v C 2lqWl;qhvi
�3v ˝ v:

Hence

jrWl;qj . .l C q/Wl;q; (3.61)

r
2Wl;q . .l2 C q2 C l C q/Wl;q : (3.62)

We first estimate the commutator ŒQ".�
1
2 g; �/;Wl;q�.

Lemma 3.5. Let l; q � 0. It holds that

jhQ".�
1
2 g;Wl;qh/ �Wl;qQ

".�
1
2 g; h/; f ij . j�

1
16 gjL2 jWl;qhj";=2jf j";=2:
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Proof. Note that

hQ".�
1
2 g;Wl;qh/ �Wl;qQ

".�
1
2 g; h/; f i

D

Z
B".Wl;q �W

0
l;q/�

1
2
�g�hf

0 d� dv� dv

D

Z
B".Wl;q �W

0
l;q/�

1
2
�g�h.f

0
� f / d� dv� dv

C

Z
B".Wl;q �W

0
l;q/�

1
2
�g�hf d� dv� dv

WD A1 CA2:

We divide the proof into two steps.

Step 1: Estimate of A1. By the Cauchy–Schwarz inequality, we have

jA1j �

²Z
B"�

1
2
� .f

0
� f /2 d� dv� dv

³ 1
2
²Z

B".Wl;q �W
0
l;q/

2�
1
2
�g

2
�h
2 d� dv� dv

³ 1
2

WD .A1;1/
1
2 .A1;2/

1
2 :

Note that A1;1 D N "; .�
1
4 ; f / . jf j2

";=2
by Corollary 3.1. It remains to estimate A1;2.

By Taylor expansion,

W 0l;q �Wl;q D

Z 1

0

rWl;q.v.�// � .v
0
� v/ d�:

Since jv.�/j � jvj C jv�j, together with (3.61) and (3.60), we have jrWl;q.v.�//j .
Wl;q.v/Wl;q.v�/, and thus

jW 0l;q �Wl;qj . Wl;q.v/Wl;q.v�/jv � v�j sin
�

2
:

By (3.60) and jv0j � jvj C jv�j , we also have jWl;q �W 0l;qj .Wl;q.v/Wl;q.v�/. Combin-
ing the above two estimates gives

jW 0l;q �Wl;qj
2 . W 2

l;q.v/W
2
l;q.v�/min

®
jv � v�j

2 sin2 .�=2/; 1
¯
:

By this and Proposition A.1, we obtainZ
B".Wl;q �W

0
l;q/

2�
1
2
� d� . 1jv�v�j�1hv � v�i

W 2
l;q.v/W

2
l;q.v�/.W

"/2.v � v�/�
1
2
�

C 1jv�v�j�1jv � v�j
C2W 2

l;q.v/W
2
l;q.v�/�

1
2
�

. 1jv�v�j�1hvi
W 2

l;q.v/.W
"/2.v/�

1
8
�

C 1jv�v�j�1jv � v�j
�1�

1
8�

1
8
� : (3.63)
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Here, when jv�v�j � 1, we use hv�v�i . hvi hv�ij j andW ".v�v�/.W ".v/W ".v�/

by (2.7). When jv � v�j � 1, we use Lemma 3.1 to get �
1
2
� . �

1
6�

1
6
� . Then in both cases,

the additional weights can be absorbed by the exponential decay in �. Plugging (3.63)
into A1;2 gives

A1;2 .
Z
hviW 2

l;q.v/.W
"/2.v/�

1
8
�g

2
�h
2 dv� dv C

Z
jv � v�j

�1�
1
8�

1
8
�g

2
�h
2 dv� dv

. j�
1
16 gj2

L2
jW=2W

"Wl;qhj
2
L2
C j�

1
16 gj2

L2
j�

1
16 hj2

H
1
2

. j�
1
16 gj2

L2
jWl;qhj

2
";=2; (3.64)

where we have used the Hardy inequality and j � j";=2 � j � jH1=2
=2

because s � 1
2

. Combin-
ing the estimates for A1;1 and A1;2, we have

jA1j . j�
1
16 gjL2 jWl;qhj";=2jf j";=2: (3.65)

Step 2: Estimate of A2. We want to show thatˇ̌̌̌Z
B".W 0l;q �Wl;q/�

1
2
� d�

ˇ̌̌̌
. 1jv�v�j�1hvi

 .W "/2.v/Wl;q.v/�
1
8
�

C 1jv�v�j�1jv � v�j
C1�

1
8�

1
8
� : (3.66)

By Taylor expansion, one has

W 0l;q �Wl;q D .rWl;q/.v/ � .v
0
� v/

C

Z 1

0

.1 � �/.r2Wl;q/.v.�// W .v
0
� v/˝ .v0 � v/ d�: (3.67)

We first consider the case jv � v�j � 1. By (3.67), (3.46), (3.61), (3.62), and (3.60) and
Lemma 3.1 with jv � v�j � 1, we haveˇ̌̌̌Z

B".W 0l;q �Wl;q/�
1
2
� d�

ˇ̌̌̌
.
ˇ̌̌̌Z

B".rWl;q/.v/ � .v
0
� v/�

1
2
� d�

ˇ̌̌̌
C

Z
B"j.r2Wl;q/.v.�//j jv

0
� vj2�

1
2
� d� d�

. jv � v�jC1�
1
2
�Wl;q.v/Wl;q.v�/

. jv � v�jC1�
1
8�

1
8
� : (3.68)

We next consider the case jv � v�j � 1. Similarly to (3.68), since jv � v�j � hv � v�i, we
have ˇ̌̌̌Z

B".W 0l;q �Wl;q/�
1
2
� d�

ˇ̌̌̌
. hv � v�iC2�

1
2
�Wl;q.v/Wl;q.v�/: (3.69)
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If jvj � "�1, then W ".v/ & hvi. By (3.69) we have directlyˇ̌̌̌Z
B".W 0l;q �Wl;q/�

1
2
� d�

ˇ̌̌̌
. hviC2�

1
8
�Wl;q.v/

. hvi .W "/2.v/Wl;q.v/�
1
8
� : (3.70)

If jvj > "�1; jv � v�j � "�1, then W ".v/ & "s�1hvis . By (3.69), we haveˇ̌̌̌Z
B".W 0l;q �Wl;q/�

1
2
� d�

ˇ̌̌̌
. "2s�2hv � v�i

C2s�
1
4
�Wl;q.v/

. hvi .W "/2.v/Wl;q.v/�
1
8
� : (3.71)

It remains to consider the last case jvj > "�1, jv � v�j � "�1. We divide the angle � into
two parts: Z

B".W 0l;q �Wl;q/�
1
2
� d� D B1 CB2;

B1 WD

Z
B"1sin �2�jv�v�j

�1.W
0
l;q �Wl;q/�

1
2
� d�;

B2 WD

Z
B"1sin �2�jv�v�j

�1.W
0
l;q �Wl;q/�

1
2
� d�:

For B1, by using the expansion (3.67), similarly to (3.68), sinceZ
B"1sin �2�jv�v�j

�1 sin2
�

2
d� . "2s�2jv � v�j

C2s�2;

we have
jB1j . "2s�2jv � v�j

C2s�
1
2
�Wl;q.v/Wl;q.v�/:

For B2, by the fact that jWl;q �W 0l;qj . Wl;q.v/Wl;q.v�/, sinceZ
B"1sin �2�jv�v�j

�1 d� . "2s�2jv � v�j
C2s;

we have
jB2j . "2s�2jv � v�j

C2s�
1
2
�Wl;q.v/Wl;q.v�/:

Similarly to (3.71), the estimates B1 and B2 giveˇ̌̌̌Z
B".W 0l;q �Wl;q/�

1
2
� d�

ˇ̌̌̌
. "2s�2jv � v�j

C2s�
1
2
�Wl;q.v/Wl;q.v�/

. hvi .W "/2.v/Wl;q.v/�
1
8
� : (3.72)

By combining (3.68), (3.70), (3.71), and (3.72), we have (3.66). Then (3.66) implies

jA2j .
Z
hvi .W "/2.v/Wl;q.v/�

1
8
� jg�hf j dv� dv

C

Z
1jv�v�j�1jv � v�j

C1�
1
8�

1
8
� jg�hf j dv� dv:
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Obviously,Z
hvi .W "/2.v/Wl;q.v/�

1
8
� jg�hf j dv� dv . j�

1
8 gjL1 jW

"Wl;qhjL2
=2
jW "f jL2

=2

. j�
1
16 gjL2 jWl;qhj";=2jf j";=2:

By the Cauchy–Schwarz inequality, when  > �3, similarly to (3.64), we haveZ
jv � v�j

C1�
1
8�

1
8
� jg�hf j dv� dv .

�Z
jv � v�j

�1�
1
8�

1
8
� jg�hj

2 dv� dv

� 1
2

�

�Z
jv � v�j

�
1
8�

1
8
�f

2 dv� dv

� 1
2

. j�
1
16 gjL2 jWl;qhj";=2jf j";=2:

Then the above two estimates give

jA2j . j�
1
16 gjL2 jWl;qhj";=2jf j";=2: (3.73)

Finally, (3.65) and (3.73) complete the proof.

The next lemma gives an estimate for the commutator ŒI "; .g; �/;Wl;q�.

Lemma 3.6. Let l; q � 0. If �2 �  � 0, it holds that

jhŒI "; .g; �/;Wl;q�h; f ij . j�1=32gjL2 jWl;qhj";=2jW "f jL2
=2

C jWl;qgjL2 jWl;qhjL2
=2
jW "f jL2

=2
:

If q D 0, it holds that

jhŒI "; .g; �/;Wl;0�h; f ij . jgjL2 jWl;0hj";=2jW "f jL2
=2
:

Proof. By recalling I "; in (3.12), the structure (3.7), and the identity .�
1
2 /0� � �

1
2
� D

..�
1
4 /0� � �

1
4
� /
2 C 2�

1
4
� ..�

1
4 /0� � �

1
4
� /, we have

hŒI "; .g; �/;Wl;q�h; f i D

Z
B"..�

1
2 /0� � �

1
2
� /.Wl;q �W

0
l;q/g�hf

0 d� dv� dv

D

Z
B"..�

1
4 /0� � �

1
4
� /
2.Wl;q �W

0
l;q/g�hf

0 d� dv� dv

C 2

Z
B"�

1
4
� ..�

1
4 /0� � �

1
4
� /.Wl;q �W

0
l;q/g�hf

0 d� dv� dv

WD A1 C 2A2:

We divide the proof into two steps.
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Step 1: Estimate of A1. By the Cauchy–Schwarz inequality, we have

jA1j �

²Z
B"..�

1
4 /0� � �

1
4
� /
2f 02 d� dv� dv

³ 1
2

�

²Z
B"..�

1
4 /0� � �

1
4
� /
2.Wl;q �W

0
l;q/

2g2�h
2 d� dv� dv

³ 1
2

WD .A1;1/
1
2 .A1;2/

1
2 :

By the change of variables .v; v�/! .v0�; v
0/ and Remark 2.1 , we have

A1;1 D

Z
B"..�

1
4 /0 � �

1
4 /2f 2� d� dv� dv . jW "f j2

L2
=2

: (3.74)

Since

..�
1
4 /0� � �

1
4
� /
2
D ..�

1
8 /0� C �

1
8
� /
2..�

1
8 /0� � �

1
8
� /
2
� 2..�

1
4 /0� C �

1
4
� /..�

1
8 /0� � �

1
8
� /
2;

we have

A1;2 .
Z
B"�

1
4
� ..�

1
8 /0� � �

1
8
� /
2.Wl;q �W

0
l;q/

2g2�h
2 d� dv� dv

C

Z
B".�

1
4 /0�..�

1
8 /0� � �

1
8
� /
2.Wl;q �W

0
l;q/

2g2�h
2 d� dv� dv

WD A1;2;1 CA1;2;2:

We first estimate A1;2;2. Referring to [15] (more precisely, equation (2.10) on page 170),
we get

jWl;q �W
0
l;qj . jv

0
� vjhvi�1hv0�i

2Wl;q.v/Wl;q.v�/: (3.75)

This, together with the assumption that  � �2, givesZ
B".�

1
4 /0�..�

1
8 /0� � �

1
8
� /
2.Wl;q �W

0
l;q/

2 d�

. hvi�2W 2
l;q.v/W

2
l;q.v�/

Z
jv � v0�j

C2.�
1
4 /0�hv

0
�i
2b".cos �/ sin2

�

2
d�

. hviW 2
l;q.v/W

2
l;q.v�/

so that A1;2;2 . jWl;qgj2L2 jWl;qhj
2
L2
=2

. If q D 0, by [26, proof of (2.84)], we haveZ
B".�

1
4 /0�..�

1
8 /0� � �

1
8
� /
2.Wl;0 �W

0
l;0/

2 d� . hvi2lC ;

which implies A1;2;2 . jgj2
L2
jWl;0hj

2
L2
=2

.

Similarly to the estimate for A1;2 in Step 1 of Lemma 3.5, we obtain A1;2;1 .
j�

1
16 gj2

L2
jWl;qhj

2
";=2

.
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In summary, the estimates of A1;2;1 and A1;2;2 imply that A1;2.jWl;qgj2L2 jWl;qhj
2
L2
=2

when q > 0, and A1;2 . jgj2
L2
jWl;0hj

2
L2
=2

when q D 0. Hence, we conclude that when
q > 0,

jA1j . jWl;qgjL2 jWl;qhjL2
=2
jW "f jL2

=2
:

When q D 0,
jA1j . jgjL2 jWl;0hjL2

=2
jW "f jL2

=2
:

Step 2: Estimate of A2. By the Cauchy–Schwarz inequality, we have

jA2j �

²Z
B"..�

1
4 /0� � �

1
4
� /
2f 02 d� dv� dv

³ 1
2

�

²Z
B"�

1
2
� .Wl;q �W

0
l;q/

2g2�h
2 d� dv� dv

³ 1
2

WD .A2;1/
1
2 .A2;2/

1
2 :

Note that A2;1 D A1;1, then by (3.74), we have A2;1 . jW "f j2
L2
=2

. Similarly to the esti-

mate for A1;2 in Step 1 of Lemma 3.5, we get

A2;2 . j�
1
16 gj2

L2
jWl;qhj

2
";=2:

The estimates of A2;1 and A2;2 give

jA2j . j�
1
16 gjL2 jWl;qhj";=2jW

"f jL2
=2
:

Then the proof of the lemma is completed by combining the estimates of A1 and A2.

Recalling (3.8), the following lemma is a direct consequence of Lemmas 3.5 and 3.6.

Lemma 3.7. Let l; q � 0. If �2 �  � 0, then

jh�".g;Wl;qh/ �Wl;q�
".g; h/; f ij . j�1=32gjL2 jWl;qhj";=2jf j";=2

C jWl;qgjL2 jWl;qhjL2
=2
jW "f jL2

=2
:

If q D 0, then

jh�".g;Wl;0h/ �Wl;0�
".g; h/; f ij . jgjL2 jWl;0hj";=2jf j";=2:

Then Lemma 3.7 and Theorem 3.1 give the following lemma.

Lemma 3.8. Let l; q � 0. If �2 �  � 0, then

jh�".g; h/;W 2
l;qf ij . jWl;qgjL2 jWl;qhj";=2jWl;qf j";=2:

If q D 0, then

jh�".g; h/;W 2
l;0f ij . jgjL2 jWl;0hj";=2jWl;0f j";=2: (3.76)
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Recalling that L";h D L
";
1 hCL

";
2 h D ��".�

1
2 ; h/CL

";
2 h, the next lemma fol-

lows from (3.76) and Lemma 3.3.

Lemma 3.9. Let l � 0. The estimate jhL";h;W 2
l;0
f ij . jWl;0hj";=2jWl;0f j";=2 holds.

In the following, we give an estimate for the commutator between L"; and Wl;q as a
special case.

Lemma 3.10. Let l; q � 0, �2 �  � 0. The estimate jhŒL"; ; Wl;q�f; Wl;qf ij .
jWl;qf j

2
L2
=2

holds.

Proof. Recall that L"; D L
";
1 C L

";
2 , where L

";
1 f D ��"; .�

1
2 ; f /, L

";
2 f D

��"; .f; �
1
2 /. Direct computation gives

hŒL
";
1 ; Wl;q�f;Wl;qf i D

Z
B"�

1
2
� .�

1
2 /0�ff

0Wl;q.Wl;q �W
0
l;q/ dv dv� d�

D
1

2

Z
B"�

1
2
� .�

1
2 /0�ff

0.Wl;q �W
0
l;q/

2 dv dv� d�:

By using the change of variables .v; v�/! .v0; v0�/, one has

jhŒL
";
1 ; Wl;q�f;Wl;qf ij �

1

2

Z
B"�

1
2
� .�

1
2 /0�f

2.Wl;q �W
0
l;q/

2 dv dv� d�:

Then (3.75) givesZ
B"�

1
2
� .�

1
2 /0�.Wl;q �W

0
l;q/

2 d�

. jv � v�jC2hvi�2W 2
l;q.v/�

1
2
�

Z
b".cos �/ sin2.�=2/ d�;

which implies

jhŒL
";
1 ; Wl;q�f;Wl;qf ij .

Z
jv � v�j

C2
hvi�2W 2

l;q.v/�
1
2
�f

2 dv dv� . jWl;qf j2L2
=2

:

By Lemma 3.3, we have

jhŒL
";
2 ; Wl;q�f;Wl;qf ij . j�

1
16 f j2

L2
:

Then the above two estimates complete the proof.

4. Propagation of regularity and the asymptotic formula

In this section we will give the proof of Theorem 1.2. With the coercivity estimate in
Theorem 2.1, the spectral gap estimate in Theorem 2.2, and the upper bound estimate in
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Theorem 3.1, we can derive the global well-posedness result (1.24) in Theorem 1.2 as
in [14].

Then it remains to show the propagation of regularity and the asymptotic formula.
We will derive propagation of regularity in Section 4.1 and the asymptotic formula in
Section 4.2.

4.1. Propagation of regularity

In this subsection we prove (1.26) as stated in Theorem 4.2. We recall (1.18), (1.19),
(1.20), (1.21), (1.22), and (1.23) concerning the norms used.

We first consider propagation of spatial regularity with polynomial weight, i.e. the
norm k � kL1

k;m
L2
l
.

Theorem 4.1. Let m; l � 0. Suppose f is a solution to the Boltzmann equation (1.16)
with initial data f0 satisfying kf0kL1

k;m
L2
l
< 1. There is a constant ı > 0 such that if

kf0kL1
k
L2 < ı, then

kf kL1
k;m
L1T L

2
l
C kf kL1

k;m
L2TL

2
";lC=2

. kf0kL1
k;m
L2
l
.1C kf0kL1

k;m
L2
l
/: (4.1)

Note that we will show propagation of the norm k � kL1
k;m
L2
l

only under the smallness
assumption on kf0kL1

k
L2 and finiteness on kf0kL1

k;m
L2
l
.

Proof of Theorem 4.1. Consider

@tf C v � rxf CL"f D �".f; f /; (4.2)

with the initial condition f0. For simplicity, denote H WD �".f; f /.
Recall (1.24) as

kf kL1
k
L1T L

2 C kf kL1
k
L2TL

2
";=2

. kf0kL1
k
L2 : (4.3)

The proof of the theorem is divided into three steps, where k � kL1
k;m
L2 , k � kL1

k
L2
l
, and

k � kL1
k;m
L2
l

are considered respectively.

Step 1: k � kL1
k;m
L2 . Following the proof of [14, Theorem 5.1], we have

kŒa; b; c�kL1
k;m
L2T

. k.I � P /f kL1
k;m
L2TL

2
";=2
C kf kL1

k;m
L1T L

2 C kf0kL1
k;m
L2

C

X
j

X
k2Z3

�Z T

0

jh yH hkim; Pj�
1
2 ij

2 dt

� 1
2

; (4.4)

where ¹Pj ºj is a set of polynomials with degree � 4.
Taking the Fourier transform of (4.2) with respect to x, at mode k 2 Z3, we have

@t Of .k/C iv � k Of .k/CL" Of .k/ D yH .k/: (4.5)
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Taking the inner product with hki2m Of , similarly to [14, equation (3.7)], we have

kf kL1
k;m
L1T L

2 C k.I � P /f kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2 C

X
k2Z3

�Z T

0

ˇ̌˝
yH .k/hkim; hkim Of

˛ˇ̌
dt

� 1
2

: (4.6)

By suitably combining (4.4) and (4.6), and noting that

kŒa; b; c�kL1
k;m
L2T
� kPf kL1

k;m
L2TL

2
";=2

;

we have

kf kL1
k;m
L1T L

2 C kf kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2

C

X
j

X
k2Z3

�Z T

0

jh yH hkim; Pj�
1
2 ij

2 dt

� 1
2

C

X
k2Z3

�Z T

0

ˇ̌˝
yH .k/hkim; hkim Of

˛ˇ̌
dt

� 1
2

: (4.7)

Recalling that yH .k/ D
P
p2Z3 �

". Of .k � p/; Of .p//, by Theorem 3.1 and

hkim . hk � pim C hpim (4.8)

we have X
k2Z3

�Z T

0

ˇ̌̌̌�
hkim

X
p2Z3

�". Of .k � p/; Of .p//; Pj�
1
2

�ˇ̌̌̌2
dt

� 1
2

. kf kL1
k;m
L1T L

2kf kL1
k
L2TL

2
";=2
C kf kL1

k
L1T L

2kf kL1
k;m
L2TL

2
";=2

;

and (similarly to the estimate for the upper bound for [14, equation (3.8)])X
k2Z3

�Z T

0

ˇ̌̌̌�
hkim

X
p2Z3

�". Of .k � p/; Of .p//; hkim Of

�ˇ̌̌̌
dt

� 1
2

. �kf kL1
k;m
L2TL

2
";=2
C

1

4�
kf kL1

k;m
L1T L

2kf kL1
k
L2TL

2
";=2

C
1

4�
kf kL1

k
L1T L

2kf kL1
k;m
L2TL

2
";=2

:

Plugging the above two inequalities into (4.7), for 0 < � � 1, we get

kf kL1
k;m
L1T L

2 C kf kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2 C �kf kL1

k;m
L2TL

2
";=2
C
1

�
kf kL1

k;m
L1T L

2kf kL1
k
L2TL

2
";=2

C
1

�
kf kL1

k
L1T L

2kf kL1
k;m
L2TL

2
";=2

:
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By choosing � small, recalling (4.3), and under the smallness assumption on kf0kL1
k
L2 ,

we arrive at
kf kL1

k;m
L1T L

2 C kf kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2 : (4.9)

Step 2: k � kL1
k
L2
l
. We now consider propagation of polynomial moments. Starting from

(4.5), taking the inner product with W2l Of , similarly to [14, equation (3.7)], we have

kf kL1
k
L1T L

2
l
C k.I � P /Wlf kL1

k
L2TL

2
";=2

. kf0kL1
k
L2
l
C

X
k2Z3

�Z T

0

jh yH ; Wl Of ij dt

� 1
2

: (4.10)

In this step, yH .k/ D ŒL"; Wl � Of .k/ C Wl
P
p2Z3 �

". Of .k � p/; Of .p//. By (2.50) and
(4.3), we have

kPWlf kL1
k
L2TL

2
";=2

. kf kL1
k
L2TL

2
";=2

. kf0kL1
k
L2 : (4.11)

A suitable combination of (4.10) and (4.11) gives

kf kL1
k
L1T L

2
l
C kf kL1

k
L2TL

2
";lC=2

. kf0kL1
k
L2
l
C

X
k2Z3

�Z T

0

jh yH ; Wl Of ij dt

� 1
2

: (4.12)

For the term involving ŒL"; Wl � Of .k/, by Lemma 3.10 we get

X
k2Z3

�Z T

0

jhŒL"; Wl � Of ;Wl Of ij dt

� 1
2

. kf kL1
k
L2TL

2
lC=2

:

Since j � j";l � j � jL2
lCs
� j � jL2

lC1=2
, we have jf jL2

lC=2
� �jf jL2

";lC=2
C C.�; l/jf jL2

";=2

which gives

X
k2Z3

�Z T

0

jhŒL"; Wl � Of ;Wl Of ij dt

� 1
2

. �kf kL1
k
L2TL

2
";lC=2

C C.�; l/kf kL1
k
L2TL

2
";=2

: (4.13)

For the term involving Wl
P
p2Z3 �

". Of .k � p/; Of .p//, by (3.76) in Lemma 3.8 we
get

X
k2Z3

�Z T

0

ˇ̌̌̌�
Wl

X
p2Z3

�". Of .k � p/; Of .p//;Wl Of

�ˇ̌̌̌
dt

� 1
2

. �kf kL1
k
L2TL

2
";lC=2

C
1

4�
kf kL1

k
L1T L

2kf kL1
k
L2TL

2
";lC=2

: (4.14)
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Plugging (4.13) and (4.14) into (4.12), by choosing � small and using (4.3), under the
smallness assumption on kf0kL1

k
L2 we have

kf kL1
k
L1T L

2
l
C kf kL1

k
L2TL

2
";lC=2

. kf0kL1
k
L2
l
C kf kL1

k
L2TL

2
";=2

. kf0kL1
k
L2
l
; (4.15)

where we have used (4.3) in the last inequality.

Step 3: k � kL1
k;m
L2
l
. We now show the propagation of spatial regularity with polynomial

moment. Starting from (4.5), taking the inner product with hki2mW2l Of , similarly to [14,
equation (3.7)], we have

kf kL1
k;m
L1T L

2
l
C k.I � P /Wlf kL1

k;m
L2TL

2
";=2

. kf0kL1
k;m
L2
l
C

X
k2Z3

�Z T

0

jh yH ; hki2mWl Of ij dt

� 1
2

: (4.16)

In this step, yH .k/ D ŒL"; Wl � Of .k/ C Wl
P
p2Z3 �

". Of .k � p/; Of .p//. By (2.50) and
(4.9), we have

kPWlf kL1
k;m
L2TL

2
";=2

. kf kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2 : (4.17)

A suitable combination of (4.16) and (4.17) gives

kf kL1
k;m
L1T L

2
l
C kf kL1

k;m
L2TL

2
";lC=2

. kf0kL1
k;m
L2
l
C

X
k2Z3

�Z T

0

jh yH ; hki2mW2l Of ij dt

� 1
2

: (4.18)

Similarly to (4.13), we have

X
k2Z3

�Z T

0

jhŒL"; Wl � Of ; hki
2mWl Of ij dt

� 1
2

. �kf kL1
k;m
L2TL

2
";lC=2

C C.�; l/kf kL1
k;m
L2TL

2
";=2

: (4.19)

For the term involving Wl
P
p2Z3 �

". Of .k � p/; Of .p//, by (3.76) in Lemma 3.8 with
(4.8), we get

X
k2Z3

�Z T

0

jhhkimWl
X
p2Z3

�". Of .k � p/; Of .p//; hkimWl Of ij dt

� 1
2

. �kf kL1
k;m
L2TL

2
";lC=2

C
1

4�
kf kL1

k
L1T L

2kf kL1
k;m
L2TL

2
";lC=2

C
1

4�
kf kL1

k;m
L1T L

2kf kL1
k
L2TL

2
";lC=2

: (4.20)
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Plugging (4.19) and (4.20) into (4.18), by choosing � small, recalling (4.3), under the
smallness assumption on kf0kL1

k
L2 , we have

kf kL1
k;m
L1T L

2
l
C kf kL1

k;m
L2TL

2
";lC=2

. kf0kL1
k;m
L2
l
C kf kL1

k;m
L2TL

2
";=2
C kf kL1

k;m
L1T L

2kf kL1
k
L2TL

2
";lC=2

:

By (4.9), (4.15), and (4.1) we complete the proof of the theorem.

We now turn to the propagation of spatial and velocity regularity with polynomial
moment. Taking the v-derivative of @ˇ of (4.5), we get

@t@ˇ Of .k/C iv � k@ˇ Of .k/CL"@ˇ Of .k/

D iŒv � k; @ˇ � Of .k/C ŒL"; @ˇ � Of .k/C @ˇ
3�".f; f /.k/:

Taking the inner product with hki2mhvi2l@ˇ Of , where ˇ 2 Z3, m; l � 0, similarly to
[14, equation (3.7)], we have

k@ˇf kL1
k;m
L1T L

2
l
C k.I � P /Wl@ˇf kL1

k;m
L2TL

2
";=2

. k@ˇf0kL1
k;m
L2
l
C

X
k2Z3

�Z T

0

ˇ̌˝
yH ; hki2mhvil@ˇ Of

˛ˇ̌
dt

� 1
2

; (4.21)

where

yH .k/ D iWl Œv � k; @ˇ � Of .k/C ŒL"; Wl �@ˇ Of .k/CWl ŒL
"; @ˇ � Of .k/

CWl@ˇ
X
p2Z3

�". Of .k � p/; Of .p//: (4.22)

By (2.50) and integrating by parts, it holds that

kPWl@ˇf kL1
k;m
L2TL

2
";=2

. kf kL1
k;m
L2TL

2
";=2

. kf0kL1
k;m
L2 ; (4.23)

where we have used (4.9) in the last inequality.
A suitable combination of (4.21) and (4.23) gives

k@ˇf kL1
k;m
L1T L

2
l
C k@ˇf kL1

k;m
L2TL

2
";lC=2

. kf0kL1
k;m
H
jˇ j
l

C

X
k2Z3

�Z T

0

ˇ̌˝
yH ; hki2mhvil@ˇ Of

˛ˇ̌
dt

� 1
2

: (4.24)

We now estimate the last term in (4.24). Recalling (4.22), we will estimate term by
term.

For the term involving iŒv � k; @ˇ � Of .k/, if ˇ D .ˇ1; ˇ2; ˇ3/, then

Œv � k; @ˇ � Of .k/ D �

3X
jD1

ǰkj @ˇ�ej
Of .k/:
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Hence,

X
k2Z3

�Z T

0

ˇ̌˝
Œv � k; @ˇ � Of .k/; hki

2m
hvi2l@ˇ Of

˛ˇ̌
dt

� 1
2

.
X
k2Z3

�Z T

0

3X
jD1

ǰ jhki
mC1@ˇ�ej

Of .k/jL2
l�.=2Cs/

jhkim@ˇ Of .k/jL2
lC=2Cs

dt

� 1
2

. �k@ˇf kL1
k;m
L2TL

2
";lC=2

C
1

�
kf kL1

k;mC1
L2T
PHN
";=2Cl�.C2s/

: (4.25)

Similarly to (4.19), we have

X
k2Z3

�Z T

0

ˇ̌˝
ŒL"; Wl �@ˇ Of ; hki

2mWl@ˇ Of
˛ˇ̌
dt

� 1
2

. �k@ˇf kL1
k;m
L2TL

2
";lC=2

C C.�; l/k@ˇf kL1
k;m
L2TL

2
";=2

: (4.26)

By Lemma 3.9 we get

X
k2Z3

�Z T

0

ˇ̌˝
Wl ŒL

"; @ˇ � Of .k/; hki
2mWl@ˇ Of

˛ˇ̌
dt

� 1
2

.
X
k2Z3

�Z T

0

X
ˇ1<ˇ

jhkim@ˇ1
Of jL2

";lC=2
jhkim@ˇ Of jL2

";lC=2
dt

� 1
2

. �k@ˇf kL1
k;m
L2TL

2
";lC=2

C
1

�
kf kL1

k;m
L2TH

N
";lC=2

: (4.27)

For the term involving @ˇ
P
p2Z3 �

". Of .k � p/; Of .p//, by (3.76) in Lemma 3.8, with
(4.8), we get

X
k2Z3

�Z T

0

ˇ̌̌̌�
@ˇ

X
p2Z3

�". Of .k � p/; Of .p//; hki2mhvi2l@ˇ Of

�ˇ̌̌̌
dt

� 1
2

. �k@ˇf kL1
k;m
L2TL

2
";lC=2

C
1

4�
kf kL1

k
L1T L

2k@ˇf kL1
k;m
L2TL

2
";lC=2

C
1

4�
kf kL1

k;m
L1T L

2k@ˇf kL1
k
L2TL

2
";lC=2

C
1

4�
k@ˇf kL1

k
L1T L

2kf kL1
k;m
L2TL

2
";lC=2

C
1

4�
k@ˇf kL1

k;m
L1T L

2kf kL1
k
L2TL

2
";lC=2

C
1

4�
kf kL1

k
L1T H

N kf kL1
k;m
L2TH

N
";lC=2

C
1

4�
kf kL1

k;m
L1T H

N kf kL1
k
L2TH

N
";lC=2

: (4.28)

With the above preparation, we are ready to prove the propagation of both spatial and
velocity regularity with polynomial weight in the following theorem.
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Theorem 4.2. Let n 2 N, m; l � 0. Suppose f is a solution to the Boltzmann equation
(1.16) with initial data f0 verifying kf0km;n;l < 1. There is a constant ı > 0 and a
polynomial Pn with Pn.0/ D 0 such that if kf0kL1

k
L2 < ı, then

ET .f Im; n; l/CD
"
T .f Im; n; l/ . Pn.kf0km;n;l /: (4.29)

Proof. Recall the notation ET .f Im; n; l/, D"
T .f Im; n; l/ in (1.22) and kf0km;n;l in

(1.23). We will prove (4.29) by induction. First, by (4.1), we see that (4.29) is valid for
n D 0 with P0.x/ D x.1C x/.

Let N � 0 be an integer. Let us assume that (4.29) is valid for any 0 � n � N and
m; l � 0. We will prove the above statement (4.29) is also valid for n D N C 1, m; l � 0.
To be clear, we fix two parameters m�; l� � 0 and prove (4.29) for n D N C 1, m D m�,
l D l�.

We concentrate on k � k
L1
k;m�

PHNC1
l�

. We divide the proof into four steps for the estima-
tion on k � kL1

k
PHNC1 , k � kL1

k;m�
PHNC1 , k � k

L1
k
PHNC1
l�

, and k � k
L1
k;m�

PHNC1
l�

respectively.

Step 1. k � kL1
k
PHNC1 . We start from (4.24) by taking jˇj DN C 1,mD l D 0. In this case,

ŒL"; Wl � D 0 in (4.22).
Plugging (4.25), (4.27), and (4.28) for the case m D l D 0 into (4.24), taking the sum

over jˇj D N C 1, by choosing � small and under the smallness assumption on kf0kL1
k
L2

which implies kf kL1
k
L1T L

2 and kf kL1
k
L2TL

2
";=2

are small, and by using (4.29) with nDN ,
m D 1; l D �. C 2s/, we have

kf kL1
k
L1T
PHNC1 C kf kL1

k
L2T
PHNC1
";=2

. kf0kL1
k
HNC1 C PN .kf0k1;N;�.C2s//

�
1C PN .kf0k1;N;�.C2s//

�
: (4.30)

Let us denote P 0;NC1;0.x/ WDPN .x/.1CPN .x//. Adding (4.30) and (4.29) with nDN ,
m D 1; l D �. C 2s/, we have

ET .f I 0;N C 1; 0/CD
"
T .f I 0;N C 1; 0/ . P 0;NC1;0.kf0k0;NC1;0/: (4.31)

Step 2. k � kL1
k;m�

PHNC1 . We start from (4.24) by taking jˇj D N C 1, m D m�; l D 0. In

this case, ŒL"; Wl � D 0 in (4.22).
Plugging (4.25), (4.27), and (4.28) for the case m D m�, l D 0 into (4.24), taking

the sum over jˇj D N C 1, by choosing � small and under the smallness assumption
on kf0kL1

k
L2 which implies kf kL1

k
L1T L

2 and kf kL1
k
L2TL

2
";=2

are small, using (4.29) with
n D N , m D m� C 1, l D �. C 2s/ and (4.31), we have

kf kL1
k;m�

L1T
PHNC1 C kf kL1

k;m�
L2T
PHNC1
";=2

. kf0kL1
k;m�

HNC1 C P0.kf0km�;0;0/P
0;NC1;0.kf0k0;NC1;0/

C PN .kf0km�C1;N;�.C2s//
�
1C PN .kf0km�C1;N;�.C2s//

�
: (4.32)
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Let us define Pm�;NC1;0.x/ WD P0.x/P 0;NC1;0.x/CPN .x/.1CPN .x//. Adding (4.32)
and (4.29) with n D N , m D m� C 1, l D �. C 2s/, we have

ET .f Im�; N C 1; 0/CD
"
T .f Im�; N C 1; 0/ . Pm�;NC1;0.kf0km�;NC1;0/: (4.33)

Step 3. k � k
L1
k
PHNC1
l�

. We start from (4.24) by taking jˇj D N C 1, m D 0, l D l�.

Plugging (4.25), (4.26), (4.27), and (4.28) for the casemD 0; l D l� into (4.24), taking
the sum over jˇj D N C 1, by choosing � small and under the smallness assumption on
kf0kL1

k
L2 which implies kf kL1

k
L1T L

2 is small, using (4.29) with n D N , m D 1, l D
l� � . C 2s/ and (4.31), we have

kf k
L1
k
L1T
PHNC1
l�

C kf k
L1
k
L2T
PHNC1
";l�C=2

. kf0kL1
k
HNC1
l�

C P0.kf0k0;0;l�/P
0;NC1;0.kf0k0;NC1;0/

C PN .kf0k1;N;l��.C2s//
�
1C PN .kf0k1;N;l��.C2s//

�
: (4.34)

Let us define P 0;NC1;l�.x/ WD P0.x/P 0;NC1;0.x/C PN .x/.1C PN .x//. Adding (4.34)
and (4.29) with n D N , m D 1, l D l� � . C 2s/, we have

ET .f I 0;N C 1; l�/CD
"
T .f I 0;N C 1; l�/ . P 0;NC1;l�.x/.kf0k0;NC1;l�/: (4.35)

Step 4. k � k
L1
k;m�

PHNC1
l�

. We start from (4.24) by taking jˇj D N C 1, m D m�, l D l�.

Plugging (4.25), (4.26), (4.27), and (4.28) for the case m D m�, l D l� into (4.24),
taking the sum over jˇj DN C 1, by choosing � small and under the smallness assumption
on kf0kL1

k
L2 which implies kf kL1

k
L1T L

2 is small, and by using (4.31), (4.33), (4.35), and
(4.29) with n D N , m D m� C 1, l D l� � . C 2s/, we have

kf k
L1
k;m�

L1T
PHNC1
l�

C kf k
L1
k;m�

L2T
PHNC1
";l�C=2

. kf0kL1
k;m�

HNC1
l�

C P0.kf0km�;0;l�/P
0;NC1;0.kf0k0;NC1;0/

C P0.kf0km�;0;0/P
0;NC1;l�.kf0k0;NC1;l�/

C P0.kf0k0;0;l�/P
m�;NC1;0.kf0km�;NC1;0/

C PN .kf0km�C1;N;l��.C2s//
�
1C PN .kf0km�C1;N;l��.C2s//

�
: (4.36)

Define

PNC1.x/ WD P0.x/P
0;NC1;l�.x/C P0.x/P

0;NC1;0.x/

C P0.x/P
m�;NC1;0.x/C PN .x/.1C PN .x//:

Note that PNC1 is independent of m�, l�. Summing (4.36) and (4.29) with n D N , m D
m� C 1, l D l� � . C 2s/ gives

ET .f Im�; N C 1; l�/CD
"
T .f Im�; N C 1; l�/ . PNC1.kf0km�;NC1;l�/:

And this completes the proof of the theorem.
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4.2. Global asymptotics

We will prove (1.28) in this subsection. We first give an estimate of the operator �" � �L.

Lemma 4.1. For suitable functions g, h, f , there holds

jh.�" � �L/.g; h/; f ij . "jgjH3 jhjH3
9C=2
jf jL2

=2
:

Proof. Note that

h.�" � �L/.g; h/; f i D hQ".�
1
2 g; �

1
2 h/ �QL.�

1
2 g; �

1
2 h/; ��

1
2 f i:

By the proof in [41], it holds that

jhQ".G;H/ �QL.G;H/; F ij . "jGjH3
8C
jH jH3

6C=2
jF jL2

=2
:

By using the fact that

jr
3.�

1
2 h/j . hvi3�

1
2 .jhj C jrhj C jr2hj C jr3hj/; (4.37)

and the proof in [41], the estimate in the lemma follows. Note that the additional 3 weight
(from 6 C =2 to 9 C =2) for the function h comes from hvi3 in (4.37). On the other
hand, the factor �

1
2 before g absorbs any polynomial weight.

We are ready to prove (1.28) in Theorem 1.2.

Proof of (1.28). Let f " and f L be the solutions to (1.16) and (1.6) respectively with the
initial data f0. Set F "R WD "

�1.f " � f L/. Then it solves

@tF
"
R C v � rxF

"
R CLLF "R D "

�1Œ.LL
�L"/f " C .�" � �L/.f "; f L/�

C �".f "; F "R/C �
L.F "R; f

L/:

For simplicity, we denote the right-hand side by H ,

H WD "�1Œ.LL
�L"/f " C .�" � �L/.f "; f L/�

C �".f "; F "R/C �
L.F "R; f

L/:

Taking the Fourier transform with respect to x, for the mode k 2 Z3, we have

@tcF "R.k/C iv � kcF "R.k/CLLcF "R.k/ D yH .k/; (4.38)

where

yH .k/ WD "�1.LL
�L"/cf ".k/

C

X
p2Z3

"�1.�" � �L/.cf ".k � p/;bf L.p//
C

X
p2Z3

�".cf ".k � p/;cF "R.p//
C

X
p2Z3

�L.cF "R.k � p/;bf L.p//: (4.39)



Solutions to the non-cutoff Boltzmann equation in the grazing limit 77

We divide the proof into three steps.

Step 1: Macroscopic part. For the estimate of Œa; b; c� of F "R defined by (2.50), by [14,
Theorem 5.1], since F "R.0/ D 0, it holds that

kŒa; b; c�kL1
k
L2T

. k.I � P /F "RkL1
k
L2TL

2
0;=2
C kF "RkL1

k
L1T L

2

C

X
j

X
k2Z3

�Z T

0

jh yH .k/; Pj�
1
2 ij

2 dt

� 1
2

;

where ¹Pj ºj is a set of polynomials with degree � 4.
Note that yH .k/ has four terms in (4.39). For the term

P
p2Z3 �

".cf ".k � p/;cF "R.p//,
by Theorem 3.1, we haveX

k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

�".cf ".k � p/;cF "R.p//; Pj� 1
2

�ˇ̌̌̌2
dt

� 1
2

. kf "kL1
k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

:

Similarly, for the term
P
p2Z3 �

L.cF "R.k � p/;bf L.p//, we have

X
k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

�L.cF "R.k � p/;bf L.p//; Pj� 1
2

�ˇ̌̌̌2
dt

� 1
2

. kF "RkL1
k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2

:

For the term
P
p2Z3 "

�1.�" � �L/.cf ".k � p/;bf L.p//, by Lemma 4.1 we have

X
k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

"�1.�" � �L/.cf ".k � p/;bf L.p//; Pm� 1
2

�ˇ̌̌̌2
dt

� 1
2

. kf "kL1
k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

:

Similarly, for the term "�1.LL �L"/cf ".k/, by Lemma 4.1 we haveX
k2Z3

�Z T

0

jh"�1.LL
�L"/cf ".k/; Pm� 1

2 ij
2 dt

� 1
2

. kf "kL1
k
L2TH

3
9C=2

:

In summary, we have

kŒa; b; c�kL1
k
L2T
� C1k.I � P /F "RkL1

k
L2TL

2
0;=2
C C1kF

"
RkL1

k
L1T L

2

C C1kf
"
kL1

k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

C C1kF
"
RkL1

k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2

C C1kf
"
kL1

k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

C C1kf
"
kL1

k
L2TH

3
9C=2

: (4.40)
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Step 2: Microscopic part. From (4.38), taking the inner product with cF "R.k/, similarly to
[14, equation (3.7)], with F "R.0/ D 0, we have

kF "RkL1
k
L1T L

2 C k.I � P /F "RkL1
k
L2TL

2
0;=2

.
X
k2Z3

�Z T

0

jh yH .k/;cF "R.k/ij dt� 1
2

:

We estimate yH .k/ term by term as follows. For the term
P
p2Z3 �

".cf ".k � p/;cF "R.p//, by Theorem 3.1, we haveX
k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

�".cf ".k � p/;cF "R.p//;cF "R.k/�ˇ̌̌̌ dt� 1
2

. �kF "RkL1
k
L2TL

2
0;=2
C

1

4�
kf "kL1

k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

:

Similarly, for the term
P
p2Z3 �

L.cF "R.k � p/;bf L.p//, we haveX
k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

�L.cF "R.k � p/;bf L.p//;cF "R.k/�ˇ̌̌̌ dt� 1
2

. �kF "RkL1
k
L2TL

2
0;=2
C

1

4�
kF "RkL1

k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2

:

For the term
P
p2Z3 "

�1.�" � �L/.cf ".k � p/;bf L.p//, by Lemma 4.1 we haveX
k2Z3

�Z T

0

ˇ̌̌̌� X
p2Z3

"�1.�" � �L/.cf ".k � p/;bf L.p//;cF "R.k/�ˇ̌̌̌ dt� 1
2

. �kF "RkL1
k
L2TL

2
0;=2
C

1

4�
kf "kL1

k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

:

Finally, for the term "�1.LL �L"/cf ".k/, by Lemma 4.1 we haveX
k2Z3

�Z T

0

jh"�1.LL
�L"/cf ".k/;cF "R.k/ij dt� 1

2

. �kF "RkL1
k
L2TL

2
0;=2
C

1

4�
kf "kL1

k
L2TH

3
9C=2

:

Combining the above estimates gives

kF "RkL1
k
L1T L

2 C k.I � P /F "RkL1
k
L2TL

2
0;=2

� �kF "RkL1
k
L2TL

2
0;=2
C
C2

�
kf "kL1

k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

C
C2

�
kF "RkL1

k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2
C
C2

�
kf "kL1

k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

C
C2

�
kf "kL1

k
L2TH

3
9C=2

: (4.41)
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Step 3: Micro–macro components. The combination (4.40) � 1
2C1
C (4.41) gives

1

2
kF "RkL1

k
L1T L

2 C
1

2
k.I � P /F "RkL1

k
L2TL

2
0;=2
C

1

2C1
kŒa; b; c�kL1

k
L2T

� �kF "RkL1
k
L2TL

2
0;=2
C

�C2
�
C
1

2

�
kf "kL1

k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

C

�C2
�
C
1

2

�
kF "RkL1

k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2

C

�C2
�
C
1

2

�
kf "kL1

k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

C

�C2
�
C
1

2

�
kf "kL1

k
L2TH

3
9C=2

:

Note that
1

2
k.I � P /F "RkL1

k
L2TL

2
0;=2
C

1

2C1
kŒa; b; c�kL1

k
L2T
� c1kF

"
RkL1

k
L2TL

2
0;=2

:

Then by choosing � D c1
2

, we have

1

2
kF "RkL1

k
L1T L

2 C
c1

2
kF "RkL1

k
L2TL

2
0;=2
�

�2C2
c1
C
1

2

�
kf "kL1

k
L1T L

2kF
"
RkL1

k
L2TL

2
0;=2

C

�2C2
c1
C
1

2

�
kF "RkL1

k
L1T L

2kf
L
kL1

k
L2TL

2
0;=2

C

�2C2
c1
C
1

2

�
kf "kL1

k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

C

�2C2
c1
C
1

2

�
kf "kL1

k
L2TH

3
9C=2

:

Under the smallness assumption on kf0kL1
k
L2 , by (1.24) we have

kF "RkL1
k
L1T L

2 C kF
"
RkL1

k
L2TL

2
0;=2

. kf "kL1
k
L2TH

3
9C=2

C kf "kL1
k
L1T H

3kf
L
kL1

k
L2TH

3
9C=2

. P3.kf0k0;3;9/.1C P3.kf0k0;3;9//;

where we have used the propagation estimates (1.26) and (1.27) withmD 0, nD 3, l D 9.
Note that F "R D "

�1.f " � f L/ and this gives (1.28).

5. Propagation of moment and decay transition

With Lemma 3.8 and [14, proof of Theorem 2.1], we have the propagation of moment
stated in the following theorem.

Theorem 5.1. Under the assumptions in Theorem 1.2, let l; q � 0, �2 �  � 0. There is
a constant ı1 > 0, such that if kWl;qf0kL1

k
L2 � ı1, then the solution f " to the Boltzmann

equation (1.16) satisfies

kWl;qf
"
kL1

k
L1T L

2 . kWl;qf0kL1
k
L2 :
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We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. Consider

@tf
"
C v � rxf

"
CL"f " D �".f "; f "/: (5.1)

Recall that T" D .1" /
2.1�s/
jC2sj , � D 1

1CjC2sj
, and the function A".t/ defined in (1.36) is

A".t/ D �.T
�1
" t /t C .1 � �.T �1" t //

� t

"2.1�s/

��
:

Here, the function � is defined in (1.31). Multiplying (5.1) by g.t/ WD exp.�A".t//, with
h".t/ WD g.t/f ".t/, we have

@th
"
C v � rxh

"
CL"h" D �".f "; h"/C �A0".t/h:

Similarly to [14, equation (6.3)], we get

X
k2Z3

sup
0�t�T

k Oh.t; k/kL2 C
p
�0

X
k2Z3

�Z T

0

j Oh.t; k/j2";=2 dt

� 1
2

.
X
k2Z3

k Of0.k/kL2 C
p
�
X
k2Z3

�Z T

0

A0".t/k
Oh.t; k/k2

L2
dt

� 1
2

:

Now we use dissipation and propagation of moment to cancel the last term. Note
0 � A0".t/ . 1 and

j Oh.t; k/j2";=2 � jhvi
1C=2� Oh.t; k/j2

L2
� j� Oh.t; k/j2

L2
;

which gives, for �=�0 � 1,

X
k2Z3

sup
0�t�T

k Oh.t; k/kL2 C
p
�0

X
k2Z3

�Z T

0

j Oh.t; k/j2";=2 dt

� 1
2

.
X
k2Z3

k Of0.k/kL2 C
p
�
X
k2Z3

�Z T

0

A0".t/k.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

: (5.2)

We claim that for any T > 0,

X
k2Z3

sup
0�t�T

k Oh.t; k/kL2 C
p
�0

X
k2Z3

�Z T

0

j Oh.t; k/j2";=2 dt

� 1
2

. kW0;qf0kL1
k
L2 : (5.3)

Note that the support of .1 � �/ is jvj � 1
2"

. We prove the claim by considering three
cases.
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Case 1: T � 1
2"

. In this case, t � T � 1
2"
� jvj. With the fact that A".t/ � 2t , by the

propagation of moment in Theorem 5.1, we have

X
k2Z3

�Z T

0

A0".t/k.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

.
X
k2Z3

�Z T

0

exp.4�t � 2qt/k.1 � �/ exp.qhvi/ Of .t; k/k2
L2
dt

� 1
2

. C.q; �/
X
k2Z3

k.1 � �/ exp.qhvi/ Of .t; k/k2
L1T L

2

. C.q; �/k exp.qhvi/f0kL1
k
L2 ; (5.4)

because q > 2�. Plugging (5.4) into (5.2), we have (5.3) for T � 1
2"

.

Case 2: 1
2"
� T � T". In view of (5.4), we only need to consider

X
k2Z3

�Z T

1
2"

A0".t/k.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

:

The domain of 1
2"
� t � T , v 2 R3 can be divided into two parts:

D1 WD ¹hvi � T"º; D2 WD ¹hvi > T"º:

In D1, recalling that T" D .1" /
2.1�s/
jC2sj , we have hviC2s"2.1�s/ � 1 so that

p
�
X
k2Z3

�Z T

1
2"

A0".t/k1D1.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

.
p
�
X
k2Z3

�Z T

1
2"

k Oh.t; k/k2";=2 dt

� 1
2

: (5.5)

Note that by taking � small enough such that �=�0 � 1, this can be absorbed by the
dissipation. In D2, since hvi > T" � T � t , similarly to (5.4), by using Theorem 5.1 we
have X

k2Z3

�Z T

1
2"

A0".t/k1D2.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

.
X
k2Z3

�Z T

1
2"

exp.4�t � 2qt/k.1 � �/ exp.qhvi/ Of .t; k/k2
L2
dt

� 1
2

. C.q; �/k exp.qhvi/f0kL1
k
L2 : (5.6)

Plugging (5.5) and (5.6) into (5.2), we have (5.3) for 1
2"
� T � T".
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Case 3: T > T". In view of (5.4), (5.5), and (5.6), we only need to consider

X
k2Z3

�Z T

T"

A0".t/k.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

;

where A0".t/ gives some decay since 0 < � < 1,

A0".t/ D �
� t

"2.1�s/

���1 1

"2.1�s/
:

Note that when t � T", we have A".t/ D . t

"2.1�s/
/� .

Divide the domain T" � t � T , v 2 R3 into two parts,

D3 WD
°
hviC2s �

� t

"2.1�s/

���1±
;

D4 WD
°
hviC2s <

� t

"2.1�s/

���1±
:

In D3, we have

hviC2s
1

"2.1�s/
�

� t

"2.1�s/

���1 1

"2.1�s/
� A0".t/

so that

p
�
X
k2Z3

�Z T

T"

A0".t/k1D3.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

.
p
�
X
k2Z3

�Z T

T"

k Oh.t; k/k2";=2 dt

� 1
2

: (5.7)

Note that by taking � small enough such that �=�0 � 1, this can be absorbed by the
dissipation. In D4, since hvi > . t

"2.1�s/
/� , similarly to (5.4), by using Theorem 5.1 we

haveX
k2Z3

�Z T

T"

A0".t/k1D4.1 � �/
Oh.t; k/k2

L2
dt

� 1
2

D

X
k2Z3

�Z T

T"

A0".t/ exp
�
2�
� t

"2.1�s/

���
k1D4.1 � �/

Of .t; k/k2
L2
dt

� 1
2

.
X
k2Z3

�Z T

T"

A0".t/ exp
�
2.� � q/

� t

"2.1�s/

���
k.1 � �/ exp.qhvi/ Of .t; k/k2

L2
dt

� 1
2

. C.q; �; �/
X
k2Z3

k.1 � �/ exp.qhvi/ Of .t; k/k2
L1T L

2

. C.q; �; �/k exp.qhvi/f0kL1
k
L2 ; (5.8)
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where for 0 < � < 1, � < q, we have used the estimateZ T

T"

A0".t/ exp
�
2.� � q/

� t

"2.1�s/

���
dt

D

Z T

T"

�
� t

"2.1�s/

���1 1

"2.1�s/
exp

�
2.� � q/

� t

"2.1�s/

���
dt

�

Z 1
0

z��1 exp.2.� � q/z�/ dt . C.q; �; �/:

Plugging (5.7) and (5.8) into (5.2), we have (5.3) for T > T".
Since h".t/ WD exp.�A".t//f ".t/, by (5.3) we get

kf ".t/kL1
k
L2 . exp.��A".t//k exp.qhvi/f0kL1

k
L2 ;

By the definition of A", we obtain (1.29).

A. Supplementary formulas and estimates

Lemma A.1 ([23, Lemma 4.1]). For any function f defined on S2, it holds that

.1 � s/"2s�2
Z

S2�S2

jf .�/ � f .�/j2

j� � � j2C2s
1j��� j�" d� d� C jf j

2
L2.S2/

� jW "..��S2/
1
2 /f j2

L2.S2/ C jf j
2
L2.S2/:

As consequence, for any function f defined on R3, it holds that

.1 � s/"2s�2
Z

RC�S2�S2

jf .r�/ � f .r�/j2

j� � � j2C2s
1j��� j�"r

2 d� d� dr C jf j2
L2

� jW "..��S2/
1
2 /f j2

L2
C jf j2

L2
: (A.1)

Remark A.1. Lemma A.1 also holds if we replace 1j��� j�" by 1j��� j�2".

Similarly to [23, Lemma 5.8], we have the following lemma.

Lemma A.2. Let F be Fourier transform operator. Then

FW "..�4S2/
1
2 / D W "..�4S2/

1
2 /F :

Proposition A.1. Suppose

E".�/ WD
1

4�

Z
S2
b"
� �
j�j
� �
�

min
®
j�j2 sin2.�=2/; 1

¯
d�:

Then we have

E".�/ D 1j�j�"�1 j�j
2
C 1j�j>"�1"

2s�2
h1
s
.j�j2s � "�2s/C "�2s

i
:
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As a result, we have
E".�/C 1 � .W "/2.�/;

where W " is defined in (1.30). Here, the constants in � may depend on s.

Proof. Recalling (1.7) and d� D 4 sin.�=2/ dS d sin.�=2/, we have

E".�/D 2.1� s/"2s�2
Z �

0

sin�1�2s.�=2/ sin�1sin �2�"
min

®
j�j2 sin2.�=2/; 1

¯
d sin.�=2/:

By the change of variable t D sin.�=2/, we have

E".�/ D 2.1 � s/"2s�2
Z "

0

t�1�2s min
®
j�j2t2; 1

¯
dt:

When j�j � "�1, we have

E".�/ D 2.1 � s/"2s�2j�j2
Z "

0

t1�2s dt D j�j2:

When j�j > "�1, we have

E".�/ D 2.1 � s/"2s�2j�j2
Z j�j�1
0

t1�2s dt C 2.1 � s/"2s�2
Z "

j�j�1
t�1�2s dt

D "2s�2
h1
s
.j�j2s � "�2s/C "�2s

i
:

The proof is completed by combining the above two cases.

We now recall the definition of the symbol class Sm1;0.

Definition A.1. A smooth function a.v; �/ is a symbol of type Sm1;0 if a.v; �/ satisfies, for
any multi-indices ˛ and ˇ,

j.@˛� @
ˇ
v a/.v; �/j � C˛;ˇ h�i

m�j˛j;

where C˛;ˇ is a constant depending only on ˛ and ˇ.

Lemma A.3 ([23, Lemma 5.3]). Let l; s; r 2 R, M 2 S r1;0, ˆ 2 S l1;0. The estimate
jŒM.D/;ˆ�f jH s . jf jH rCs�1

l�1
holds.

We now recall the dyadic decomposition. Let B4=3 WD ¹x 2 R3 W jxj � 4=3º and C WD
¹x 2R3 W 3=4� jxj � 8=3º. Denote two radial functions � 2 C10 .B4=3/ and  2 C10 .C /
which satisfy

0 � �; � 1 and �.x/C
X
j�0

 .2�jx/ D 1 for all x 2 R3: (A.2)

Set '�1.x/ WD �.x/ and 'j .x/ WD  .2�jx/ for any x 2 R3 and j � 0. Then the dyadic
decomposition f D

P1
jD�1 'jf holds for any function defined on R3.
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Proposition A.2. ([26, Proposition 5.2]) It holds thatZ
R3�S2

b
� u
juj
� �
�
h.u/

�
f .uC/ � f

�
juj

juCj
uC
��
d� du

D

Z
R3�S2

b
� �
j�j
� �
��
Oh.�C/ � Oh

�
j�j

j�Cj
�C
��
NOf .�/ d� d�:

Lemma A.4. Let Y"; .h;f / WD
R
b". u
juj
� �/huih.u/Œf .uC/� f .juj u

C

juCj
/�dud� , where

uC D uCjuj�
2

. Then

jY"; .h; f /j . .jW "W=2hjL2 C jW
".D/W=2hjL2/

� .jW "W=2f jL2 C jW
".D/W=2f jL2/:

Proof. We divide the proof into two steps.

Step 1:  D 0. Since the support of b" is in u
juj
� � � 0, we get juj=

p
2 � juCj � juj.

Recalling the function � in (1.31), we define �4.�/ WD �. �4 /. We apply the decomposition

Y";0.h; f / D Y";0.h; �."v/f /C Y";0
�
h; .1 � �."v//f

�
D Y";0.�4."v/h; �."v/f /C Y";0

�
h; .1 � �."v//f

�
: (A.3)

Note that the second equality is ensured by the definition of � and the fact that juj=
p
2 �

juCj � juj. The first term in (A.3) can be decomposed further as

Y";0.�4."v/h; �."v/f / D Y";0.�."D/�4."v/h; �."v/f /

C Y";0
�
.1 � �."D//�4."v/h; �."v/f

�
: (A.4)

Step 1.1: Estimate of Y";0.�."D/�4."v/h; �."v/f /. By Proposition A.2 and the fact
that j�j=

p
2 � j�Cj � j�j, we have

Y";0.�."D/�4."v/h; �."v/f /

D Y";0.�."D/�4."v/h; �4."D/�."v/f /

D

Z
b"
� u
juj
� �
�
.�."D/�4."v/h/.u/Œ.�4."D/�."v/f /.u

C/

� .�4."D/�."v/f /
�
juj

uC

juCj

�
� du d�:

By Taylor expansion,

.�4."D/�."v/f /.u
C/ � .�4."D/�."v/f /

�
juj

uC

juCj

�
D

�
1 �

1

cos �

� Z 1

0

�
r.�4."D/�."v/f /

�
.uC.�// � uC d�;
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where uC.�/ D .1 � �/juj u
C

juCj
C �uC. Then by the Cauchy–Schwarz inequality, we get

Y";0.�."D/�4."v/h; �."v/f /

D

Z
b"
� u
juj
� �
��
1 �

1

cos �

�
.�."D/�."v/h/.u/

�

Z 1

0

�
r.�4."D/�."v/f /

�
.uC.�// � uC d� dud�:

.
�Z

b"
� u
juj
� �
�

sin2
�

2
j.�."D/�4."v/h/.u/j

2
juCj2 dud�

� 1
2

�

�Z
b"
� u
juj
� �
�

sin2
�

2

ˇ̌�
r.�4."D/�."v/f /

�
.uC.�//

ˇ̌2
dud�

� 1
2

. j�."D/�4."v/hjL21 j�4."D/�."v/f jH1

. jW "hjL2 jW
".D/f jL2 ; (A.5)

where we have used the fact that juCj � juj, the change of variable u! uC.�/, and the
estimate (2.8).

Step 1.2: Estimate of Y";0..1 � �."D//�4."v/h; �."v/f /. By Proposition A.2 and the
dyadic decomposition in the frequency space, we have

Y";0
�
.1 � �."D//�4."v/h; �."v/f

�
D

Z
b"
� �
j�j
� �
�h�

.1 � �."�//2�4."�/h
�
.�C/

�
�
.1 � �."�//2�4."�/h

��
j�j

�C

j�Cj

�i2�."�/f .�/ d� d�
D

X
l�Œ� log2 "��4

Yl ; (A.6)

Yl WD

Z
b"
� �
j�j
� �
�h
.'l2�4."�/h/.�C/ � .'l2�4."�/h/

�
j�j

�C

j�Cj

�i
. Q'l2�."�/f /.�/ d� d�;

where Q'l WD
P
jj�lj�2;j��1 'j . Decompose as Yl D Yl;�CYl;� according to sin.�=2/�

2�l and sin.�=2/ � 2�l . By Taylor expansion,

.'l2�4."�/h/.�C/� .'l2�4."�/h/
�
j�j

�C

j�Cj

�
D

�
1�

1

cos �

�Z 1

0

.r'l2�4."�/h/.�C.�// � �Cd�;

where �C.�/D .1� �/j�j �
C

j�Cj
C ��C. Then by the Cauchy–Schwarz inequality, we obtain

Yl;� D

Z
b"
� �
j�j
� �
�
1sin �2�2

�l

�
1 �

1

cos �

��Z 1

0

.r'l2�4."�/h/.�C.�// � �C d�
�

� . Q'l2�."�/f /.�/ d� d�



Solutions to the non-cutoff Boltzmann equation in the grazing limit 87

. 2l
�Z

b"
� �
j�j
� �
�
1sin �2�2

�l sin2
�

2
j.r'l2�4."�/h/.�C.�//j2 d� d�

� 1
2

�

�Z
b"
� �
j�j
� �
�
1sin �2�2

�l sin2
�

2
j. Q'l2�."�/f /.�/j2 d� d�

� 1
2

. "2s�22l.2s�1/jr'l2�4."�/hjL2 j Q'l2�."�/f jL2

. "s�12lsjr'l2�4."�/hjL2 j Q'l2�."�/f jL2 ; (A.7)

where we have used the fact that j�Cj � j�j � 2l , 2l & "�1, the change of variable � !
�C.�/, and the estimateZ

b"
� �
j�j
� �
�

sin2
�

2
1sin �2�2

�l d� . .1 � s/"2s�2
Z 2�l

0

t1�2s dt . "2s�22l.2s�2/:

Since

jr'l2�4."�/hj D j'l3�4."�/vhC .r'l /2�4."�/hj . j'l3�4."�/vhj C 2�l j Q'l2�4."�/hj;
we have X

l�Œ� log2 "��4

Yl;�

.
X

l�Œ� log2 "��4

"s�12ls.j'l3�4."�/vhjL2 C 2�2l j Q'l2�4."�/hjL2/j Q'l2�."�/f jL2

.
� X
l�Œ� log2 "��4

.j'l3�4."�/vhj2L2 C 2�l j Q'l2�4."�/hj2L2/
� 1
2

�

� X
l�Œ� log2 "��4

"2s�222lsj Q'l2�."�/f j2L2
� 1
2

. jW "hjL2 jW
".D/f jL2 : (A.8)

By the Cauchy–Schwarz inequality, the change of variables � ! �C and � ! j�j �
C

j�Cj
, and

the estimateZ
b"
� �
j�j
� �
�
1sin �2�2

�l d� . .1 � s/"2s�2
Z "

2�l
t�1�2s dt . "2s�222sl ;

we have similarly

Yl;� �

Z
b"
� �
j�j
� �
�
1sin �2�2

�l

h
j.'l2�4."�/h/.�C/j C

ˇ̌̌
.'l2�4."�/h/

�
j�j

�C

j�Cj

�ˇ̌̌i
� j. Q'l2�."�/f /.�/j d� d�

. "2s�222lsk'l2�4."�/hjL2 j Q'l2�."�/f jL2 : (A.9)
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By taking the sum, we get

X
l�Œ� log2 "��4

Yl;� .
� X
l�Œ� log2 "��4

"2s�222lsj'l2�4."�/hj2L2
� 1
2

�

� X
l�Œ� log2 "��4

"2s�222lsj Q'l2�."�/f jL2
� 1
2

. jW ".D/hjL2 jW
".D/f jL2 : (A.10)

By combining (A.8) and (A.10), (A.6) gives

Y";0
�
.1 � �."D//�4."v/h; �."v/f

�
. .jW "hjL2 C jW

".D/hjL2/jW
".D/f jL2 : (A.11)

Step 1.3: Estimate of Y";0.h; .1 � �."v//f /. Note that

Y";0
�
h; .1 � �."v//f

�
D

X
k�Œ� log2 "��4

Y";0. Q'kh; 'kf /

D

X
k�Œ� log2 "��4

Y";0. Q'kh; �."D/'kf /

C

X
k�Œ� log2 "��4

Y";0
�
Q'kh; .1 � �."D//'kf

�
: (A.12)

We first consider
P
k�Œ� log2 "��4

Y";0. Q'kh; �."D/'kf /. Decompose as

Y";0. Q'kh; �."D/'kf / D Yk;� C Yk;�

according to sin.�=2/ � 2�k and sin.�=2/ � 2�k .
For Yk;�, by Taylor expansion of �."D/'kf , similarly to (A.7), we have

Yk;� D

Z
b"
� �
j�j
� �
�
1sin �2�2

�k

�
1 �

1

cos �

�
. Q'kh/.u/

�

Z 1

0

.r�."D/'kf /.u
C.�// � uC d� dud�

. "s�12ksj Q'khjL2 jr�."D/'kf jL2 :

By taking the sum, since jr�."D/'kf jL2 . jW ".D/'kf jL2 , we haveX
k�Œ� log2 "��4

Yk;� .
X

k�Œ� log2 "��4

"s�12ksj Q'khjL2 jW
".D/'kf jL2

. jW "hjL2 jW
".D/f jL2 ; (A.13)
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where we have used
1X

k��1

jW ".D/'kf j
2
L2
D

1X
k��1

2�2kjW ".D/2k'kf j
2
L2

.
1X

k��1

2�2k.j2k'kW
".D/f j2

L2
C jf j2

H0/

. jW ".D/f j2
L2
; (A.14)

because W " 2 S11;0, 2k'k 2 S11;0, and Lemma A.3.
For Yk;�, similarly to (A.9), we get Yk;� . "2s�222ksj Q'khjL2 j�."D/'kf jL2 , andX

k�Œ� log2 "��4

Yk;� .
X

k�Œ� log2 "��4

"2s�222ksj Q'khjL2 j'kf jL2

. jW "hjL2 jW
"f jL2 : (A.15)

Combining (A.13) and (A.15), we getX
k�Œ� log2 "��4

Y";0. Q'kh; �."D/'kf / . jW "hjL2 jW
".D/f jL2 C jW

"hjL2 jW
"f jL2 :

(A.16)
Now we consider

P
k�Œ� log2 "��4

Y";0. Q'kh; .1� �."D//'kf /. By Proposition A.2 and
the dyadic decomposition in the frequency space, we have

Y";0
�
Q'kh; .1 � �."D//'kf

�
D

Z
b"
� �
j�j
� �
�h
.bQ'kh/.�C/ � .bQ'kh/

�
j�j

�C

j�Cj

�i
.1 � �."�//b'kf .�/ d� d�

D

X
l�Œ� log2 "��4

Z
b"
� �
j�j
� �
�h
. Q'lbQ'kh/.�C/ � . Q'lbQ'kh/

�
j�j

�C

j�Cj

�i
'l b'kf .�/ d� d�

WD

X
l�Œ� log2 "��4

Yk;l :

Decompose as Yk;l D Yk;l;� C Yk;l;� according to sin.�=2/ � 2�.kCl/=2 and sin.�=2/ �
2�.kCl/=2.

For Yk;l;�, by Taylor expansion for Q'lbQ'kh, similarly to (A.7), we have

Yk;l;� D

Z
b"
� �
j�j
� �
�
1sin �2�2

�.kCl/=2

�
1 �

1

cos �

�
�

�Z 1

0

.r Q'lbQ'kh/.�C.�// � �C d�
�
'l b'kf .�/ d� d�

. 2l"2s�22.s�1/.kCl/jr Q'lbQ'khjL2 j'l b'kf jL2
D "2s�22s.kCl/2�kjr Q'lbQ'khjL2 j'l b'kf jL2 :
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Since
jr Q'lbQ'khj D j Q'l1v Q'khC .r Q'l /bQ'khj . j Q'l1v Q'khj C 2�l j QQ'lbQ'khj;

where QQ'l WD
P
jj�lj�4;j��1 'j , we haveX

k;l�Œ� log2 "��4

Yk;l;�

.
X

k;l�Œ� log2 "��4

"2s�22s.kCl/2�k.j Q'l1v Q'khjL2 C 2�l j QQ'lbQ'khjL2/j'l b'kf jL2

.
� X
k;l�Œ� log2 "��4

."2s�222sk2�2kj Q'l1v Q'khj2L2 C "2s�222sk2�2k2�2l j QQ'lbQ'khj2L2/
� 1
2

�

� X
k;l�Œ� log2 "��4

"2s�222lsj'l b'kf j2L2
� 1
2

. jW "hjL2 jW
".D/f jL2 : (A.17)

For Yk;l;�, we have

Yk;l;� . "2s�22.kCl/sj Q'lbQ'khjL2 j'l b'kf jL2 :

Thus by (A.14),X
k;l�Œ� log2 "��4

Yk;l;� .
X

k;l�Œ� log2 "��4

"2s�22.kCl/sj Q'lbQ'khjL2 j'l b'kf jL2

. jW "hjL2 jW
".D/f jL2 : (A.18)

Combining (A.17) and (A.18) givesX
k�Œ� log2 "��4

Y";0
�
Q'kh; .1 � �."D//'kf

�
. jW "hjL2 jW

".D/f jL2 : (A.19)

With (A.16) and (A.19), (A.12) gives

Y";0
�
h; .1 � �."v//f

�
. jW "hjL2 jW

".D/f jL2 C jW
"hjL2 jW

"f jL2 : (A.20)

Back to (A.3) and (A.4), by combining (A.5), (A.11), and (A.20), we get

jY";0.h; f /j . .jW "hjL2 C jW
".D/hjL2/

1
2 .jW "f jL2 C jW

".D/f jL2/
1
2 : (A.21)

Step 2:  ¤ 0. For simplicity, denote w D juj u
C

juCj
. Then W=2.u/ D W=2.w/. Note that

huih.u/Œf .uC/ � f .w/� D .W=2h/.u/Œ.W=2f /.u
C/ � .W=2f /.w/�

C .W=2h/.u/.W=2f /.u
C/.W=2.w/W�=2.u

C/ � 1/;
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which yields

Y"; .h; f / D Y";0.W=2h;W=2f /CA;

A WD

Z
b"
� u
juj
� �
�
.W=2h/.u/.W=2f /.u

C/.W=2.w/W�=2.u
C/ � 1/ du d�:

By the Cauchy–Schwarz inequality, jW=2.u/W�=2.uC/ � 1j . sin2 �
2

, and the estimate
(2.8), we have

jAj .
�Z

b"
� u
juj
� �
�
j.W=2h/.u/j

2
jW=2.w/W�=2.u

C/ � 1j dud�

� 1
2

�

�Z
b"
� u
juj
� �
�
j.W=2f /.u

C/j2jW=2.w/W�=2.u
C/ � 1j dud�

� 1
2

. jW=2hjL2 jW=2f jL2 ;

where the change of variable u! uC has been used in the estimate for f . This together
with (A.21) completes the proof of the lemma.

Remark A.2. Set

X"; .h; f / WD

Z
b"
� u
juj
� �
�
juj .1 � �.juj//h.u/

h
f .uC/ � f

�
juj

uC

juCj

�i
dud�:

Then

jX"; .h; f /j . .jW "W=2hjL2 C jW
".D/W=2hjL2/

� .jW "W=2f jL2 C jW
".D/W=2f jL2/:

Indeed, by the identity

juj .1 � �.juj// D hui .juj hui� � 1/.1 � �.juj//C hui .1 � �.juj//;

we have

X"; .h; f / D Y"; ..j � j h�i� � 1/.1 � �/h; f /C Y"; ..1 � �/h; f /:

Then the estimate follows from Lemmas A.4 and A.3 because .j � j h�i� � 1/.1 � �/;
1 � � 2 S01;0.

Lemma A.5. It holds that

.1 � s/"2s�2
Z

R3

Z 2"

0

��1�2sjf .v/ � f .v cos �/j2 dv d� . jW ".D/f j2
L2
C jW "f j2

L2
:

We omit the proof for brevity because the localization techniques used in Lemma A.4
can be applied similarly by considering f .v/.f .v/ � f .v cos �// and f .v cos �/.f .v/ �
f .v cos �// separately.
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