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Abstract: Situations where every linear operator between certain Banach spaces

is absolutely (p; q)-summing are very useful in linear functional analysis. In this paper

we investigate situations of this type for three classes (two new and one well known) of

nonlinear mappings which are generalizations of the notion of absolutely summing linear

operators.

1 – Introduction

By L(E; F ) we denote the Banach space of all bounded linear operators be-

tween the Banach spaces E and F , and by Las(p;q)(E; F ) the subspace of all

absolutely (p; q)-summing operators (1 ≤ q ≤ p < ∞). The striking success of

the theory of absolutely summing operators is due, among other reasons, to the

fact that the class of absolutely summing operators is neither very small (in the

sense that Las(p;q)(E; F ) = L(E; F ) in some important cases) nor very large (in

the sense that Las(p;q)(E; F ) 6= L(E; F ) in most of the cases). Illustrative ex-

amples of such situations are Grothendieck’s theorem (Las(1;1)(l1; l2) = L(l1; l2))

and the (weak)-Dvoretzky–Rogers theorem (Las(p;p)(E; E) 6= L(E; E) for every

1 ≤ p < ∞ and every infinite-dimensional Banach space E).

The notion of absolutely summing operator has already been generalized to

multilinear mappings and homogeneous polynomials in several different ways
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(for example: mappings which are absolutely summing [1, 4], semi-integral [1, 22],

dominated [4, 8, 18], multiple or fully summing [19, 29], strongly summing [13]

and absolutely summing at every point [20, 24, 26]). Similarly to the linear

theory, coincidence and non-coincidence theorems are largely studied in the non-

linear setting, and several results are known for the classes already investigated.

Furthermore, whenever a class of polynomials forms a holomorphy type, we can

investigate coincidence situations for the spaces of holomorphic mappings that

are of that type.

In this paper we study coincidence situations in two new classes of absolutely

summing multilinear mappings, homogeneous polynomials and holomorphic map-

pings we introduce in sections 4 and 5 (strongly check mappings and strongly fully

mappings). In section 2 we prove some new coincidence results for a well studied

class of absolutely summing mappings. Our basic point of view is that the more

we know about coincidence situations with respect to a certain class of absolutely

summing nonlinear mappings, the more we are able to say how good the class is

as a generalization of the linear theory.

2 – Basic concepts and terminology

E, E1, ..., En and F will represent Banach spaces and the scalar field K can be

either R or C. n will always be a positive integer. The space of all continuous

n-linear mappings A : E1× · · ·×En → F will be denoted by L(E1, ..., En; F ).

It becomes a Banach space with the natural norm

‖A‖ = sup
{

‖A(x1, ..., xn)‖ : ‖xj‖ ≤ 1, j = 1, ..., n
}

.

If E1 = · · · = En = E we write L(nE; F ). Given a continuous n-linear mapping

A ∈ L(nE; F ), the map

P : E → F : P (x) = A(x, x, ..., x) for every x ∈ E ,

is called a continuous n-homogeneous polynomial. The space of all continuous

n-homogeneous polynomials from E to F will be denoted by P(nE; F ), and

it becomes a Banach space under the norm

‖P‖ = sup
{

‖P (x)‖ : ‖x‖ ≤ 1
}

= inf
{

C : ‖P (x)‖ ≤ C · ‖x‖n, ∀x∈E
}

.

The fact that P is the polynomial generated by A, that is P (x) = A(x, x, ..., x),

will be denoted by
∧

A = P . An n-linear mapping A ∈ L(nE; F ) is symmetric if
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A(x1, ..., xn) = A(xσ(1), ..., xσ(n)) for every x1, ..., xn ∈ E and every permutation

σ of the set {1, ..., n}. For each polynomial P ∈ P(nE; F ) there is a unique

symmetric n-linear mapping
∨

P ∈L(nE; F ) which generates P . For convenience,

we identify L(0E; F ) and P(0E; F ) with F (constant functions). A mapping

f : E → F is holomorphic if, corresponding to every x ∈ E there is a (unique)

sequence of polynomials (Pm)∞m=0, Pm ∈ P(mE; F ) for every m, and ρ > 0

such that

f(a) =
∞
∑

m=0

Pm(a − x) uniformly for ‖a − x‖ < ρ .

As usual we set the notations

dmf(x) = m!
∨

Pm and
∧

dmf(x) = m! Pm ,

and denote the linear space of all holomorphic mappings from E to F by H(E; F ).

For the theory of polynomial/multilinear/holomorphic mappings we refer to [14,

21]. If F is the scalar field we shall use the simplified notations L(E1, ..., En),

L(nE), P(nE) and H(E).

Now we state the concept of global holomorphy type [6], adapted from Nach-

bin’s original concept of holomorphy types [21].

A global holomorphy type Pθ is a subclass of the class of continuous

homogeneous polynomials between Banach spaces such that for every natural n

and every Banach spaces E and F, the component Pθ(
mE; F ) := P(mE; F )∩Pθ

is a linear subspace of P(mE; F ), which is a Banach space when endowed with

a norm ‖·‖θ and

(1) Pθ(
0E; F ) = F , as a normed linear space for all E and F .

(2) There exists a real number σ ≥ 1 such that: given any l, m∈N, l≤m,

Banach spaces E and F , x ∈ E and P ∈ Pθ(
mE; F ), we have

∧

dlP (x) ∈

Pθ(
lE; F ) and

∥

∥

∥

∥

1

l!

∧

dlP (x)

∥

∥

∥

∥

θ

≤ σm ‖P‖θ ‖x‖
m−l .

In this case, a mapping f ∈ H(E; F ) is of θ-holomorphy type at x ∈ E if

(1)
∧

dmf(x) ∈ Pθ(
mE; F ) for every natural m ;

(2) There exist real numbers C ≥ 0 and c ≥ 0 such that
∥

∥

∥

∥

1

m!

∧

dmf(x)

∥

∥

∥

∥

θ

≤ Ccm, for every natural m .
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When f ∈ H(E; F ) is of θ-holomorphy type at every x ∈ E, we write f ∈

HPθ
(E; F ).

Ideals of multilinear functionals were introduced by Pietsch [31] and ideals of

polynomials were first considered by Braunss [10] (see also [5, 6, 7, 15, 16]).

Definition 2.1. An ideal of multilinear mappings M is a subclass of

the class of all continuous multilinear mappings between Banach spaces such that

for all n and E1, ..., En, F the components M(E1, ..., En; F ) :=L(E1, ..., En; F )∩M

satisfy:

(i) M(E1, ..., En; F ) is a linear subspace of L(E1, ..., En; F ) which contains

the n-linear mappings of finite type.

(ii) If A∈M(E1, ..., En; F ), uj ∈L(Gj ; Ej) for j =1, ..., n and ϕ ∈ L(F ; H),

then ϕ ◦A◦ (u1, ..., un) ∈ M(G1, ..., Gn; H).

When there exists ‖·‖M : M → [0,∞[ satisfying

(i′) ‖·‖M restricted to M(E1, ..., En; F ) is a norm (resp. quasi-norm) for

all E1, ..., En, F and all natural numbers n,

(ii′)
∥

∥A : K
n→ K; A(x1, ..., xn) = x1... xn

∥

∥

M
= 1 for all n,

(iii′) If A∈M(E1, ..., En; F ), uj ∈L(Gj ; Ej) for j =1, ..., n and ϕ∈L(F ; H),

then
∥

∥ϕ ◦A◦ (u1, ..., un)
∥

∥

M
≤ ‖ϕ‖ ‖A‖M ‖u1‖ ... ‖un‖ ,

M is called a normed (resp. quasi-normed) ideal of multilinear mappings.

An ideal of (homogeneous) polynomials Q is a subclass of the class of

all continuous homogeneous polynomials between Banach spaces such that for all

n ∈ N and all Banach spaces E, F , the components Q(nE; F ) := P(nE; F ) ∩ Q

satisfy:

(i) Q(nE; F ) is a linear subspace of P(nE; F ) which contains the polyno-

mials of finite type.

(ii) If P ∈Q(nE; F ), ϕ1∈L(G; E) and ϕ2 ∈L(F ; H), then ϕ2 ◦ P ◦ ϕ1 ∈

Q(nG; H).

When there exists ‖·‖Q : Q → [0,∞[ satisfying

(i′) ‖·‖Q restricted to Q(nE; F ) is a norm (resp. quasi-norm) for all Banach

spaces E and F and all n,

(ii′)
∥

∥P : K→ K; P (x) = xn
∥

∥

Q
= 1 for all n,
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(iii′) If P ∈ Q(nE; F ), u ∈ L(G; E) and ϕ ∈ L(F ; H), then ‖ϕ ◦P ◦ u‖Q ≤

‖ϕ‖ ‖P‖Q ‖u‖n, Q is called a normed (resp. quasi-normed) ideal of

polynomials.

In the case of quasi-normed ideals, the quasi-norm constants depend (even-

tually) only on n, not depending on the underlying spaces E1, ..., En, E, F .

For n = 1, we write M(E; F ) and Q(E; F ) instead of M(1E; F ) and Q(1E; F ).

Given a normed ideal of multilinear mappings M, defining

PM :=
{

P ;
∨

P ∈M
}

, ‖P‖PM
:= ‖

∨

P‖M ,

we obtain an ideal of polynomials, called the ideal of polynomials generated by

M.

As we have mentioned, the ideal of absolutely (p; q)-summing operators

is represented by Las(p;q). The (p; q)-summing norm on Las(p;q) will be denoted

by ‖·‖as(p;q) (see [12]). Since we are interested in coincidence situations, it seems

to be interesting to consider ideals of multilinear mappings which reproduce,

to polynomials and holomorphic mappings, exactly the linear coincidence situa-

tions. More precisely, given 1 ≤ q ≤ p, it may be interesting to consider ideals

of multilinear mappings Mp,q such that:

(i) PMp,q is a global holomorphy type;

(ii) Mp,q(E; F ) = Las(p;q)(E; F ) for every Banach spaces E, F ;

(iii) Regardless of the n ∈ N and Banach spaces E, F , we have

(1)
PMp,q(

nE; F ) = P(nE; F ) ⇐⇒ Las(p;q)(E; F ) = L(E; F )

⇐⇒ HPMp,q
(E; F ) = H(E; F ).

Next example shows that, though interesting a priori, this approach may be

misleading.

Example 2.2. Given r ∈ [1,∞), we denote by lwr (E) the Banach space of

all weakly r-summable sequences (xj)
∞
j=1 in E with the norm ‖(xj)

∞
j=1‖w, r =

supϕ∈BE′

( ∞
∑

j=1
|ϕ(xj)|

r
)1

r
. Given p ≥ q ≥ 1, a continuous n-linear mapping

T : E1×· · ·×En → F is said to belong to Ls(p;q)(E1, ..., En; F ) if there exist C ≥ 0
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such that

(2)

(

∞
∑

j=1

∥

∥T (xj , a2, ..., an)
∥

∥

p

)1
p

≤ C
∥

∥(xj)
∞
j=1

∥

∥

w,q
‖a2‖ ... ‖an‖ ,

for each ak ∈ Ek, k = 2, .., n and every (xj)
∞
j=1 in lwq (E1). Defining ‖T‖s(p;q) =

inf{C; inequality (2) holds} for every T ∈ Ls(p;q)(E1, ..., En; F ), it is easy to see

that Ls(p;q) is a normed ideal of multilinear mappings for which conditions (i)

to (iii) above are satisfied. Nevertheless, this class is quite artificial, offering

no practical interest, being actually the ideal of absolutely (p; q)-summing lin-

ear operators in an non-linear disguise. Our purpose in this paper is to show

that more interesting classes also present a good behavior concerning coincidence

situations.

3 – Absolutely summing multilinear mappings

In this section we prove new coincidence theorems for the multilinear gener-

alization of absolutely summing linear operators introduced by R. Alencar and

M. Matos [1].

By lp(F ) we mean the space of absolutely p-summable sequences in F endowed

with its natural norm. A continuous multilinear mapping T : E1×· · ·×En → F

is absolutely (p ; q1, ..., qn)-summing (or (p ; q1, ..., qn)-summing) if
(

T
(

x
(1)
j , ..., x

(n)
j

))∞

j=1
∈ lp(F ) for all (x

(s)
j )∞j=1 ∈ lwqs

(Es), s = 1, ..., n. The space

of absolutely (p; q1, ..., qn)-summing n-linear mappings from E1× · · ·×En into F

is denoted by Las(p;q1,...,qn)(E1, ..., En; F ). When q1 = ... = qn = q, we write

Las(p;q)(E1, ..., En; F ). For the characterization of absolutely summing multilin-

ear mappings by inequalities and the corresponding ideal norm ‖·‖as(p;q1,...,qn) on

Las(p;q1,...,qn)(E1, ..., En;F ) we refer to [4, 18]. Following the lines of [2, Theorem 4]

and [25, Theorem 3], next we show that these results can be pushed further.

Theorem 3.1. Let A ∈ L(E1, ..., En; F ) and suppose that there exist

1 ≤ r < n and C > 0 so that for any x1 ∈ E1, ...., xr ∈ Er, the s-linear (s =

n − r) mapping Ax1....xr(xr+1, ..., xn) = A(x1, ..., xn) is absolutely (p; q1, ..., qs)-

summing and ‖Ax1....xr‖as(p;q1,...,qs)
≤ C ‖A‖ ‖x1‖ ... ‖xr‖. Then A is absolutely

(p; 1, ..., 1, q1, ..., qs)-summing.
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Proof: Given m ∈ N and x
(1)
1 , ..., x

(m)
1 ∈ E1, ...., x

(1)
n , ..., x

(m)
n ∈ En, let us

consider ϕj ∈ BF ′ such that
∥

∥A
(

x
(j)
1 , ..., x

(j)
n

)∥

∥ = ϕj

(

A
(

x
(j)
1 , ..., x

(j)
n

))

for every

j = 1, ..., m. Fix b1, ..., bm ∈ K so that
m
∑

j=1
|bj |

q = 1, where 1
p + 1

q = 1, and

(

m
∑

j=1

∥

∥

∥
A
(

x
(j)
1 , ..., x(j)

n

)

∥

∥

∥

p
)1

p

=

∥

∥

∥

∥

(∥

∥

∥
A
(

x
(j)
1 , ..., x(j)

n

)

∥

∥

∥

)m

j=1

∥

∥

∥

∥

p

=
m
∑

j=1

bj

∥

∥

∥
A
(

x
(j)
1 , ..., x(j)

n

)

∥

∥

∥
.

If (rj) are the Rademacher functions and λ is the Lebesgue measure on I = [0, 1]r,

we have

∫

I

m
∑

j=1

(

r
∏

l=1

rj(tl)

)

bj ϕj A





m
∑

j1=1

rj1(t1)x
(j1)
1 , ...,

m
∑

jr=1

rjr(tr)x
(jr)
r , x

(j)
r+1, ..., x(j)

n



dλ =

=
m
∑

j,j1,...jr=1

bj ϕj A
(

x
(j1)
1 , ..., x(jr)

r , x
(j)
r+1, ..., x

(j)
n

)

1
∫

0

rj(t1)rj1(t1) dt1 ···

1
∫

0

rj(tr)rjr(tr) dtr

=
m
∑

j=1

m
∑

j1=1

···
m
∑

jr=1

bj ϕj A
(

x
(j1)
1 , ..., x(jr)

r , x
(j)
r+1, ..., x(j)

n

)

δjj1 ··· δjjr

=
m
∑

j=1

bj ϕj A
(

x
(j)
1 , ..., x(j)

n

)

.

Hence, defining zl =
m
∑

j=1
rj(tl)x

(j)
l , l = 1, ..., r, we obtain

(

m
∑

j=1

∥

∥

∥
A
(

x
(j)
1 , ..., x(j)

n

)

∥

∥

∥

p
)1

p

=

=
m
∑

j=1

bj ϕj A
(

x
(j)
1 , ..., x(j)

n

)

≤

∫

I

∣

∣

∣

∣

∣

∣

m
∑

j=1

(

r
∏

l=1

rj(tl)

)

bj ϕj A

(

m
∑

j1=1

rj1(t1)x
(j1)
1 , ...,

m
∑

jr=1

rjr(tr)x
(jr)
r , x

(j)
r+1, ..., x(j)

n

)

∣

∣

∣

∣

∣

∣

dλ

≤

∫

I

m
∑

j=1

|bj |

∥

∥

∥

∥

∥

A

(

m
∑

j1=1

rj1(t1)x
(j1)
1 , ...,

m
∑

jr=1

rjr(tr)x
(jr)
r , x

(j)
r+1, ..., x(j)

n

)∥

∥

∥

∥

∥

dλ ≤
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≤ sup
tl∈[0,1], l=1,...,r

m
∑

j=1

|bj |

∥

∥

∥

∥

∥

A

(

m
∑

j1=1

rj1(t1)x
(j1)
1 , ...,

m
∑

jr=1

rjr(tr)x
(jr)
r , x

(j)
r+1, ..., x(j)

n

)∥

∥

∥

∥

∥

≤ sup
tl∈[0,1], l=1,...,r





m
∑

j=1

∥

∥

∥

∥

∥

A

(

m
∑

j1=1

rj1(t1)x
(j1)
1 , ...,

m
∑

jr=1

rjr(tr)x
(jr)
r , x

(j)
r+1, ..., x(j)

n

)∥

∥

∥

∥

∥

p




1
p

≤ sup
tl∈[0,1], l=1,...,r

∥

∥

∥
Az1...zr

∥

∥

∥

as(p;q1,...,qs)

∥

∥

∥

(

x
(j)
r+1

)m

j=1

∥

∥

∥

w,q1

···
∥

∥

∥

(

x(j)
n

)m

j=1

∥

∥

∥

w,qs

≤ sup
tl∈[0,1], l=1,...,r

C ‖A‖ ‖z1‖ ··· ‖zr‖
∥

∥

∥

(

x
(j)
r+1

)m

j=1

∥

∥

∥

w,q1

···
∥

∥

∥

(

x(j)
n

)m

j=1

∥

∥

∥

w,qs

≤ C ‖A‖

(

r
∏

l=1

∥

∥

∥

(

x
(j)
l

)m

j=1

∥

∥

∥

w,1

)(

n
∏

l=r+1

∥

∥

∥

(

x
(j)
l

)m

j=1

∥

∥

∥

w,ql

)

.

Corollary 3.2. If L(E1,...,Em;F )=Las(p;q1,...,qm)(E1,...,Em;F ) then, for any

Banach spaces Em+1,...,En, we have L(E1,...,En;F )=Las(p;q1,...,qm,1,...,1)(E1,...,En;F ).

In particular, for p≥ 1 and any Banach spaces E1,...,Em, we have L(E1,...,Em)=

Las(p;p,1,...,1)(E1, ..., Em).

The proof of Theorem 3.1 provides good estimates for absolutely summing

norms:

Corollary 3.3. If, for some E and F, L(E; F )=Las(p;q)(E;F ) and ‖T‖as(p;q)≤

C‖T‖ for every T ∈L(E;F ), then L(E,E2,...,Em;F )=Las(p;q,1,...,1)(E,E2,...,Em;F )

and ‖A‖as(p;q,1,...,1)≤C‖A‖ for every A∈L(E,E2,...,Em;F ) and every E2,...,Em.

Remark 3.4.

(a) Corollary 3.3 improves [4, Theorems 2.2(ii) and 2.5(ii)], results which

were reobtained in [11, Theorem 6].

(b) It is well-known that L(nl1; l2) = Las(1;1)(
nl1; l2) for every n, but the op-

timal constant C (for n ≥ 2) such that ‖·‖as(1;1) ≤ C‖·‖ seems to be

unknown. Note that from Grothendieck’s theorem, Corollary 3.3 shows

that, for every n, ‖·‖as(1;1) ≤KG‖·‖, where KG is Grothendieck’s con-

stant. Let us see that the constant KG is optimal: given ε > 0, choose

a linear operator T : l1→ l2 so that ‖T‖as(1;1) > (KG−ε) ‖T‖. Define

A : l1× l1→ l2 by A(x, y) = y1T (x). It is not difficult to see that ‖A‖=

‖T‖ and ‖A‖as(1,1) = ‖T‖as(1,1) .
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4 – Strongly check summing polynomials

The concept of strongly p-summing multilinear mappings, which is due to

V. Dimant [13], is adapted to strongly (p; q)-summing multilinear mappings

as follows:

Definition 4.1. An n-linear mapping T ∈ L(E1, ..., En; F ) is strongly

(p; q)-summing if there exists a constant C ≥ 0 such that for every m ∈ N,

x
(i)
1 , ..., x

(i)
m ∈ Ei, i = 1, ..., n, we have

(3)

(

m
∑

j=1

∥

∥

∥T
(

x
(1)
j , ..., x

(n)
j

)

∥

∥

∥

p
)1/p

≤ C

(

sup
φ∈BL(E1,...,En)

m
∑

j=1

∣

∣

∣φ
(

x
(1)
j , ..., x

(n)
j

)

∣

∣

∣

q
)1/q

.

In this case we write T ∈ Lss(p;q)(E1, ..., En; F ). The infimum of the C such that

(3) holds defines a norm on Lss(p;q), represented by ‖·‖ss(p;q).

Strongly summing polynomials are defined in [13] by a related inequality.

It is obvious that multilinear forms and scalar-valued polynomials are strongly

p-summing, and non-trivial coincidence results are proved in [13,Proposition 3.3].

The ideal of strongly p-summing polynomials is not suitable for our purposes

because it fails to be a (global) holomorphy type. In this section we work with the

ideal of polynomials PLss(p;q)
generated by the ideal of strongly (p; q)-summing

multilinear mappings, which happens to be a global holomorphy type (this is

an easy consequence of [6, Theorem 3.2]) and enjoys nice properties related to

coincidence situations. For example, it is easy to see that

(4) PLss(p;q)
(nE; F ) = P(nE; F ) for some n =⇒ Las(p;q)(E; F ) = L(E; F ) .

Polynomials belonging to PLss(p;q)
are called strongly check summing poly-

nomials. The following two coincidences are also easily justified:

• In [13] it is stated that Lss(1;1)(
nl1; l2) = L(nl1; l2) for every n. It follows

immediately that PLss(1;1)
(nl1; l2) =P(nl1; l2) for every n.

• H
PLss(p;p)

(E) = H(E) for every E because

‖P‖ ≤ ‖P‖PLss(p;p)
= ‖

∨

P‖Lss(p;p)
= ‖

∨

P‖ ≤ en‖P‖

for every n and every P ∈ P(nE).
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The following simple Lemma will be useful later. Given an ideal of multilinear

mappings M, by MS we denote the set of all symmetric multilinear mappings

belonging to M.

Lemma 4.2. Let M be a Banach ideal of multilinear mappings such that

PM is a global holomorphy type. If E and F are Banach spaces such that

(i) MS(nE; F ) = LS(nE; F ) for every n ;

(ii) There are C, c > 0 such that ‖A‖M ≤ Ccn‖A‖, for every n and every

A ∈ LS(nE; F ) ;

then HPM
(E; F ) = H(E; F ).

Proof: Given f ∈H(E;F ) and x∈E, let c1 and C1 be such that
∥

∥

1
n!

∧

dnf(x)
∥

∥≤

C1c
n
1 for every n. We have that dnf(x) is a symmetric n-linear mapping, so by (ii),

dnf(x)∈MS(nE;F ). It follows that
∧

dnf(x)∈PM(nE;F ). f ∈HPM
(E;F ) because

∥

∥

∥

∥

1

n!

∧

dnf(x)

∥

∥

∥

∥

PM

=

∥

∥

∥

∥

1

n!
dnf(x)

∥

∥

∥

∥

M

≤ Ccn

∥

∥

∥

∥

1

n!
dnf(x)

∥

∥

∥

∥

≤ Ccnen

∥

∥

∥

∥

1

n!

∧

dnf(x)

∥

∥

∥

∥

≤ CcnenC1 cn
1 = CC1(c c1e)n .

If F has cotype q, it is well known that Las(q;1)(E; F ) =L(E; F ) for every E.

Next we lift this result to strongly (check) (q; 1)-summing polynomials and holo-

morphic mappings.

Proposition 4.3. If F has cotype q, then HPLss(q;1)
(E; F ) = H(E; F )

for every E.

Proof: Consider T ∈ L(nE; F ). Since F has cotype q, id : F → F is (q; 1)-

summing and ‖id‖as(q;1) ≤ Cq(F ), where Cq(F ) is the cotype q constant of F .

Hence
(

m
∑

j=1

∥

∥

∥
T
(

x
(1)
j , ..., x

(n)
j

)

∥

∥

∥

q
)1

q

≤ Cq(F )

∥

∥

∥

∥

(

T
(

x
(1)
j , ..., x

(n)
j

)

)m

j=1

∥

∥

∥

∥

w,1

≤ Cq(F ) ‖T‖ sup
Φ∈BL(nE)

m
∑

j=1

∣

∣

∣
Φ
(

x
(1)
j , ..., x

(n)
j

)

∣

∣

∣

and ‖T‖ss(q;1) ≤ Cq(F ) ‖T‖. Thus, Lemma 4.2 completes the proof.
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Next result shows that, in special situations, coincidence results for strongly

check polynomials and holomorphic mappings are exactly the ones that hold in

the linear case. From now on we denote cotE = inf
{

q ; E has cotype q
}

.

Theorem 4.4. Let E be an infinite-dimensional Banach space with cotype

q = cotE < ∞. The following assertions are equivalent:

(a) p ≥ q.

(b) Las(p;1)(E; E) = L(E; E).

(c) PLss(p;1)
(nE; E) = P(nE; E) for some n.

(d) PLss(p;1)
(nE; E) = P(nE; E) for every n.

(e) HPLss(p;1)
(E; E) = H(E; E).

Proof: The equivalence between (a) and (b) is well known from the linear

theory. Since E has cotype q = cotE, Proposition 4.3 gives HPLss(q;1)
(E; E) =

H(E; E). Hence, if p ≥ q, we have

HPLss(p;1)
(E; E) = H(E; E) , PLss(p;1)

(nE; E) = P(nE; E) (∀n)

and Las(p;1)(E; E) = L(E; E) .

Therefore (a) (or (b)) implies all the other assertions. Since (e)⇒(b) and (d)⇒(b)

are obvious, we just need to show that (c)⇒(b). But this is consequence of (4).

5 – Strongly fully summing mappings

It is well known that L(E; F ) = Las(q;1)(E; F ) whenever E has cotype q.

We do not know if a related coincidence holds true for strongly check summing

polynomials. This question motivated us to introduce, in this section, another

nonlinear generalization of absolutely summing linear operators — a class which

present better coincidence results — as follows: the inequality

(5)

(

m
∑

j=1

∥

∥u(xj)
∥

∥

p

)1/p

≤ C sup
φ∈BE′

(

m
∑

j=1

∣

∣φ(xj)
∣

∣

q

)1/q

,

where u is a (p; q)-summing linear operator, make possible several different non-

linear generalizations. The replacement of the linear operator u by a multilinear

mapping or a homogeneous polynomial and the corresponding product of the
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weak lq-norms in the right hand side leads to the Alencar–Matos concept we

studied in section 2. Replacing linear functionals by multilinear forms in the

right hand side of the inequality we obtain the Dimant concept of strongly sum-

ming mappings we treated in section 3. Summing in multiple indexes instead of

in only one index in the left hand side of the inequality we obtain the concept of

fully (or multiple) summing mappings, which was introduced by M. Matos [19]

and developed in [3, 27, 28, 29, 30, 32], among others. More precisely, we say that

an n-linear mapping T ∈ L(E1, ..., En; F ) is fully (p; q)-summing if there exists

C ≥ 0 such that

(6)

(

m
∑

j1,...,jn=1

∥

∥

∥T
(

x
(1)
j1

, ..., x
(n)
jn

)

∥

∥

∥

p
)1/p

≤ C
n
∏

r=1

∥

∥

∥

(

x
(r)
j

)m

j=1

∥

∥

∥

w,q
,

for every m ∈ N and x
(r)
j ∈ Er, j = 1, ..., m, r = 1, ..., n. In this case we write

T ∈ Lfas(p;q)(E1, ..., En; F ).

Combining the summation in multiple indexes with the consideration of mul-

tilinear forms instead of linear functionals we obtain the notion of strongly fully

summing mappings:

Definition 5.1. Given p≥ q ≥ 1, a multilinear mapping T ∈L(E1, ...,En;F )

is said to be strongly fully (p; q)-summing if there exists C ≥ 0 such that

(7)
(

m
∑

j1,...,jn=1

∥

∥

∥
T
(

x
(1)
j1

, ..., x
(n)
jn

)

∥

∥

∥

p
)1/p

≤ C

(

sup
φ∈BL(E1,...,En)

m
∑

j1,...,jn=1

∣

∣

∣
φ
(

x
(1)
j1

, ..., x
(n)
jn

)

∣

∣

∣

q
)1/q

for every m ∈ N, x
(l)
jl

∈ El with l = 1, ..., n and jl = 1, ..., m.

The space composed by all strongly fully (p; q)-summing n-linear mappings

from E1× · · ·×En into F will be represented by Lsf(p;q)(E1, ..., En; F ) and the

infimum of the C for which the inequality always holds defines a norm ‖ ·‖sf(p;q)

on Lsf(p;q)(E1, ..., En; F ). Under this norm, Lsf(p;q)(E1, ..., En; F ) is complete.

When q = p we simply write Lsf,p(E1, ..., En; F ) and ‖ ·‖sf,p.

One can easily verify the following properties:

Proposition 5.2. Given p≥ q ≥ 1, n∈N and Banach spaces E, E1, ..., En, F :

(i) Lfas(p;q)(E1, ..., En; F ) ⊂ Lsf(p;q)(E1, ..., En; F ).

(ii) Lss(p;q)(E1, ..., En; F ) ⊂ Lsf(p;q)(E1, ..., En; F ).
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(iii) If Lsf(p;q)(E1, ..., En; F ) = L(E1, ..., En; F ), then L(Ej1 , ..., Ejk
; F ) =

Lsf(p;q)(Ej1, ...,Ejk
;F ), for every k=1, ..., n and every j1,...,jk in {1,...,n}

with jr 6= js if r 6= s.

(iv) (Dvoretzky–Rogers type Theorem)

Lsf,p(
nE; E) = L(nE; E) ⇐⇒ dimE < ∞.

Since (Lfas,p ∪Lss,p)⊆ Lsf,p, every coincidence result for strongly p-summing

and/or fully p-summing multilinear mappings still holds for strongly fully sum-

ming mappings. On the other hand, property (iii) above shows that coincidence

results of the form Lsf,p(E1, ..., En; F ) = L(E1, ..., En; F ) are not so common.

For example, since L(nl1; l2) =Lss,1(
nl1; l2) (see [13]), by (ii), (iii) and [17, Theo-

rem 4.2] it follows that if E has unconditional Schauder basis and F is an infinite

dimensional Banach space, then Lsf,1(
nE; F ) = L(nE; F ) if and only if E is iso-

morphic to l1 and F is a Hilbert space.

Now we consider the ideal of polynomials PLsf(p;q)
, which can be proved to be

a global holomorphy type using the results of [6], and the class of holomorphic

mappings HPLsf(p;q)
.

In the scalar-valued case it is obvious that PLsf(p;q)
(nE) = P(nE) for all n

and all E. Proceeding as in Section 4 we have HPLsf(p;q)
(E) = H(E) for every E.

Next results show that strongly fully summing mappings have a good behav-

ior concerning coincidence situations. For simplicity, we will write Hsf(p;q) and

Psf(p;q) instead of HPLsf(p;q)
and PLsf(p;q)

.

Proposition 5.3. If E has cotype q, then Hsf(q;1)(E; F ) = H(E; F ) for

every F .

Proof: Let us consider T ∈ L(nE; F ). Since E has cotype q, id : E → E is

(q; 1)-summing and ‖id‖as(q;1) ≤ Cq(E). Hence

(

m
∑

j1,...,jn=1

∥

∥

∥
T
(

x
(1)
j1

, ..., x
(n)
jn

)

∥

∥

∥

q
)1

q

≤ ‖T‖

(

m
∑

j=1

∥

∥

∥
x

(1)
j

∥

∥

∥

q
)1

q

···

(

m
∑

j=1

∥

∥

∥
x

(n)
j

∥

∥

∥

q
)1

q

≤ Cq(E)n ‖T‖ sup
Φ∈BL(nE)

m
∑

j1,...,jn=1

∣

∣

∣
Φ
(

x
(1)
j1

, ..., x
(n)
jn

)

∣

∣

∣
,

and ‖T‖sf(q;1) ≤ Cq(E)n ‖T‖. Lemma 4.2 completes the proof.
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Combining the argument used in the proof of Proposition 4.3 with Lemma 4.2

we obtain:

Proposition 5.4. If F has cotype q, then Hsf(q;1)(E; F ) = H(E; F ) for

every E.

Theorem 5.5. Let E be an infinite-dimensional L∞ space and F has cotype

q = cotF < ∞. The following assertions are equivalent:

(a) p ≥ q.

(b) Las(p;1)(E; F ) = L(E; F ).

(c) Psf(p;1)(
nE; F ) = P(nE; F ) for some n.

(d) Psf(p;1)(
nE; F ) = P(nE; F ) for every n.

(e) Hsf(p;1)(E; F ) = H(E; F ).

Proof: (a)⇒(e) follows from Proposition 5.4.

(e)⇒(d)⇒(c) are obvious.

(c)⇒(b) By assumption we have that every symmetric n-linear mapping from

En to F is strongly fully (p; 1)-summing. Using a property similar to Proposition

5.2 (iii), considering only symmetric multilinear mappings, we obtain (b).

(b)⇒(a) follows from [23, Corollary 4], or, more precisely, [9, Example 2.1].

Remark 5.6. It is not difficult to see that a version of Theorem 4.4 for

strongly fully polynomials is also valid.

Our next aim is to compare the classes of fully summing and strongly fully

summing mappings. From the definitions it is easy to see that

Lfas(p;q)(
nE) = L(nE) =⇒ Lfas(p;q)(

nE; F ) = Lsf(p;q)(
nE; F ) for every F .

From [28] we know that, for 1 ≤ p ≤ 2, we have Lfas(p;p)(
nl1) = L(nl1). Hence

Lfas(p;p)(
nl1; F ) = Lsf(p;p)(

nl1; F ) for every F . However, in general these classes

are not the same, for example Lfas(2;2)(
2l2) 6= L(2l2) = Lsf(2;2)(

2l2).

When Lfas(p;p)(
nE) 6=L(nE), consider T ∈L(nE)−Lfas(p;p)(

nE). Let F 6={0} be

a Banach space and 0 6=v ∈F . Define R∈L(nE;F ) by R(x1,....,xn)=T (x1,...,xn)v.
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Then R ∈ Lsf(p;p)(
nE; F ), because

(

m
∑

j1,...,jn=1

∥

∥

∥
R
(

x
(1)
j1

, ...., x
(n)
jn

)

∥

∥

∥

p
)1

p

= ‖v‖

(

m
∑

j1,...,jn=1

∣

∣

∣
T
(

x
(1)
j1

, ...., x
(n)
jn

)

∣

∣

∣

p
)1

p

≤ ‖v‖‖T‖

(

sup
Φ∈BL(nE)

m
∑

j1,...,jn=1

∣

∣

∣
Φ
(

x
(1)
j1

, ..., x
(n)
jn

)

∣

∣

∣

p
)1

p

.

Moreover, R /∈ Lfas(p;p)(
nE; F ). In fact,

(

m
∑

j1,...,jn=1

∥

∥

∥R
(

x
(1)
j1

, ...., x
(n)
jn

)

∥

∥

∥

p
)1

p

= ‖v‖

(

m
∑

j1,...,jn=1

∣

∣

∣T
(

x
(1)
j1

, ...., x
(n)
jn

)

∣

∣

∣

p
)1

p

,

and since T /∈Lfas(p;p)(
nE), it follows that R /∈ Lfas(p;p)(

nE; F ).

We thus can state the following result:

Theorem 5.7. The following assertions are equivalent for a given Banach

space E:

(a) Lfas(p;p)(
nE) = L(nE).

(b) Lfas(p;p)(
nE; F ) = Lsf(p;p)(

nE; F ) for some F 6={0}.

(c) Lfas(p;p)(
nE; F ) = Lsf(p;p)(

nE; F ) for every F .

Example 5.8. It is easy to prove that Lfas(2;2)(
2l2) 6= L(2l2). From this

inequality and Theorem 5.7 we have Lfas(2;2)(
2l2; F ) 6= Lsf(2;2)(

2l2; F ) for every

Banach space F 6={0}.

Example 5.9. In [3] it is shown that if E is c0 or a GT space of cotype 2,

then Lfas(2;2)(
nE) = L(nE). By combining this result and Theorem 5.7 we obtain

Lfas(2;2)(
nE; F ) = Lsf(2;2)(

nE; F ) for every Banach space F .

We also have some inclusions between these classes:

Proposition 5.10. Let E and F be Banach spaces, p ≥ 2 and n ∈ N. Then

Lfas(p; 2n
n+1

)(
nE; F ) ⊂ Lsf(p; 2n

n+1
)(

nE; F ) ⊂ Lfas(p;1)(
nE; F ) .

In particular,

Lfas(p;2)(
nE; F ) ⊂ Lsf(p;2)(

nE; F ) ⊂ Lfas(p;1)(
nE; F ) .
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Proof: In [30] it is shown that Lfas( 2n
n+1

;1)(
nE) = L(nE) and it suffices to

combine this result with the definition of strongly fully mappings.
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