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Abstract: Following Geroch, Traschen, Mars and Senovilla, we consider Lorentzian

manifolds with distributional curvature tensor. Such manifolds represent spacetimes of

general relativity that possibly contain gravitational waves, shock waves, and other singu-

lar patterns. We aim here at providing a comprehensive and geometric (i.e., coordinate-

free) framework. First, we determine the minimal assumptions required on the metric

tensor in order to give a rigorous meaning to the spacetime curvature within the frame-

work of distribution theory. This leads us to a direct derivation of the jump relations

associated with singular parts of connection and curvature operators. Second, we inves-

tigate the induced geometry on a hypersurface with general signature, and we determine

the minimal assumptions required to define, in the sense of distributions, the curva-

ture tensors and the second fundamental form of the hypersurface and to establish the

Gauss–Codazzi equations.

1 – Introduction

Our main motivation for a study of Lorentzian manifolds with distributional

curvature comes from general relativity: a spacetime is a (3+1)-dimensional differ-

ential manifold M endowed with a Lorentzian metric g with signature (−, +, +, +),

satisfying Einstein field equations (in normalized units)

(1.1) Gµν = Tµν ,
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where Gµν := Rµν − (R/2)gµν is Einstein’s curvature tensor, Rµν the Ricci cur-

vature, R the scalar curvature, and Tµν the stress-energy tensor describing the

matter content of the spacetime under consideration. Singular spacetimes having

metric tensor with limited regularity are of particular importance in general rela-

tivity; many explicitly known solutions of (1.1) exhibit black holes, gravitational

waves, shock waves, or other singular features. For instance, the metric can be

smooth everywhere except on a smooth hypersurface H ⊂ M across which the

curvature tensor suffers a jump discontinuity; such a hypersurface is interpreted

physically as a gravitational wave propagating in the spacetime. Recall also

that, according to Penrose and Hawking incompleteness theorems, spacetimes

are sought to be generically singular [15, 20].

Our aim in the present paper is to investigate the local properties of singular

spacetimes and of their hypersurfaces, within the theory of distributions. Al-

though this issue has already been addressed extensively [2, 4, 7, 10, 12, 13, 17, 19],

it appears that, in the mathematical literature, no comprehensive discussion of

the minimal assumptions required to give a rigorous meaning to the curvature in

theory of distributions is currently available. The approach we propose follows

earlier pioneering work by Geroch and Traschen [7] and by Mars and Senovilla

[10], but especially aims at providing a comprehensive and fully geometric ex-

position. That is, we avoid any reference to specific coordinate charts on the

manifold, and we provide a direct and natural derivation of singular parts of

curvature tensors.

More precisely, a C∞-differentiable m-dimensional manifold M being fixed,

we seek for the minimal regularity required on a metric tensor g defined on M, in

order to rigorously define (as distributions) the connection operator ∇ and the

curvature tensor Riem associated with this metric. The same question arises

when a connection ∇ is prescribed on M and we attempt to define its curvature.

To study the geometric properties of a differentiable manifold endowed with a

non-smooth metric or connection, the proper functional framework is that of

distributions. We introduce below several definitions of distributional metric,

connection, and curvature and, under various assumptions, we discuss the (weak

or strong) stability properties of sequences of distributional metrics, connections,

or curvatures.

Our presentation allows us to derive jump relations for the singular parts of

these quantities, once they are viewed as distributions. In Section 3 we investigate

the situation that a connection is provided on the manifold, and in Section 4 we

consider the case of a metric tensor. The signature of the metric is irrelevant for

this first part.
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In a second part, in Sections 5 and 6, we turn our attention to hypersurfaces

H within a Lorentzian manifold M, when the prescribed metric (or connection)

typically suffers a jump discontinuity across H. Our discussion applies to hy-

persurfaces with general signature, which are not globally timelike, spacelike, or

null but may change type from point to point. Hence, the hypersurface can be

locally Riemannian, Lorentzian, or degenerate, and it is important to carefully

distinguish between various geometric objects defined in M which may, or may

not, have traces on the hypersurface. We discuss the nature and regularity of the

geometry induced on the hypersurface by the geometry of the ambiant spacetime.

On one hand, a connection being given in the manifold together with a “rig-

ging field” on the hypersurface H (see Section 5), we determine an induced con-

nection on H, denoted below by ∇
˜

. On the other hand, a second concept of

induced connection on H, denoted by ∇̃, can be defined when the connection ∇

is the Levi–Civita connection of a given metric. We observe that the connection

∇
˜

arises as a more natural concept, as was recognized in [10].

The material presented in the present paper should find applications in sev-

eral directions. One one hand, based on the jump relations derived in this paper,

one could construct a large class of singular vacuum spacetimes containing im-

pulsive gravitational waves. The metrics satisfy here the Einstein equations (1.1)

which impose further constrains beyond the geometric ones on the nature of the

discontinuities. Following the approach in [1, 3, 14], such spacetimes are obtained

by solving a characteristic-value problem for the Einstein equations with initial

data prescribed on a hypersurface. Singular matter spacetimes containing grav-

itational waves and shock waves have been recently also constructed by solving

the Einstein–Euler equations for Gowdy symmetric spacetimes [1, 8].

On the other hand, in the context of numerical relativity, the formulation of

suitable boundary conditions [5, 6, 16] is an important issue, and the analysis

in the present paper should be relevant to handle boundary with general signa-

ture. Recall that various excision methods have been devised in the literature

to attempt to cut out of the numerical domain the black hole regions which, in

principle, should not influence the regular part of the spacetime. However, many

difficulties arise with such techniques at both the theoretical and the numerical

levels, and further research is necessary to ensure the nonlinear stability of such

numerical methods.
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2 – Preliminaries

2.1. Tensors and integration on a differentiable manifold

Throughout this paper, M denotes a connected, oriented, C∞ differentiable

m-manifold. The tangent and cotangent spaces at x ∈ M are denoted by TxM

and T ⋆
xM, and the corresponding bundles by TM :=

⋃
x∈M TxM and T ⋆M :=⋃

x∈M
T ⋆

xM, respectively; the action of a covector (or 1-form) ω on a vector X

is denoted by 〈ω, X〉. The bundle of all (p-contravariant and q-covariant) (p, q)-

tensors is denoted by T p
q (M) :=

⋃
x∈M

T p
q,x(M), and is canonically endowed with

a structure of C∞-differentiable manifold. A (1, 0)-tensor field is identified with

a vector field X on M, that is, Xx ∈ TxM for all x ∈ M.

We denote by Λk(M) the bundle of differential forms of order k ≤ m, that is,

(0, k)-tensor fields that are anti-symmetric with respect to any pair of variables.

Clearly, Λk(M) ⊂ T 0
k (M), with Λ0(M) = T 0

0 (M) (the space of functions on M)

and Λ1(M) = T 0
1 (M).

We introduce the space C∞(M) consisting of all C∞-differentiable functions

f : M → R and, more generally, the space C∞T p
q (M) of all C∞-sections S : x ∈

M 7→ Sx ∈ T p
q,xM. The following short-hand notation will also be used

T
p
q(M) := C

∞T p
q (M).

Similarly, the spaces of compactly supported C∞-functions, tensor fields, and

differential forms will be denoted by D(M), DT p
q (M), and DΛk(M), respectively.

Non-smooth tensor fields will be also useful. We will consider tensor fields in

the Lebesgue and Sobolev spaces Lr
locT

p
q (M) and W k,r

loc T p
q (M) (k, r ≥ 1) consisting

of all (p, q)-tensor fields whose r-powers are locally integrable on M or belong to

the Sobolev space of order k. This regularity can be checked in any system of local

coordinates, and it is important to realize that, although they are unambiguously

defined from the sole C∞ differentiable structure of the manifold M, all these

spaces of tensor fields are not endowed with canonical norms.

We will also consider sequences of tensor fields. A sequence of tensors A(n) ∈

W k,r
loc T p

q (M) is said to converge in the strong (weak, respectively) W k,r
loc topology

to some limit tensor field A(∞) ∈ W k,r
loc T p

q (M) if for all X(i) ∈ T1
0(M) and θ(j) ∈

T0
1(M), the sequence of functions

A(n)(X(1), . . . , X(q), θ
(1), . . . , θ(p)) −→

n→∞
A(∞)(X(1), . . . , X(q), θ

(1), . . . , θ(p))

converges in the strong (weak, resp.) W k,r
loc (M) topology. This definition is equiv-

alent to the convergence of the components of A(n) in any chosen coordinate

atlas.
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Observe also that, since the manifold M is oriented, the integral of m-forms

is well-defined on open sets, and Stokes formula

(2.1)

∫

M′

dω =

∫

∂M′

ω

holds for all open set M′ ⊂ M with smooth boundary ∂M ′ and for any (m − 1)-

form ω. Here, d denotes the operator of exterior differentiation.

Recalling the interior product iXω defined for all (k + 1)-forms ω and vectors

X, Z(1), . . . , Z(k) by

(iXω)(Z(1), . . . , Z(k)) := ω(X, Z(1), . . . , Z(k)),

we can express the Lie derivative LX of a vector field X as

LX = diX + iXd.

Then, writing
(Xf)ω = LX(f ω) − f LXω

= d(iX(f ω)) − f LXω,

and using (2.1) we obtain the formula

(2.2)

∫

M′

(Xf)ω =

∫

∂M′

f iXω −

∫

M′

f LXω

for all smooth vector fields X, functions f , and m-form fields ω.

2.2. Distributions on a differentiable manifold

We now introduce the notion of tensor distributions on a manifold. It is

convenient to define first:

Definition 2.1. The space of scalar distributions D′(M) is the dual of the

space DΛm(M) of all compactly supported densities. The space of distribution

densities D′Λm(M) is the dual of the space D(M) of compactly supported func-

tions.

The duality bracket between a scalar distribution A ∈ D′(M) and a density

ω ∈ DΛm(M) is written as ≺ A, ω ≻D′,D. In view of (2.2), we have

∫

M

(Xf)ω = −

∫

M

fLXω, f ∈ C
∞(M), ω ∈ DΛm(M),
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and it is natural to define action XA of a smooth vector field X ∈ T1
0(M) on a

scalar distribution A ∈ D′(M) by using the Lie derivative, i.e.,

≺ XA, ω ≻D′,D:= − ≺ A, LXω ≻D′,D, ω ∈ DΛm(M).

Observe that the space of locally integrable functions is canonically embedded

into the space of scalar distributions, that is, f ∈ L1
loc(M) 7→ f ∈ D′(M), via

≺ f, ω ≻D′,D:=

∫

M

fω, ω ∈ DΛm(M).

More generally, we define a (p, q)-tensor distribution as a C∞(M)-multi-linear

map

A : T
1
0(M) × . . . × T

1
0(M)︸ ︷︷ ︸

q times

×T
0
1(M) × . . . × T

0
1(M)︸ ︷︷ ︸

p times

→ D
′(M),

and denote the space of tensor distributions by D′T p
q (M). The space of locally in-

tegrable tensor fields L1
locT

p
q (M) is canonically embedded into the space D′T p

q (M),

that is, A ∈ L1
locT

p
q (M) 7→ A ∈ D′T p

q (M) via

≺ A(X(1), . . . , X(q), θ
(1), . . . , θ(p)), ω ≻D′,D:=

∫

M

A(X(1), . . . , X(q), θ
(1), . . . , θ(p))ω,

for all ω ∈ DΛm(M), X(1), . . . , X(q) ∈ T1
0(M) and θ(1), . . . , θ(p) ∈ T0

1(M),

We will also consider limits of sequences of distributions. A sequence of (p, q)-

tensor distributions A(n) is said to converge in the distribution sense to a limit

A(∞) if, in D′(M),

A(n)(X(1), . . . , X(q), θ
(1), . . . , θ(p)) −→

n→∞
A(∞)(X(1), . . . , X(q), θ

(1), . . . , θ(p))

for all X(i) ∈ T1
0(M) and θ(j) ∈ T0

1(M). In other words, A(n) converges in the

distribution sense if all of its components (which are scalar distributions) in any

given coordinate atlas converge in the sense of (scalar) distributions.

If A ∈ D′T p
q (M) and f ∈ C∞(M), or else if A ∈ T

p
q(M) and f ∈ D′(M), we

define the product of f and A as a distribution, by setting

(f A)(X(1), . . . , X(q), θ
(1), . . . , θ(p)) = f A(X(1), . . . , X(q), θ

(1), . . . , θ(p))

for all X(i) ∈ T1
0(M) and θ(j) ∈ T1

0(M).

Finally, given a smooth tensor field A ∈ T
p
q(M), we can define its extension

A : D
′T 1

0 (M)×T
1
0(M) × . . . × T

1
0(M)︸ ︷︷ ︸

(q−1) times

×T
0
1(M) × . . . × T

0
1(M)︸ ︷︷ ︸

p times

→ D
′(M)
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by setting

(2.3) A(Y, X(2), . . . , X(q), θ
(1), . . . , θ(p)) := 〈Y, A(·, X(2), . . . , X(q), θ

(1), . . . , θ(p))〉

for all Y ∈ D′T 1
0 (M), X(i) ∈ T1

0(M), and θ(j) ∈ T0
1(M). Here, the term

A(·, X(2), . . . , X(q), θ
(1), . . . , θ(p)) ∈ T

0
1(M)

is the 1-form field defined by

X ∈ T
1
0(M) 7→ A(X, X(2), . . . , X(q), θ

(1), . . . , θ(p)) ∈ C
∞(M).

Extensions corresponding to other slots are defined similarly.

3 – Distributional curvature associated with a connection

3.1. Distributional connections

We begin now our investigation of connections and metrics with limited reg-

ularity, and we consider first a general notion of connection operator (X, Y ) 7→

∇XY defined in the distribution sense. This is a very general concept for which

∇XY is only a distribution vector field.

Definition 3.1. An operator ∇ : T1
0(M) × T1

0(M) → D′T 1
0 (M) is called a

distributional connection if it satisfies the linearity and Leibnitz properties

∇fX+X′Y = f∇XY + ∇X′Y,

∇X(Y + Y ′) = ∇XY + ∇XY ′, ∇X(fY ) = f∇XY + (Xf)Y,

for all f ∈ C∞(M) and X, X ′, Y, Y ′ ∈ T1
0(M).

Observe that such a distributional connection can be extended to act on

tensors of general order. Namely, for functions we trivially define the operator

(still denoted by the same symbol) ∇ : T1
0(M) × C∞(M) → C∞(M) ⊂ D′(M) by

∇Xf := Xf, f ∈ C
∞(M), X ∈ T

1
0(M).

For 1-form fields we introduce the operator ∇ : T1
0(M) × T0

1(M) → D′T 0
1 (M) by

〈∇Xθ, Z〉 := X(〈θ, Z〉) − 〈θ,∇XZ〉,

Z ∈ T
1
0(M), X ∈ T

1
0(M), θ ∈ T

0
1(M).



542 P.G. LEFLOCH and C. MARDARE

Thanks to (2.3), the term 〈θ,∇XZ〉 above is well-defined as a scalar distribution.

Finally, we introduce operator ∇ : T1
0(M) × T

p
q(M) → D′T p

q (M), defined for

X ∈ T1
0(M) and T ∈ T

p
q(M) by

(∇XT )(Z(1), . . . , Z(q), θ
(1), . . . , θ(p))

:= X(T (Z(1), . . . , Z(q), θ
(1), . . . , θ(p)))

−

q∑

i=1

T (Z(1), . . . , Z(i−1),∇XZ(i), Z(i+1), . . . , Z(q), θ
(1), . . . , θ(p))

−

p∑

j=1

T (Z(1), . . . , Z(q), θ
(1), . . . , θ(j−1),∇Xθ(j), θ(j+1), . . . , θ(p))

for all Z(i) ∈ T1
0(M) and θ(j) ∈ T0

1(M). Again, we observe that, thanks to (2.3),

the last two terms above are well-defined as distributions in D′(M).

In consequence, a distributional connection enjoys all of the linearity and

Leibnitz properties of smooth connections.

However, the interest of Definition 3.1 is probably limited by the fact that

no curvature tensor can be associated with a general distributional connection.

This is due to the impossibility to multiply two general distributions, operation

that is essential in defining the curvature. Indeed, a distributional connection

∇ does not allow one to compute second-order covariant derivatives: the vector

field ∇XZ is only a distribution, even if X, Z are smooth vector fields; hence, the

term ∇X(∇Y Z) does not make sense. In coordinates, we schematically have

Riem = ∂Γ + Γ ⋆ Γ,

where Γ stands for Christoffel symbols of the connection ∇. The quadratic prod-

ucts in the term Γ ⋆ Γ can not be defined in the distribution sense.

3.2. The class of L2
loc connections

To identify the connections that do admit a curvature tensor we now restrict

attention to less singular connections. Consider an arbitrary distributional con-

nection ∇ satisfying ∇XY ∈ ET 1
0 (M) for all X, Y ∈ T1

0(M), where ET 1
0 (M)

is some subspace of D′T 1
0 (M) (to be specified shortly). To give a meaning to

its curvature tensor we must compute second-order derivatives of vector fields,

that is, terms like ∇X∇Y Z. Since ∇Y Z belongs to ET 1
0 (M), we first extend

the operator ∇ to the larger space T1
0(M) × ET 1

0 (M). Such an extension, say

∇ : T1
0(M) × ET 1

0 (M) → D′T 1
0 (M), should naturally be defined by the formula

(3.1) 〈∇XV, θ〉 = X〈V, θ〉 − 〈V,∇Xθ〉 in D
′(M),
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for θ ∈ T0
1(M), V ∈ ET 1

0 (M), and X ∈ T1
0(M). Under our assumptions, we solely

have ∇Xθ ∈ ET 0
1 (M) and V ∈ ET 1

0 (M) and, therefore, we see that the term

〈V,∇Xθ〉 can be defined as a distribution only if E is (a subspace of) L2
loc.

This discussion leads us to:

Definition 3.2. A distributional connection ∇ is called an L2
loc connection

if ∇XY ∈ L2
locT

1
0 (M) for all X, Y ∈ T1

0(M). The extension of such a connection

is the operator ∇ : T1
0(M) × L2

locT
1
0 (M) → D′T 1

0 (M) defined by

〈∇XY, θ〉 = X〈Y, θ〉 − 〈Y,∇Xθ〉 in D
′(M),

for X ∈ T1
0(M), Y ∈ L2

locT
1
0 (M), and θ ∈ T1

0(M).

When the conditions in the definition hold, we write in short ∇ ∈ L2
loc(M);

according to Definition 3.2, one can then compute the covariant derivative of an

L2
loc vector field and, in turn, compute the curvature of ∇.

Definition 3.3. The distributional Riemann curvature tensor of an L2
loc

connection ∇ is the tensor distribution Riem : T1
0(M) × T1

0(M) × T1
0(M) →

D′T 1
0 (M) defined for θ ∈ T0

1(M) and X, Y, Z ∈ T1
0(M) by

〈Riem(X, Y )Z, θ〉 = X〈∇Y Z, θ〉 − Y 〈∇XZ, θ〉

− 〈∇Y Z,∇Xθ〉 + 〈∇XZ,∇Y θ〉 − 〈∇[X,Y ]Z, θ〉

as an equality in D′(M).

Provided each term is understood in the distribution sense as explained above,

we can also write the standard formula

Riem(X, Y )Z := ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z.

We then introduce:

Definition 3.4. The distributional Ricci curvature tensor associated with

an L2
loc connection ∇ is the tensor distribution Ric : T1

0(M) × T1
0(M) → D′(M)

defined for all for all X, Y ∈ T1
0(M) by

Ric(X, Y ) := 〈E(α),Riem(X, E(α))Y 〉 in D
′(M),

where E(α) (α = 1, . . . , m) is an arbitrary local frame in the bundle TM and E(α)

(α = 1, . . . , m) is the corresponding dual frame.
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The distributional curvature tensors defined above enjoy some important sta-

bility properties.

Theorem 3.5 (Stability under strong L2
loc convergence). Let ∇(n) (n=1, 2, ...)

be a sequence of L2
loc connections defined on M, and converging in the L2

loc topol-

ogy to some L2
loc connection ∇(∞), i.e.,

∇
(n)
X Y → ∇

(∞)
X Y strongly in L2

loc

for X, Y ∈ T1
0(M). Then, the distributional Riemann and Ricci curvature tensors

Riem(n) and Ric(n) of the connections ∇(n) converge in the distribution sense

to the distributional curvature tensors Riem(∞) and Ric(∞) of the limiting con-

nection ∇(∞),

Riem(n) → Riem(∞), Ric(n) → Ric(∞).

Proof: The desired convergence result follows from the above definitions of

distributional curvature and on the key identity (3.1).

3.3. Jump relations

Consider now the case that the connection ∇ suffers a jump discontinuity

along a smooth hypersurface H ⊂ M and is smooth on both sides of it. Suppose

that the hypersurface splits the manifold into two components, say

M = M
− ∪ M

+, M
− ∩ M

+ = H,

where M± are connected, C∞ differentiable manifolds with boundary. Denote by

TxH and T ⋆
xH the tangent and cotangent spaces of H at x ∈ H. Assume that M

is endowed with a connection ∇ of class L2
loc(M

±) ∩ W 1,p
loc (M±) for some p ≥ 1

in each component M± up the boundary H, but suffers a jump discontinuity

across H. This means that the restriction (∇XY )± of the vector field ∇XY to

M± is of class L2
loc ∩ W 1,p

loc in M± up to the boundary H. In consequence, the

manifolds with boundary M± are naturally endowed with the connections ∇± of

class L2
loc ∩ W 1,p

loc defined by

∇±

X±Y ± := (∇XY )±, X±, Y ± ∈ T
1
0(M

±).

Here, X, Y ∈ T1
0(M) are arbitrary (smooth) vector fields whose restrictions to

M± coincide with X±, Y ±. One can check that this identity defines ∇± unam-

biguously and uniquely.
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Since the operators ∇± are of class L2
loc ∩ W 1,p

loc , their Riemann and Ricci

curvatures Riem± and Ric± are well-defined in M± up to the boundary H, and

belong to L1
loc(M

±), and even to Lp
loc(M

±) if p ≥ m/2. If X, Y, Z ∈ T1
0(M) are

smooth vector fields defined over the entire manifold M, we use the short-hand

notation

∇±

XY := ∇±

X±Y ±,

Riem±(X, Y )Z := Riem±(X±, Y ±)Z±,

Ric±(X, Y ) := Ric±(X±, Y ±).

Our aim is to rely on Definitions 3.3 and 3.4 and compute the distributional

curvature of the connection ∇, which is defined over the entire manifold M.

Observe that even if one considers smooth fields X, Y , the covariant derivative

∇XY is not smooth. As observed earlier, in order to compute second-order covari-

ant derivatives of smooth vector fields we must compute the covariant derivative

of fields having the regularity of ∇XY only. The latter suffers a jump discontinu-

ity across the hypersurface H, and we can anticipate that its covariant derivative

will contain Dirac mass singularities along H.

Before we can state the corresponding formulas we introduce the following

definition.

Definition 3.6. The Dirac measure supported by a smooth hypersurface

H ⊂ M is the 1-form distribution δH ∈ D′T 0
1 (M) defined by

X ∈ T
1
0(M) 7→ 〈δH, X〉 ∈ D

′(M),

≺ 〈δH, X〉, ω ≻D′,D=

∫

H

iXω, ω ∈ DΛm(M).

Remark 3.7. Observe that the distribution 〈δH, X〉 depends on X only via

its restriction to the hypersurface H; therefore, the Dirac measure can be applied

on vector fields X that are only defined on H. Moreover, if X is a vector field

tangent to the hypersurface (X ∈ T1
0(H)), then the action of the Dirac measure

on X is trivial: 〈δH, X〉 = 0.

It will be convenient to consider a (locally defined, at least) frame of vector

fields E(α), α = 1, . . . , m, adapted to the hypersurface in the sense that E(α),x,

α = 1, . . . , m is a basis of TxM for all x ∈ M, while E(i),x, i = 1, . . . , m − 1 is a

basis of TxH for all x ∈ H. Denote also by E
(α)
x , α = 1, . . . , m the corresponding
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dual frame of 1-form fields, i.e.,

〈E(α), E(β)〉 = δα
β :=

{
0, α 6= β,

1, α = β.

Greek and latin indices will always describe the range 1, . . . , m and 1, . . ., m − 1,

respectively.

One more notation will be useful. We write [A]H for the jump of a tensor field

A across H, that is, with obvious notation, [A]H := A+ −A−, while the “regular

part” of a distribution tensor field A is expressed as

Areg :=

{
A+ in M+,

A− in M−.

Theorem 3.8 (Jump relations associated with a singular connection). Let H

be a smooth hypersurface within a smooth manifold M = M−∪M+ separated into

two manifolds with boundary. Let ∇ be a connection on M satisfying ∇ ∈ L2
loc(M)

and ∇± ∈ W 1,p
loc (M±) for some p ≥ 1.

(1) The distributional covariant derivative ∇V of a vector field V that is

smooth in M± but discontinuous across H, is given by

∇XV := (∇XV )reg + [V ]H 〈δH, X〉, X ∈ T
1
0(M).

(2) The distributional Riemann curvature of the connection ∇ is the sum of

a regular part and a Dirac measure supported on H: for all X, Y, Z ∈

T1
0(M)

Riem(X, Y )Z = (Riem(X, Y )Z)reg + [∇Y Z]H〈δH, X〉

− [∇XZ]H〈δH, Y 〉.

(3) The distributional Ricci curvature of the connection ∇ is the sum of a

regular part and a Dirac measure supported on H: for all X, Y ∈ T1
0(M)

Ric(X, Y ) = (Ric(X, Y ))reg + [〈E(α),∇E(α)
Y 〉]H〈δH, X〉

− [〈E(m),∇XY 〉]H〈δH, E(m)〉,

where {E(α)} is a frame adapted to the hypersurface H.

The regular parts (Riem(X, Y )Z)reg and (Ric(X, Y )Z)reg belong to L1
loc(M),

while the jumps [∇Y Z]H and [∇XZ]H belong to the space W
1−1/p,p
loc (H).
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Corollary 3.9 (Singular parts of curvature tensors). Under the assumptions

and notation of Theorem 3.8 the following holds.

(1) The singular part in the Riemann curvature vanishes if and only if the

connection ∇ is continuous across H (i.e., its traces from M± coincide).

(2) The singular part of the Ricci tensor vanishes if and only if, in an adapted

frame, 〈E(m),∇XY 〉 and 〈E(j),∇E(j)
Y 〉 are continuous across H for all

vector fields X, Y ∈ T1
0(M) satisfying Xx ∈ TxH for all x ∈ H.

Proof of Theorem 3.8: First of all, the covariant derivative ∇XV is, by

definition, the vector distribution given by

(3.2) 〈∇XV, θ〉 = X〈V, θ〉 − 〈V,∇Xθ〉, θ ∈ T
0
1(M).

The first term in the right-hand side is the scalar distribution defined by

≺ X〈V, θ〉, ϕ ≻D′,D= − ≺ 〈V, θ〉, LXϕ ≻D′,D, ϕ ∈ DΛm(M).

Since the restrictions of 〈V, θ〉 to M± are smooth, the last relation becomes

≺ X〈V, θ〉, ϕ ≻D′,D = −

∫

M

〈V, θ〉LXϕ

= −

∫

M+

〈V +, θ〉LXϕ −

∫

M−

〈V −, θ〉LXϕ

from which, in view of the formula (2.2) with H oriented as the boundary of M−,

we deduce

≺ X〈V, θ〉, ϕ ≻D′,D =

∫

M+

X〈V +, θ〉ϕ +

∫

H

〈V +, θ〉iXϕ

+

∫

M−

X〈V −, θ〉ϕ −

∫

H

〈V −, θ〉iXϕ.

Using this expression in (3.2), we deduce

≺ 〈∇XV, θ〉, ϕ ≻D′,D

=

∫

M+

(X〈V +, θ〉 − 〈V +,∇+
Xθ〉)ϕ

+

∫

M−

(X〈V −, θ〉 − 〈V −,∇−

Xθ〉)ϕ +

∫

H

〈[V ]H, θ〉iXϕ

=

∫

M+

〈∇+
XV +, θ〉ϕ +

∫

M−

〈∇−

XV −, θ〉ϕ +

∫

H

〈[V ]H, θ〉iXϕ.
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In other words, the covariant derivative of V is the vector distribution

∇XV := (∇XV )reg + [V ]H 〈δH, X〉,

which provides the desired identity for the connection.

Second, by Definition 3.3, the distributional Riemann curvature is

Riem(X, Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z

for all X, Y, Z ∈ T1
0(M). Since the vector fields ∇Y Z and ∇XZ both satisfy the

regularity assumptions on V of Theorem 3.8, we deduce

Riem(X, Y )Z

= (∇X∇Y Z)reg + [∇Y Z]H 〈δH,X〉 − (∇Y ∇XZ)reg + [∇XZ]H〈δH,Y 〉 − ∇[X,Y ]Z

= (Riem(X, Y )Z)reg + [∇Y Z]H〈δH, X〉 − [∇XZ]H〈δH, Y 〉,

where we set

(Riem(X, Y )Z)reg :=

{
Riem+(X, Y )Z in M+,

Riem−(X, Y )Z in M−.

This establishes the identity in the theorem.

Third, from the definition of the Ricci tensor, we obtain

Ric(X, Y ) = 〈E(α),Riem(X, E(α))Y 〉,

and from the above decomposition of the Riemann curvature tensor, we deduce

that
Ric(X, Y ) = (Ric(X, Y ))reg + [〈E(α),∇E(α)

Y 〉]H〈δH, X〉

− [〈E(α),∇XY 〉]H〈δH, E(α)〉.

Now, observe that 〈δH, E(j)〉 = 0 since the vector fields E(j) are tangent to H.

This establishes the desired formula for the Ricci tensor.

Proof of Corollary 3.9: We see immediately that the singular part of the

Ricci tensor vanishes if and only if

(
Ric(X, Y )

)sing
= 0,

(
Ric(E(m), Y )

)sing
= 0
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for all X, Y ∈ T1
0(M) such that Xx ∈ TxH at any point x ∈ H. But for such

vector fields, the singular part of Ric(X, Y ) is

−[〈E(m),∇XY 〉]H〈δH, E(m)〉,

while the singular part of Ric(E(m), Y ) is

[〈E(α),∇E(α)
Y 〉]H〈δH, E(m)〉 − [〈E(m),∇E(m)

Y 〉]H〈δH, E(m)〉.

The latter is nothing but [〈E(j),∇E(j)
Y 〉]H〈δH, E(m)〉.

4 – Distributional curvature associated with a metric

4.1. Distributional metrics

To a smooth metric tensor g defined on M, one associates a unique (Levi–

Civita) connection operator ∇ satisfying ∇g = 0 and the zero torsion condition

T = 0, where

(4.1) T(X, Y ) := ∇XY −∇Y X − [X, Y ], X, Y ∈ T
1
0(M).

A natural question is whether the notion of Levi–Civita connection extends to

metrics with weak regularity. We show now that a distributional connection

(in the sense introduced in the previous section) can be associated with a distri-

butional metric (in a sense defined now).

Definition 4.1. A distributional metric g on M is a symmetric and non-

degenerate (0, 2)-tensor distribution on M, that is, g : T1
0(M) × T1

0(M) → D′(M)

satisfying
g(X, Y ) = g(Y, X),

g(X, Y ) = 0 for all Y ⇒ X = 0.

Further regularity on g will be imposed later on, when necessary. It would be

natural to define a distributional connection ∇ associated with a distributional

metric g by requiring the two conditions

(4.2) T = 0, ∇g = 0,

in a suitably weak sense. The second equation must be handled carefully, since

(cf. the discussion in the previous section) non-smooth connections do not act on
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non-smooth tensors such as the metric g. Therefore, we will not rely directly on

the equation ∇g = 0, and to circumvent this difficulty we take advantage of the

additional structure induced by the metric g.

We make the following two observations valid for smooth metrics:

(1) The Levi–Civita connection of a metric g satisfies the Koszul formula

(4.3)
2 g(∇XY, Z) =X(g(Y, Z)) + Y (g(X, Z)) − Z(g(X, Y ))

− g(X, [Y, Z]) − g(Y, [X, Z]) + g(Z, [X, Y ])

for all X, Y, Z ∈ T1
0(M). This is easily checked from the conditions (4.2).

(2) The left-hand side of (4.3) takes the equivalent form

g(∇XY, Z) = 〈(∇XY )♭, Y 〉,

where X ∈ T1
0(M) → X♭ ∈ T0

1(M) is the “duality operator” defined by

〈X♭, Y 〉 := g(X, Y ), Y ∈ T
1
0(M).

Thanks to the above observation we see that the connection of a metric can

be determined by the formula

(4.4)
2 〈(∇XY )♭, Z〉 =X(g(Y, Z)) + Y (g(X, Z)) − Z(g(X, Y ))

− g(X, [Y, Z]) − g(Y, [X, Z]) + g(Z, [X, Y ]).

Furthermore, the conditions (4.2) characterizing the Levi–Civita connection read

for all X, Y, Z ∈ T1
0(M)

(4.5)
(∇XY )♭ − (∇Y X)♭ − [X, Y ]♭ = 0,

X(g(Y, Z)) − 〈(∇XY )♭, Z〉 − 〈Y, (∇XZ)♭〉 = 0.

We now observe that all these relations feature the term (∇XY )♭ and that

the right-hand side of (4.4) is well-defined in D′(M), not only for smooth metrics

but also for distributional metrics. This suggests how to associate a connection

to a distributional metric. Specifically, we extend the definition of the operator

(X, Y ) ∈ T
1
0(M) × T

1
0(M) → (∇XY )♭ ∈ T

0
1(M)

to non smooth metrics in such a way that the equations (4.5) are satisfied in the

distribution sense.
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Definition 4.2. The distributional Levi–Civita connection of a distributional

metric g is the operator ∇♭ : (X, Y ) ∈ T1
0(M) × T1

0(M) 7→ ∇♭
XY ∈ D′T 0

1 (M), de-

fined by

(4.6)
〈∇♭

XY, Z〉 :=
1

2

(
X(g(Y, Z)) + Y (g(X, Z)) − Z(g(X, Y ))

− g(X, [Y, Z]) − g(Y, [X, Z]) + g(Z, [X, Y ])
)
.

In the following, we will refer to (4.6) as the dual Koszul formula. It is a

simple matter to check that ∇♭ does satisfy the relations (4.2) in a weak sense,

namely

(4.7)
∇♭

XY −∇♭
Y X − [X, Y ]♭ = 0,

X(g(Y, Z)) − 〈∇♭
XY, Z〉 − 〈Y,∇♭

XZ〉 = 0,

for all X, Y, Z ∈ T1
0(M). Furthermore, when g is smooth, then ∇♭

XY = (∇XY )♭

for all X, Y ∈ T1
0(M) and we recover the standard requirements that T = 0 and

∇g = 0.

Theorem 4.3 (Stability under convergence in the distribution sense). Let g(n)

(n = 1, 2, . . .) be a sequence of distributional metrics converging in the distri-

bution sense to some limiting metric g(∞). Then the distributional connection

∇♭(n)
associated with g(n) converges in the distribution sense to the connection

∇♭(∞)
associated with g(∞), i.e., for all X, Y, Z ∈ T1

0(M)

〈∇♭(n)

X Y, Z〉 → 〈∇♭(∞)

X Y, Z〉 in D
′(M).

Proof: It suffices to use the definition of the convergence in the distribution

sense of g(n) (see Section 2.2) together with the definition of the Levi–Civita

connection, as given by the dual Koszul formula.

This result should be compared with Theorem 3.5 where local L2 strong

convergence of a sequence of connections was assumed to deduce the convergence

(in the distribution sense) of their curvatures. Here, the convergence of g(n) in the

distribution sense suffices to imply the convergence of their connections. This is

due to the fact that, roughly speaking, the connection ∇♭ depends “linearly” upon

the metric, while the curvature depends “quadratically” upon the connection.

Hence, a distributional metric induces a distributional connection, which gen-

eralizes the Levi–Civita connection associated with a smooth metric. Without
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further regularity assumption on the metric, the Levi–Civita connection is a dis-

tribution only and, as explained in Section 3.1 one can not define its curvature.

This motivates us to now introduce a class of more regular metrics.

4.2. The class of H1 metric tensors

We now specialize the results in Sections 3.2 and 3.3 to the case that the

connection is determined by a metric. The objective is to identify regularity

assumptions on the metric guaranteeing that the results of Sections 3.2 and 3.3

apply to the induced connection and allow us to define the Riemann, Ricci, and

scalar curvature. We recover, using here a coordinate-free presentation, results

obtained earlier by Geroch and Traschen [7].

We first consider metrics g for which the induced connection is of class L2
loc,

which in view of the results in Section 3.2 guarantees that the Riemann curva-

ture tensor is well-defined in the distribution sense. To this end, recall that the

connection induced by g is the operator

(X, Y ) → ∇XY,

uniquely defined by the Koszul formula

2g(∇XY, Z) =X(g(Y, Z)) + Y (g(X, Z)) − Z(g(X, Y ))

− g(X, [Y, Z]) − g(Y, [X, Z]) + g(Z, [X, Y ]),

which is valid for all X, Y, Z ∈ T1
0(M).

Specifically, if E(α), α = 1, 2, . . . , m, is a smooth local frame on M, then

∇XY = gαβg(∇XY, E(β))E(α),

where (gαβ
x ) is the inverse of the matrix (g(E(σ), E(τ))x) for all x ∈ M. In order

to have ∇XY ∈ L2
loc, it suffices for the metric g to satisfy the assumptions

g(∇XY, Z) ∈ L2
loc, X, Y, Z ∈ T

1
0(M),

gαβ ∈ L∞
loc, α, β = 1, . . . , m.

The second assumption is satisfied for instance if the metric g is in L∞
loc and is

also uniformly non-degenerate, in the sense that

|det(g(E(α), E(β)))| ≥ C in M

for some positive constant C, as is checked from the definition of the inverse of a

matrix.

Since ∇ is of class L2
loc, we can now apply the results of Section 3.2.
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Proposition 4.4. Let g be a uniformly non-degenerate metric of class H1
loc∩

L∞
loc over a smooth manifold M. Then the following properties holds:

(1) The connection ∇ defined by the Koszul formula is of class L2
loc and

satisfies

T = 0, ∇g = 0.

(2) The Riemann and Ricci tensors associated with g are well-defined as

distributions, in virtue of Definitions 3.3 and 3.4.

(3) The scalar curvature of g is well-defined as a distribution on M by

R := gαβRic(E(α), E(β)).

Proof: We only need to prove (3). Since H1
loc ∩ L∞

loc is an algebra and g is

uniformly non-degenerate, it follows that gαβ ∈ H1
loc ∩ L∞

loc(M). On the other

hand,

Ric(E(α), E(β)) = 〈E(σ),Riem(E(α), E(σ))E(β)〉

= E(α)(〈E
(σ),∇E(σ)

E(β)〉) − E(σ)(〈E
(σ),∇E(α)

E(β)〉)

− 〈∇E(α)
E(σ),∇E(σ)

E(β)〉 + 〈∇E(σ)
E(σ),∇E(α)

E(β)〉 − 〈E(σ),∇[E(α),E(σ)]E(β)〉.

Since the last three terms belong to L1
loc(M), we only need to define the product

of gαβ and the distributions

E(α)(〈E
(σ),∇E(σ)

E(β)〉), E(σ)(〈E
(σ),∇E(α)

E(β)〉).

This is done by letting

gαβE(α)(〈E
(σ),∇E(σ)

E(β)〉) := E(α)(g
αβ〈E(σ),∇E(σ)

E(β)〉)− (E(α)g
αβ)〈E(σ),∇E(σ)

E(β)〉,

gαβE(σ)(〈E
(σ),∇E(α)

E(β)〉) := E(σ)(g
αβ〈E(σ),∇E(α)

E(β)〉)− (E(σ)g
αβ)〈E(σ),∇E(α)

E(β)〉,

which are clearly distributions.

Remark 4.5. Alternatively, the distributional Riemann curvature of a met-

ric g of class H1
loc ∩ L∞

loc can also be defined as the distribution Riem : T1
0(M) ×

T1
0(M) × T1

0(M) × T1
0(M) → D′(M) given by

Riem(W, Z, X, Y ) :=X(g(W,∇Y Z)) − Y (g(W,∇XZ))

− g(∇XW,∇Y Z) + g(∇Y W,∇XZ) − g(W,∇[X,Y ]Z)
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for all X, Y, Z, W ∈ T1
0(M). The vector field Riem(X, Y )Z defined in Defini-

tion 3.3 and, for every W , the function Riem(W, Z, X, Y ) are then related as

follows:

Riem(W, Z, X, Y ) = g(W,Riem(X, Y )Z), X, Y, Z, W ∈ T
1
0(M).

We can also prove:

Theorem 4.6 (Stability under strong H1
loc convergence). Let g(n) (n=1,2, ...)

be a sequence of H1
loc metric tensors converging locally in the strong H1

loc topology

to some limiting metric g(∞). Assume that the inverse metrics g−1
(n) converge

locally in the strong L∞
loc topology to g−1

(∞).

(1) The Levi–Civita connections ∇(n) associated with g(n) are of class L2
loc

and converge in the strong L2
loc topology to the connection ∇(∞) of the

limit metric g(∞), that is, for all X, Y ∈ T1
0(M),

∇
(n)
X Y → ∇

(∞)
X Y strongly in L2

loc.

(2) The distributional Riemann, Ricci, and scalar curvature tensors Riem(n),

Ric(n), R(n) of the connections ∇(n) converge in the distribution sense

to the limiting curvature tensors Riem(∞), Ric(∞), R(∞) of ∇(∞).

Proof: The first part of the theorem follows from the definition of the Levi–

Civita connection, as given by the Koszul formula. The second part is a direct

consequence of Theorem 3.5.

4.3. Jump relations

We now consider the special case that g is continuous but its derivatives have

jump discontinuities across a hypersurface H. Specifically, with the notation in

Section 3.3 we assume that g is continuous on M and has Sobolev regularity in

each component M± up to the boundary H. This implies that the distributional

Levi–Civita connection ∇ is well-defined up to the boundary H, and ∇ satisfies

the assumptions of Section 3.3. Hence, relying on Theorem 3.8 we arrive at:

Theorem 4.7 (Jump relations associated with a singular metric). Let H⊂M

be a smooth hypersurface separating two sub-manifolds with boundary H in

a smooth manifold M = M− ∪ M+. Let g be a distributional metric that is
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continuous over M and such that g|M± ∈ W 2,p
loc (M±) for some p ≥ m/2. Then,

the following properties hold:

(1) The singular part of the Riemann curvature vanishes if and only if g is

of class W 2,p
loc (M).

(2) The singular part in the Ricci tensor vanishes if and only if 〈E(m),∇XY 〉

and 〈E(j),∇E(j)
Y 〉 both are continuous across H (i.e., their traces from

M± coincide) for all vector fields X, Y ∈ T1
0(M) that satisfy Xx ∈ TxH,

x ∈ H.

(3) The scalar curvature of g is is the sum of a regular part and a Dirac

measure supported on H, i.e.,

R := Rreg + [〈gmβE(j) − gjβE(m),∇E(j)
E(β)〉]H〈δH, E(m)〉.

Moreover, the regular parts

(Riem(X, Y )Z)reg, (Ric(X, Y )Z)reg, Rreg

belong to Lp
loc(M), while the jump parts

[〈gmβE(j) − gjβE(m),∇E(j)
E(β)〉]H

belong to W
1−1/p,p
loc (H).

Proof: First of all, we have seen in Theorem 3.8 that the singular part of

the Riemann curvature vanishes if and only if ∇ is continuous across H. On the

other hand, the dual Koszul formula shows that ∇ is continuous if and only if

the first order derivatives of g are continuous across H. (To see this, it suffices

to make particular choices of the fields X, Y, Z.)

The second result is a direct consequence of Theorem 3.8.

Third, by using the expression of the Ricci tensor given by Theorem 3.8

together with the definition of the scalar curvature, we obtain

R = Rreg + gτβ[〈E(α),∇E(α)
E(β)〉]H〈δH, E(τ)〉

− gτβ[〈E(m),∇E(τ)
E(β)〉]H〈δH, E(m)〉.

But, 〈δH, E(j)〉 = 0 for all j = 1, 2, . . . , m − 1, so

R = Rreg + [〈gmβE(α) − gαβE(m),∇E(α)
E(β)〉]H〈δH, E(m)〉.

The desired formula for the scalar curvature follows. The regularity of the cur-

vature tensors follows from Theorem 3.8, since the connection ∇ associated with

such a metric is of class L2
loc(M) ∩ W 1,p

loc (M±).
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4.4. Vacuum spacetimes

In the vacuum, the Einstein equations reduce to the Ricci-flat condition

Ric = 0.

This condition restricts the type of jumps that are allowed across a hypersurface.

Consider, for instance, a smooth hypersurface H ⊂ M separating two submani-

folds with boundary H in a smooth manifold M = M− ∪ M+. If the metric g is

continuous over M, smooth in M±, but has discontinuous derivatives across the

hypersurface H, then the Ricci-flat condition implies that, for the Levi–Civita

connection induced by g and for all Y ∈ T1
0(M),

〈E(m),∇E(j)
Y 〉 and 〈E(j),∇E(j)

Y 〉 are continuous across H.

In the particular case that the hypersurface H is nowhere null, this condition

implies that the metric g must be at least of class C1. On the other hand, if H is

a null hypersurface, then the derivatives of the metric g need not be continuous

across H.

5 – Geometry induced on a hypersurface by a connection

5.1. Preliminaries

We now turn our discussion to the geometry of smooth and oriented hy-

persurfaces within a connected, oriented, C∞-differentiable m-manifold M. The

arguments presented below also apply to the case that H is the boundary of

a manifold with boundary. We begin our discussion by fixing a differentiable

manifold endowed with a connection ∇ with limited regularity and, in Section 6

below, we specialize the results to the case that the connection is determined by

a Lorentzian metric g.

Several difficulties arise with Lorentzian metrics, which contrasts with what

happens with Riemannian metrics. First, a Lorentzian metric on a manifold does

not always induce a non-degenerate metric on a hypersurface via the usual pull-

back. Second, a connection on a manifold does not induce directly any useful

geometry on a hypersurface, since, in general, ∇XY 6∈ TH even if X, Y ∈ TH.

Moreover, no canonical projection of TxM on TxH is available in general.

Recall that prescribing a connection is equivalent to prescribing a parallel

transport of tangent vectors. Therefore, the choice of a parallel transport on a
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manifold clearly does not induce a rule for parallel transporting vectors tangent

to a submanifold. Our objective will be to circumvent these difficulties by using

a suitable concept of projection from TxM into TxH.

Throughout our investigation, it will be important to distinguish between

several operations of “restriction”. On one hand, given a (scalar, vector field,

general tensor) field defined at every point of M we can obviously restrict it to

points on the hypersurface H. On the other hand, given a tensor field defined on

the whole tangent and cotangent spaces TxM, T ⋆
xM, x ∈ H, we can restrict it to

the spaces TxH, T ⋆
xH. Both restrictions arise in our discussion.

All formulas will be expressed in a coordinate-free form and, when necessary,

all calculations will be performed in a moving frame of the tangent space and in

its dual frame of the cotangent space. The components in these moving frames of

a vector field X and a 1-form field ω will be denoted by Xα and ωα, respectively.

Indices are raised and lowered by using the metric tensor gαβ and its inverse,

denoted by gαβ . In particular, the functions Xβ = gβαXα defined in this fashion

are the components of a 1-form, denoted X♭, and the functions ωβ = gβαωα are

the components of a vector field, denoted ω♯.

5.2. Rigging field and projection operators

We consider the tangent and cotangent spaces TxM and T ⋆
xM at x ∈ M and

the tangent and cotangent spaces TxH and T ⋆
xH at x ∈ H. Recall first that, for

every x ∈ H, the tangent space of H at x can be viewed as a subspace of the

tangent space of M,

(5.1) TxH ⊂ TxM,

since TxH consists of (equivalence classes of) paths restricted to lie in H ⊂ M.

By contrast, no similar canonical inclusion is available for the cotangent space.

Indeed, a form α ∈ T ⋆
xH is defined solely on TxH and cannot be canonically

extended to the whole of TxM.

In view of (5.1), the most fundamental object one can associate to H is a

normal form n ∈ T0
1(M), which is a 1-covariant tensor field x 7→ nx defined on

the whole of M and whose restriction on H is uniquely characterized (up to a

scalar multiplicative factor) by the conditions (x ∈ H)

(5.2) 〈nx, X〉

{
= 0, X ∈ TxH,

6= 0, X /∈ TxH.

To determine a canonical decomposition of the cotangent space, the normal

form must be supplemented by a rule to identify T ⋆H to a subset of T ⋆M. This
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motivates the following definition which was discussed in [2, 4, 19] and, more

recently, in Mars and Senovilla [10].

Definition 5.1. A rigging vector field along H is a vector field x ∈ H 7→

ℓx ∈ TxM satisfying

ℓx /∈ TxH, 〈nx, ℓx〉 = 1.

The prescription of a rigging ℓ allow us to decompose the tangent space to M

at a point of the hypersurface, as follows

(5.3) TxM = Vect(ℓx) ⊕ TxH, x ∈ H,

where Vect(ℓx) is the vector space generated by ℓx. Hence, given any point x ∈ H,

to any vector Xx ∈ TxM one can associate its rigging projection (or projection

in the direction of the rigging), X̃x ∈ TxH, so that

X = 〈n, X〉 ℓ + X̃.

Analogously, we can decompose the cotangent space to M at a point of the

hypersurface, as follows

(5.4) T ⋆
xM = Vect(nx) ⊕ T ⋆

xH, x ∈ H,

where we are now able to identify the fibers of the cotangent bundle T ⋆H with

fibers of the (restriction to H of the) cotangent bundle T ⋆M,

(5.5) T ⋆
xH =

{
θ ∈ T ⋆

xM / 〈θ, ℓx〉 = 0
}
, x ∈ H.

Hence, given any point x ∈ H and any 1-form θ, we determine the normal

projection (or projection in the direction of the normal form), θ
˜
∈ T ⋆H, so that

θ = 〈θ, ℓ〉n + θ
˜

.

It must be observed that both projection operators above involve the normal

form and do depend on the choice of the rigging vector. However, the projected

form θ
˜

is independent of this choice, since

〈 θ
˜

, X〉 = 〈θ, X〉, X ∈ TH.
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5.3. Projections expressed in a local frame

We now introduce bases of the tangent and cotangent spaces that are adapted

to the projection operators. At each x ∈ H, we supplement the vector ℓx with a

basis E(a),x (a = 1, 2, . . . , m − 1) of the tangent space TxH. The form nx is then

naturally supplemented with the corresponding dual basis E
(a)
x (a=1,2, . . . , m−1),

so that the frames are characterized by the orthogonality conditions

(5.6)
ℓαnα = 1, ℓαE(a)

α = 0,

Eα
(a)nα = 0, Eα

(a)E
(b)
α = δb

a,

where δb
a is the standard Kronecker symbol.

To compute the projections, we introduce the tensor

Pα
β := δα

β − nα ℓβ ,

so that the components of the projection of a vector X and a form θ read

(5.7) X̃α := Pβ
α Xβ , θ

˜ α = Pα
βθβ .

Clearly, the projections of the vector ℓ and the form n vanish identically. The

projected vectors and forms lie in TxH and T ⋆
xH, respectively and, therefore, can

be alternatively expressed in the corresponding bases E(a) and E(a), respectively.

So, we will also write X̃ = X̃aE(a) and θ
˜

= θ
˜ aE

(a), where the components of

the projected vectors and forms are determined by

(5.8) X̃a := XαE(a)
α , θ

˜ a := θαEα
(a).

Recall that Greek and Latin indices describe 1, . . . , m and 1, . . ., m − 1, respec-

tively.

5.4. Connections on H induced by projecting ∇

The projection operators defined in Section 5.2 lead us naturally to introduce

a connection on the hypersurface which depends on the choice of the rigging

vector ℓ. Denoted by ∇
˜

, this connection is defined by simply projecting the

original connection ∇, i.e.,

(5.9) ∇
˜XY := ∇̃XY , X, Y ∈ T

1
0(H).

We will refer to it as the projected connection. The tilde symbol is placed below,

and this notation will be justified in Section 6.5, that is, when ∇ is the Levi–

Civita connection associated with a metric g and ℓ is the normal vector field to a
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non-null hypersurface H, then ∇
˜

is the Levi–Civita connection associated with

the pull-back g
˜

of the metric g.

Proposition 5.2 (Properties of the projected connection).

1. ∇
˜

is a connection operator, i.e., satisfies the linearity and Leibnitz properties

∇
˜ λX+λ′X′Y = λ∇

˜XY + λ′∇
˜X′Y,

∇
˜X(Y + Y ′) = ∇

˜XY + ∇
˜XY ′, ∇

˜X(λ Y ) = λ∇
˜XY + X(λ)Y,

for all vector fields X, X ′, Y, Y ′ ∈ T1
0(H) and all smooth functions λ, λ′ :

H → R.

2. If ∇ is of class W k,p
loc (M) for some k, p ≥ 1, then ∇

˜
is of class W

k−1/p,p
loc (H).

3. The torsion of ∇
˜

satisfies

(5.10) T
˜

(X, Y ) = T̃(X, Y ), X, Y ∈ T
1
0(H).

As a consequence, if the connection ∇ has zero torsion, then the projected

connection ∇
˜

also has zero torsion.

Proof: Since ∇
˜XY is the projection of ∇XY on TH, in order to prove the

second assertion of the theorem it suffices to prove the following property: if a

vector field Z belongs to W k,p
loc T 1

0 (M), then
˜
Z belongs to W

k−1/p,p
loc T 1

0 (H). How-

ever, this property follows immediately from (5.7) and the usual trace properties

of Sobolev functions.

Since the Lie bracket on H of two vector fields X, Y ∈ T1
0(H) coincides with

the Lie bracket on M of the same vector fields, the vector field (∇
˜XY −∇

˜ Y X −

[X, Y ]) ∈ TH is the projection on TH of the vector field (∇XY −∇Y X−[X, Y ]) ∈

TM. This means that T
˜

(X, Y ) = T̃(X, Y ). In particular, this relation shows that

if the connection ∇ has zero torsion, then the projected connection ∇
˜

on TH

also has zero torsion.

5.5. Second fundamental form

Let us now introduce the second fundamental form (also called the “shape

tensor”) of the hypersurface as the 2-covariant tensor field K defined by

K(X, Y ) := 〈∇Xn, Y 〉, X, Y ∈ T
1
0(H).
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Since 〈∇Xn, Y 〉 = ∇X(〈n, Y 〉) − 〈n,∇XY 〉, we also have

K(X, Y ) = −〈n,∇XY 〉, X, Y ∈ T
1
0(H).

The tensor K is the pull-back of the 2-covariant tensor field ∇n of M, where

n ∈ T0
1(M) is any extension of the normal form n outside the hypersurface (such

an extension always exists and the definition of K does not depend on the choice

of the extension).

Lemma 5.3.

1. On the hypersurface H, the connection ∇ can be expressed in terms of

∇
˜

and K, as follows :

(5.11) ∇XY = ∇
˜XY − K(X, Y ) ℓ, X, Y ∈ T

1
0(H).

2. If ∇ is of class W k,p
loc (M) for some k, p ≥ 1, then K is of class W

k−1/p,p
loc (H).

3. The second fundamental form satisfies the relation

K(Y, X) − K(X, Y ) = 〈n,T(X, Y )〉, X, Y ∈ T
1
0(H).

In particular, if ∇ has zero torsion, then the second fundamental form is

a symmetric 2-covariant tensor.

Proof: The decomposition (5.3) of the tangent space TM shows that

∇XY = ∇
˜XY + 〈n,∇XY 〉 ℓ.

Combining this relation with the definition of the second fundamental form gives

the formula (5.11).

The regularity of K(X, Y ), X, Y ∈ T1
0(H), follows from Proposition 5.2.

Since [X, Y ] ∈ T1
0(H) for all X, Y ∈ T1

0(H), we have

K(Y, X) − K(X, Y ) = 〈n,∇XY −∇Y X〉

= 〈n, [X, Y ] + T(X, Y )〉 = 〈n,T(X, Y )〉.

Beside the second fundamental form, we also introduce the Christoffel symbols

associated with ∇. Decomposing the vector fields ∇E(a)
E(b) ∈ TM and ∇E(a)

ℓ ∈

TM on the basis {E(c), ℓ}, we set

(5.12)
∇E(a)

E(b) = Γc
ab E(c) − Kab ℓ,

∇E(a)
ℓ = Lc

a E(c) + Ma ℓ,
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where the coefficients Γc
ab, Kab, Lc

a, and Ma are functions defined on H. In turn,

these equations give the following decomposition of 1-form fields:

(5.13)
∇E(a)

E(b) = −Γb
ac E(c) − Lb

a n,

∇E(a)
n = Kac E(c) − Ma n.

From the equation (5.11) and the fact that the connection ∇
˜

has zero torsion,

we immediately deduce that :

Lemma 5.4. The projected connection ∇
˜

, the second fundamental form

K, and the Lie bracket are related to the above coefficients via the following

formulas:
∇
˜ E(a)

E(b) = Γc
abE(c), K(E(a), E(b)) = Kab,

[E(a), E(b)] = (Γc
ab − Γc

ba) E(c).

5.6. Gauss and Codazzi equations

We now turn to the discussion of the properties of the Riemann curvature

tensors Riem and Riem
˜

, which are naturally associated with the connections

∇ and ∇
˜

, respectively. We assume for simplicity that ∇ has zero torsion.

Before we can relate the curvature tensor Riem on M with the curvature

tensor Riem
˜

on the hypersurface H, we first recall the definition of the Riemann

tensor:

(5.14) Riem(X, Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z,

where [X, Y ] is the Lie bracket. Choosing now X, Y, Z ∈ T1
0(H) and using (5.11),

we compute

∇X∇Y Z = ∇X

(
∇
˜ Y Z − K(Y, Z) ℓ

)
= ∇

˜X∇
˜ Y Z − K(X,∇

˜ Y Z) ℓ −∇X(K(Y, Z) ℓ)

= ∇
˜X∇

˜ Y Z − K(Y, Z)∇Xℓ −
(
K(X,∇

˜ Y Z) + X(K(Y, Z))
)
ℓ,

and

∇[X,Y ]Z = ∇
˜ [X,Y ]Z − K([X, Y ], Z) ℓ.

We deduce that

Riem(X, Y )Z

= Riem
˜

(X, Y )Z − K(Y, Z)∇Xℓ + K(X, Z)∇Y ℓ

−
(
K(X,∇

˜ Y Z) − K(Y,∇
˜XZ) + X(K(Y, Z)) − Y (K(X, Z)) − K([X, Y ], Z)

)
ℓ.
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Since
X(K(Y, Z)) − K(Y,∇

˜XZ) = (∇
˜XK)(Y, Z) + K(∇

˜XY, Z),

Y (K(X, Z)) − K(X,∇
˜ Y Z) = (∇

˜ Y K)(X, Z) + K(∇
˜ Y X, Z),

and since the torsion of the connection ∇
˜

vanishes, we finally obtain

(5.15)
Riem(X, Y )Z =Riem

˜
(X, Y )Z − K(Y, Z)∇Xℓ + K(X, Z)∇Y ℓ

−
(
(∇
˜XK)(Y, Z) − (∇

˜ Y K)(X, Z)
)
ℓ.

Another useful relation is derived from (5.14) by taking X, Y ∈ T1
0(H) and

Z = ℓ, that is,

(5.16)
Riem(X, Y )ℓ

= ∇
˜X

(
∇̃Y ℓ

)
−∇

˜ Y

(
∇̃Xℓ

)
− ∇̃[X,Y ]ℓ − 〈n,∇Xℓ〉∇̃Y ℓ + 〈n,∇Y ℓ〉∇̃Xℓ

+
(
X(〈n,∇Y ℓ〉) − Y (〈n,∇Xℓ〉) − 〈n,∇[X,Y ]ℓ〉 − K(X, ∇̃Y ℓ) + K(Y, ∇̃Xℓ)

)
ℓ.

We are now in a position to contract the general identity (5.15) with an

arbitrary 1-form field θ among n, E(a), while the vectors fields X, Y, Z are chosen

arbitrarily among E(a). Likewise, the general identity (5.16) can be contracted

with an arbitrary 1-form field θ among n, E(a), while the vectors fields X, Y can

be chosen arbitrarily among E(a). As usual, the components of the Riemann

curvature tensor Riem
˜

are defined by

Riem
˜

(E(a), E(b))E(c) =
˜
Rd

cab E(d).

The regularity assumption in the next theorem is such that the equalities (5.15)

and (5.16) have traces on the hypersurface H.

Theorem 5.5. Assume that ∇ is of class W k,p
loc (M), with k ≥ 2 and p > m/k.

Then the Riemann curvature tensor Riem is of class W k−1,p
loc (M), the connection

∇
˜

and the functions Γc
ab, Kab, Lc

a, Ma are of class W
k−1/p,p
loc (H), and together

they satisfy the following relations:

1. Choosing X = E(a), Y = E(b), Z = E(c) and θ = E(d) in (5.15) one obtains

the Gauss equations

(5.17) E
(d)
δ Rδ

γαβEγ
(c)E

α
(a)E

β
(b) =

˜
Rd

cab + KacL
d
b − KbcL

d
a.

2. Choosing X = E(a), Y = E(b), Z = E(c) and θ = n in (5.15) one obtains

the Codazzi-1 equations

(5.18) nδR
δ
γαβEγ

(c)E
α
(a)E

β
(b) = ∇

˜ bKac −∇
˜ aKbc + KacMb −KbcMa.
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3. Choosing X = E(a), Y = E(b) and θ = E(d) in (5.16) one obtains the

Codazzi-2 equations

(5.19) E
(d)
δ Rδ

γαβℓγEα
(a)E

β
(b) = ∇

˜ aL
d
b −∇

˜ bL
d
a + Ld

aMb − Ld
bMa.

4. Choosing X= E(a), Y = E(b) and θ = n in (5.16) one obtains the Codazzi-3

equations

(5.20) nδR
δ
γαβℓγEα

(a)E
β
(b) = ∇

˜ aMb −∇
˜ bMa + KbcL

c
a − KacL

c
b.

Proof: The Gauss and Codazzi-1 equations follow directly from (5.15) and

(5.12). Now, in order to establish Codazzi-2 and Codazzi-3 equations, we write

the equation (5.16) with X = E(a) and Y = E(b), i.e.,

Riem(E(a), E(b))ℓ

= ∇
˜ E(a)

(Lc
bE(c)) −∇

˜ E(b)
(Lc

aE(c)) − (Γc
ab − Γc

ba)Ld
cE(d) − MaL

d
bE(d) + MbL

d
aE(d)

+
(
E(a)(Mb) − E(b)(Ma) − (Γc

ab − Γc
ba)Mc − KacL

c
b + KbcL

c
a

)
ℓ.

Since

∇
˜ E(a)

(Lc
bE(c)) = E(a)(L

c
b)E(c) + Lc

bΓ
d
ac E(d) =

(
∇
˜ E(a)

Ld
b + Γc

abL
d
c

)
E(d),

E(a)(Mb) = ∇
˜ aMb + Γc

abMc,

the previous equation becomes

Riem(E(a), E(b))ℓ =
(
∇
˜ aL

d
b −∇

˜ bL
d
a + Ld

aMb − Ld
bMa

)
E(d)

+
(
∇
˜ aMb −∇

˜ bMa + KbcL
c
a − KacL

c
b

)
ℓ.

Then the Codazzi-2 and Codazzi-3 equations are obtained by contracting this

equation with E(d) and n, respectively.

6 – Geometry on a hypersurface induced by a metric

6.1. Rigging versus normal vector fields

From now on, we assume that the manifold M is endowed with a Lorentzian

metric g. Then, g induces a unique connection ∇ on M, called the Levi–Civita

connection, such that

∇g = 0, T = 0.
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Our aim is now to investigate the geometry induced by g and ∇ on a general

hypersurface H ⊂ M.

We now specialize the results in Section 5.2 to Lorentzian manifolds, and

discuss the properties of the projection operators on TH and T ∗H. Recall the

following terminology for vectors X ∈ TxM:

g(X, X)





< 0, timelike,

= 0, null,

> 0, spacelike.

From the normal form n, one can determine the normal vector field n♯ as the

unique vector field in TM satisfying

gx(n♯
x, X) = 〈nx, X〉, X ∈ TxM, x ∈ M.

It is important to observe that supplementing the subspace TxH ⊂ TxM with the

normal vector n♯
x does not always yield a canonical decomposition of the tangent

space TxM, since in the Lorentzian setting the normal vector may well belong to

TxH (in that case the hypersurface is called null at x). Precisely, by (5.2), the

normal vector n♯
x at x ∈ H belongs to TxH if and only if n♯

x is a null vector, that

is g(n♯, n♯) = 0.

Therefore the prescription of a rigging vector field ℓ (cf. Definition 5.1) is

necessary for general hypersurfaces. Specifically,

(1) If H is a general hypersurface, then TxH, x ∈ H, is supplemented with

a rigging vector field ℓ as in Section 5.2.

(2) If H is nowhere null, then one can choose the rigging vector field to be

the normal vector field, that is ℓ = n♯. Note that the regularity of n♯

depends on the metric, as follows:

(3) n♯ and gαβ have the same regularity: in particular, if gαβ is uniformly

non-degenerate and gαβ ∈ L∞
loc ∩ W k,p

loc (M), then gαβ and n♯ also belong

to L∞
loc ∩ W k,p

loc (M).

In Sections 6.2–6.4 we study the geometry of a general hypersurface H (ℓ 6= n♯)

and in Section 6.5 we specialize the results to a nowhere null hypersurface

(ℓ = n♯).
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6.2. Metrics on H induced by the metric g

To the metric tensor g (a symmetric 2-covariant tensor) and to its inverse

(a symmetric 2-contravariant tensor), we associate their projections

g
˜

:= g
˜

ab E(a) ⊗ E(b), g̃ := g̃ ab E(a) ⊗ E(b),

whose components are given by

g
˜

ab := gαβ Eα
(a)E

β
(b), g̃ ab := gαβE(a)

α E
(b)
β .

The metric g
˜

is simply the restriction of the original metric gαβ to the tangent

space TxH and, as such, is independent of ℓ, while g̃ is the restriction of gαβ to

the cotangent space T ⋆
xH and depends on ℓ. Note that the matrix g̃ ab is not the

inverse of the matrix g
˜

ab.

Observe that the (possibly degenerate) 2-covariant tensor g
˜

ab allows us to

lower the indices of any vector field in TH, while the (possibly degenerate)

2-contravariant tensor g̃ ab allows us to raise the indices of any form in T ⋆H.

In particular, to the projections of a vector Xx ∈ TxM and a form θx ∈ T ⋆
xM

we can associate the following form and vector, respectively,

(6.1) X̃a := g
˜

ab X̃b, θ
˜

a := g̃ ab θ
˜ b.

Alternatively, to the vector Xα and the form θα we can first associate the corre-

sponding form Xα = gαβXβ and vectors θα = gαβ θβ and, next, project them to

obtain the form
˜
Xa and vector θ̃a, respectively.

We now investigate the properties of these projections.

Theorem 6.1 (Projections of a Lorentzian metric and of vector fields). Given

a rigging field ℓ, the two projections g
˜

ab and g̃ab of a Lorentzian metric g : x∈M

→ gx ∈ T 0
2,xM satisfy the following properties:

(1) g
˜

ab is degenerate at x ∈ H if and only if n♯
x ∈ TxM is a null vector.

(2) g̃ab is degenerate at x ∈ H if and only if ℓx ∈ TxM is a null vector.

(3) In general, the projections of vectors do not commute with the operations

of raising or lowering the indices, that is, for general vectors Xα and

1-forms θα,

(6.2) X̃a 6=
˜
Xa, θ

˜
a 6= θ̃a.

(4) The projections of the fields ℓ and n satisfy
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ℓ̃a = 0, n
˜ a = 0,(6.3)

ña = −(nαnα) ℓ
˜a, ña ℓ

˜a = 1 − (nαnα) (ℓβℓβ).(6.4)

Proof: (1) By the definition of the normal vector n♯
x ∈ TxM, we have

gx(n♯
x, Xx) = 0, Xx ∈ TxH.

If the vector n♯
x ∈ TxM is null at x ∈ H, then n♯

x ∈ TxH (see Section 2) and the

relation above shows that g
˜

x is degenerate (n♯
x 6= 0 by definition).

Conversely, if g
˜

is degenerate at x ∈ H, then there exists a vector Yx ∈

TxH \ {0} such that

g
˜

x(Yx, Xx) = 0, Xx ∈ TxH.

This implies that kerY ♭
x = TxH, where Y ♭

x denotes the form associated with Yx.

Since on the other hand the normal form satisfies kernx = TxH, there exists a

constant C 6= 0 such that Y ♭
x = Cnx or, equivalently, such that Yx = Cn♯

x. Hence

n♯
x ∈ TxH, which means that nx is a null vector (see Section 2).

(2) By the definition of the dual space T ⋆
xH (see (5.5)), the 2-contravariant

tensor g−1 defined by its components gαβ satisfies

g−1
x (ℓ♭

x, θx) = 〈θx, ℓx〉 = 0, θx ∈ T ⋆
xH.

If the vector ℓx ∈ TxM is null at x ∈ H, then 〈ℓ♭
x, ℓx〉 = 0 and therefore ℓ♭

x ∈ T ⋆
xH

by (5.5). Then the relation above shows that g̃x, which is the restriction of g−1
x

to T ⋆
xH, is degenerate (ℓ♭

x 6= 0 by the definition of the rigging vector).

Conversely, if g̃ is degenerate at x ∈ H, then there exists a form φx ∈ T ⋆
xH\{0}

such that

g̃x(φx, θx) = 0, θx ∈ T ⋆
xH.

This implies that the kernel of φ♯
x : T ⋆

xM → R is T ⋆
xH (φx is defined over the

whole space TxM by (5.5)). But T ⋆
xH is also the kernel of ℓx : T ⋆

xM → R (see

(5.5)). Therefore, there exists a constant C 6= 0 such that φ♯
x = Cℓx. This implies

that ℓ♭
x ∈ T ⋆

xH, which in turn yields that ℓx is a null vector (see (5.5)).

It remains to prove (6.4). Using the definitions above, we first have

ña = g
˜

ab ñb = (gσβ Eσ
(a)E

β
(b))(E

(b)
α nα).

But, Eβ
(b)E

(b)
α =Pα

β, where Pα
β is the projection operator defined in Section 5.3, since

Pα
β Xα = X̃β = Eβ

(b) X̃b

= Eβ
(b) E(b)

α Xα
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for all X ∈ TM. Hence,

ña = gσβ Eσ
(a)Pα

βnα = gσβ Eσ
(a)(n

β − ℓβnα)nα = −Eσ
(a)ℓσnαnα = −(nαnα) ℓ

˜a

and the first equation in (6.4) is established. The second one is obtained by

computing
ña ℓ

˜a = 〈ñ , ℓ
˜
〉 = ñα ℓ

˜α

= (nα − ℓαnβnβ)(ℓα − nαℓβℓβ)

= 1 − (nαnα) (ℓβℓβ).

6.3. Connections on H induced by the metric g

The natural connection on H induced by the metric g is the Levi–Civita

connection associated with the projected metric g
˜

(the pull-back of the metric

g). However this is not possible in general because g
˜

is degenerate at the points

where the hypersurface H is null. This leads us to follow one of the following two

strategies:

(1) Either define the Levi–Civita connection ∇̃ associated with the metric g̃

defined on the cotangent bundle T ∗H.

(2) Or define the connection ∇
˜

by projecting the connection ∇ (∇
˜

is not

the Levi–Civita connection associated with the metric g
˜

defined on the

tangent bundle T ∗H, save for ℓ = n♯).

We first define the connection ∇̃ which requires the additional assumption

that

(6.5) the rigging vector ℓ is no-where null on H.

Under this assumption, Theorem 6.1 shows that g̃ab is a non-degenerate tensor

on H, and we can introduce its inverse

(
γab

)
:=

(
g̃ab

)−1
.

Then, the connection ∇̃ is defined as the unique Levi–Civita connection associ-

ated with the (non-degenerate) metric tensor γab. This connection induced by

projecting the dual of the metric g will be referred to as the metric connection.

Next, we define the connection ∇
˜

by the formula (5.9), where ∇ is the Levi–

Civita connection associated with the given metric g. In particular, ∇
˜

satisfies

the properties stated in Proposition 5.2.

The following Proposition gather the principal properties of the connections

∇̃ and ∇
˜

:
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Proposition 6.2.

1. The operator ∇̃ is a metric connection (by construction) and, in particular,

has zero torsion.

2. The operator ∇
˜

need not be a metric connection, that is, it need not

be the Levi–Civita connection associated with a non-degenerate metric.

In general,

∇
˜

g
˜
6= 0

with the notable exception when ℓ is chosen to be n♯ (for non-null hyper-

surfaces). Still, ∇
˜

has always zero torsion, that is,

∇
˜XY −∇

˜ Y X − [X, Y ] = 0, X, Y ∈ T
1
0(H).

3. We have

∇̃ = ∇
˜

+ F,

where F : T1
0(H) × T1

0(H) → D′T 1
0 (H) is the (1, 2)-tensor field defined by

g̃−1(F (X,Y ), Z) :=
1

2

(
(∇
˜X g̃−1)(Y,Z) + (∇

˜ Y g̃−1)(X,Z) − (∇
˜Z g̃−1)(X,Y )

)

for all X, Y, Z ∈ T1
0(H). Note that the tensor field F depends on ℓ and

that F 6= 0, except in the case that ℓ = n♯ (for non-null hypersurfaces).

Proof: We only need to prove the last assertion. Since the connection ∇̃

satisfies the Koszul formula (γ := g̃−1)

2 γ(∇̃XY, Z) =X(γ(Y, Z)) + Y (γ(X, Z)) − Z(γ(X, Y ))

− γ(X, [Y, Z]) − γ(Y, [X, Z]) + γ(Z, [X, Y ]),

and the connection ∇
˜

satisfies

(∇
˜Xγ)(Y, Z) = X(γ(Y, Z)) − γ(∇

˜XY, Z) − γ(Y,∇
˜XZ),

we deduce that

2 γ(∇̃XY, Z) =(∇
˜Xγ)(Y, Z) + (∇

˜ Y γ)(X, Z) − (∇
˜ Zγ)(X, Y ) + 2 γ(∇

˜XY, Z)

− γ(∇
˜XY −∇

˜ Y X − [X, Y ], Z) + γ(∇
˜XZ −∇

˜ ZX − [X, Z], Y )

+ γ(∇
˜ Y Z −∇

˜ ZY − [Y, Z], X).

But the connection ∇
˜

has zero torsion and thus the above formula reduces to

2 γ(∇̃XY, Z) = 2γ(F (X, Y ), Z) + 2 γ(∇
˜XY, Z),

where F is the tensor field defined in the statement of the Proposition. The proof

is completed.
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6.4. Gauss and Codazzi equations

The Riemann curvature tensors defined on the hypersurface H by the connec-

tions ∇
˜

and ∇̃ are related to one another via the tensor field F and its covariant

derivative ∇F , since ∇̃ = ∇
˜

+ F . Moreover, we have seen in Section 5.6 that

the Riemann curvature tensor associated with ∇
˜

and the Riemann curvature

tensor associated with ∇ are related by the Gauss and Codazzi equations given

by Theorem 5.5 (the assumptions of this Theorem are clearly satisfied).

We now take advantage of the fact that ∇ is a metric connection (i.e., ∇ is

the Levi–Civita connection associated with the metric g) and establish further

properties of the geometry of H. It is well known that the 4-covariant Riemann

tensor defined by

Riem(W, Z, X, Y ) := g(W,Riem(X, Y )Z)

satisfies the symmetries

(6.6)
Riem(W, Z, X, Y ) = Riem(X, Y, W, Z)

= −Riem(W, Z, Y, X) = −Riem(Z, W, X, Y ),

as well as the Bianchi identities

(6.7)
Riem(W, Z, X, Y ) + Riem(W, X, Y, Z) + Riem(W, Y, Z, X) = 0,

∇XRiem(W, U, Y, Z) + ∇Y Riem(W, U, Z, X) + ∇ZRiem(W, U, X, Y ) = 0,

for all X, Y, Z, U, W ∈ T1
0(M). This implies that the left-hand sides of the Gauss

and Codazzi equations satisfy the above symmetry relations. Consequently, their

right-hand sides must also satisfy these symmetry relations. In view of the rela-

tions (5.17)–(5.20), this yields the compatibility relations that
˜
Rd

abc, Kab, Lc
a and

Ma must satisfy.

6.5. The case of nowhere null hypersurfaces

If the hypersurface H is no-where null, i.e., the normal vector n♯
x is not null

at any point of x ∈ H, then we can choose the particular rigging vector field

ℓ = n♯.

With this choice, the following properties hold:

(1) The projection operators do commute with the operations of raising or

lowering the indices, that is, for general vectors Xα and 1-forms θα,

X̃a =
˜
Xa, θ

˜
a = θ̃a.
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(2) The two connections defined in Section 6.3 coincide,

∇
˜

= ∇̃,

and are nothing but the Levi–Civita connection associated with the

metric g
˜

ab.

(3) The coefficients appearing in the equations (5.12) satisfy

Lc
a = Kab g

˜
bc, Ma = 0.

This is consequence of the relations

0 = ∇E(a)
(g(E(b), n

♯)) = g(∇E(a)
E(b), n

♯) + g(E(b),∇E(a)
n♯)

= −Kab + g
˜

bcL
c
a

and

0 = ∇E(a)
(g(n♯, n♯)) = 2g(∇E(a)

n♯, n♯) = 2Ma,

themselves following from the fact that the connection on M satisfies

∇g = 0 combined with the orthogonality between the normal vector n♯

and the vectors fields E(c) ∈ TH (i.e., g(n♯, E(c)) = 0).

(4) The Gauss and Codazzi equations (5.17)–(5.20) reduce to the usual Gauss

and Codazzi equations associated with a hypersurface. Indeed, using

ℓ = n♯ one can see that the Codazzi-2 equations are equivalent to the

Codazzi-1 equations and that the Codazzi-3 equations vanish identically.
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