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Abstract. Using continuation theorems of Leray-Schauder degree theory, we obtain exis-
tence results for the first order quasilinear boundary value problem

�
fðuÞ

� 0 ¼ f ðt; uÞ; uðTÞ ¼ buð0Þ;

where f : R! ð�a; aÞ is an homeomorphism such that fð0Þ ¼ 0 and f : ½0;T � � R! R

is a continuous function, a and T being positive real numbers and b some non zero real
number.
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1. Introduction

We consider in this paper the first order quasilinear boundary value problem

�
fðuÞ

� 0 ¼ f ðt; uÞ; uðTÞ ¼ buð0Þ; ðPbÞ

where f : R! ð�a; aÞ is an homeomorphism such that fð0Þ ¼ 0, f : ½0;T � � R

! R is a continuous function, a and T are positive real number and b is a real

nonzero number. We call solution of this problem any function u : ½0;T � ! R

such that fðuÞ is continuously di¤erentiable, satisfying the two conditions of ðPbÞ.
Several papers have been recently devoted to the study of the second order

version of this problem

�
fðu 0Þ

� 0 ¼ f ðt; u; u 0Þ; lðu; u 0Þ ¼ 0; ðQÞ



where lðu; u 0Þ ¼ 0 denotes the periodic, Neumann or Dirichlet boundary con-

ditions. For positive classical or non classical solutions, fðsÞ ¼ s=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2
p

(for

which the left-member of ðQÞ is the curvature of the graph of u) and Dirichlet

conditions, one can consult [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [16], [17],

[18], [19], [20], [21]. In [1] and [2], the scalar case with f like in ðPbÞ and f con-

tinuous is considered, and it is observed that the non-surjectivity of f on R leads to

some di‰culties, with respect to the classical case f : R! R and to the relativistic

case f : ð�a; aÞ ! R. Among others ones the following theorems are proved in

[1], [2], where a solution of problem ðQÞ is any function u : ½0;T � ! RN of class

C1 such that fðu 0Þ is absolutely continuous, which satisfies the two conditions of

ðQÞ a.e. on ½0;T �.

Theorem A. If the function f satisfies the following conditions:

(1) There exists c a Cð½0;T �Þ such that kc�k1 < a
2 and f ðt; u; vÞb cðtÞ for all

ðt; u; vÞ a ½0;T � � R2, where c� :¼ maxf�c; 0g.
(2) There exists R > 0 and e a fe1g such that for all u a Cð½0;T �Þ,

e

ðT

0

f
�
t; uðtÞ; u 0ðtÞ

�
dt > 0 if min ubR; ku 0klaM;

e

ðT

0

f
�
t; uðtÞ; u 0ðtÞ

�
dt < 0 if max ua�R; ku 0klaM;

where M :¼ maxfjf�1ð2kc�k1Þj; jf�1ð�2kc�k1Þjg,

problem ðQÞ with periodic or Neumann boundary conditions has at least one

solution.

Theorem B. If the function f satisfies the condition

bc > 0; Eðt; u; vÞ a ½0;T � � R2 : j f ðt; u; vÞja c <
a

2T
;

problem ðQÞ with Dirichlet boundary conditions has at least one solution.

Inspired by those results, we study the problem ðPbÞ by using similar topological

methods based upon Leray-Schauder degree [14]. Such a problem does not seem

to have been considered in the literature.

In this paper, we denote by Cð½0;T �Þ the space of continuous functions from

½0;T � to R equiped by the supremum norm k�kl. For u a Cð½0;T �Þ, we write

um :¼ min
½0;T �

u; uM :¼ max
½0;T �

u:
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If W is an open bounded set of Cð½0;T �Þ (resp. Rn) and if w : W! Cð½0;T �Þ (resp.
f : W! Rn) is a completely continuous operator (resp. continuous mapping)

without fixed-point (resp. zero) on qW, we denote by degLS½id � w;W� (resp.
degB½ f ;W�) the Leray-Schauder (resp. Brouwer) degree of the operator id � w

(resp. f ) on W at 0. If h a Cð½0;T �Þ, h denotes the mean value T�1
Ð T

0 h of

h, and hþ, h� respectively maxfh; 0g and maxf�h; 0g. At last, if t a R0 and

f : R! ð�a; aÞ is an homeomorphism, sgnðtÞ and sðfÞ denote respectively the

function equal to 1 if t > 0 and �1 if t < 0, and to 1 if f is increasing and �1 if

f is decreasing. Finally, let

Bf;b : R! R; u! fðbuÞ � fðuÞ: ð1Þ

The main result of this paper is the following one, and can be seen as a variant

of Theorem A above for problem ðPbÞ.

Theorem 1. If the function f satisfies the following conditions (i) (resp. (i 0)) and (ii)

(resp. (ii 0)):

(i) There exists M1 < M2 such that for all u a Cð½0;T �Þ,

ðT

0

f
�
t; uðtÞ

�
dt > supBf;b if umbM2;

ðT

0

f
�
t; uðtÞ

�
dt < inf Bf;b if uM aM1;

(i 0) There exists M1 < M2 such that for all u a Cð½0;T �,

ðT

0

f
�
t; uðtÞ

�
dt > supBf;b if uM aM1;

ðT

0

f
�
t; uðtÞ

�
dt < inf Bf;b if umbM2;

(ii) jfðM2Þ þ sðfÞ
Ð T

0 f þðt;M2Þ dtj < a, jfðM1Þ � sðfÞ
Ð T

0 f �ðt;M1Þ dtj < a,

(ii 0) jfðM2Þ þ sðfÞ
Ð T

0 f �ðt;M2Þ dtj < a, jfðM1Þ � sðfÞ
Ð T

0 f þðt;M1Þ dtj < a,

problem ðPbÞ with b > 0 has at least one solution.

To obtain the a priori estimates required by Leray-Schauder method, we use a

technique introduced in [15] for the problem

u 0 ¼ f ðt; uÞ; uðTÞ ¼ uð0Þ; ðRÞ
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combining the classical condition:

if u is solution of problem ðRÞ then
ðT

0

f
�
t; uðtÞ

�
dt ¼ 0;

with the technique of guiding functions, to obtain existence results with the topo-

logical method. We adapt it here for more general boundary conditions than

just periodic ones, by using the boundedness of f, or, more precisely, by using

the property:

if u is solution of problem ðPbÞ then;

for all 0a t1 < t2a 1 :
���
ð t2

t1

f
�
t; uðtÞ

�
dt
��� < 2a: ð2Þ

The study of problem ðPbÞ is completed by two more results. The first one

can be seen as a variant of Theorem B above for problem ðPbÞ. The second one

replaces the integral condition on f in Theorem 1 by a point-wise one.

Theorem 2. If there exists a function c a L1ð½0;T �;RþÞ such that kck1 < a and

Et a ½0;T �; Eu a R : j f ðt; uÞja cðtÞ;

then problem ðPbÞ with b < 0 has at least one solution.

Theorem 3. Let us distinguish the six cases

ða1Þ b < �1; ða2Þ �1 < b < 0; ða3Þ b ¼ �1;
ðb1Þ 0 < b < 1; ðb2Þ 1 < b; ðb3Þ b ¼ 1;

and the six following assumptions:

ðA1Þ bM > 0; Et a ½0;T � : sðfÞ � f ðt;�MÞ > 0 > sðfÞ � f ðt;MÞ;
ðA2Þ bM > 0; Et a ½0;T � : sðfÞ � f ðt;�MÞ < 0 < sðfÞ � f ðt;MÞ;
ðA3Þ bM > 0; be a fe1g; Et a ½0;T � : e � f ðt;�MÞ < 0 < e � f ðt;MÞ;
ðB1Þ bM1 < 0 < M2; Et a ½0;T � : sðfÞ � f ðt;M1Þ < 0 < sðfÞ � f ðt;M2Þ;
ðB2Þ bM1 < 0 < M2; Et a ½0;T � : sðfÞ � f ðt;M1Þ > 0 > sðfÞ � f ðt;M2Þ;
ðB3Þ bM1 < M2; be a fe1g; Et a ½0;T � : e � f ðt;M1Þ < 0 < e � f ðt;M2Þ:

If the assumption ðAiÞ (resp. ðBiÞ) is satisfied, then problem ðPbÞ in the case ðaiÞ
(resp. ðbiÞ) has at least one solution with values in ð�M;MÞ (resp. ðM1;M2Þ)
ði ¼ 1; 2; 3Þ.
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In this paper we work directly with problem ðPbÞ and do not use the refor-

mulation

u 0 ¼ f ðt; uÞ �
�
f 0ðuÞ

��1 ¼: gðt; uÞ; uðTÞ ¼ buð0Þ;

when f is a di¤eomorphism, or

v 0 ¼ f
�
t; f�1ðvÞ

�
¼: hðt; uÞ; f�1

�
vðTÞ

�
¼ bf�1

�
vð0Þ

�
;

with v :¼ fðuÞ when f is a homeomorphism. Those problems are more classical

but, in the second approach, we have complicated nonlinear boundary conditions

(except in the periodic case), and in the first one, working with g depending of f

and f 0 does not seem easier than dealing directly with f and f.

The paper is organized as follows. We start with the search of equivalent fixed

point problems in Section 2. Theorem 1 is proved in Section 3. We proceed then

to the proof of Theorems 2 and 3 in Section 4. Section 5 deals with examples and

numerical experiments. An appendix gives some information about the numerical

tools.

2. Fixed point formulations

2.1. The forced problem. We call forced problem the special case of problem

ðPbÞ where the right member is a continuous function h independent u:

�
fðuÞ

� 0 ¼ hðtÞ; uðTÞ ¼ buð0Þ: ðPb;hÞ

Because of the equivalences

uðTÞ ¼ buð0Þ () f
�
uðTÞ

�
¼ f

�
buð0Þ

�
() f

�
uð0Þ

�
þ
ðT

0

hðsÞ ds ¼ f
�
buð0Þ

�

() Bf;b

�
uð0Þ

�
¼

ðT

0

hðsÞ ds

we see that problem ðPb;hÞ is solvable if and only if the scalar equation in v a R

Bf;bðvÞ ¼
ðT

0

hðtÞ dt

has a solution, where Bf;bðuÞ is defined in (1).

When b < 0, the injectivity of Bf;b is ensured by the fact that fðb�Þ and �f
are simultaneously increasing or decreasing. In this case, the unique solution of

ðPb;hÞ satisfies the identity

f
�
uðtÞ

�
¼ f

�
B�1f;b

� ðT

0

hðsÞ ds
��
þ
ð t

0

hðsÞ ds;
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from which we deduce necessary and su‰cient conditions on h for ðPb;hÞ to have

a solution

ðT

0

hðsÞ ds a imBf;b; Et a ½0;T � :
����f
�
B�1f;b

� ðT

0

hðsÞ ds
��
þ
ð t

0

hðsÞ ds
���� < a

Let us observe that Bf;b being bounded, continuous and defined on R, imBf;b is a

bounded interval. In particular,

Eb < 0 : imBf;b ¼ ð�2a; 2aÞ ð3Þ

because

supBf;b ¼ lim
u!�l

Bf;bðuÞ ¼ a� ð�aÞ ¼ 2a

inf Bf;b ¼ lim
u!þl

Bf;bðuÞ ¼ �a� a ¼ �2a

if f (and so �Bf;b) is increasing, and

supBf;b ¼ lim
u!þl

Bf;bðuÞ ¼ a� ð�aÞ ¼ 2a

inf Bf;b ¼ lim
u!�l

Bf;bðuÞ ¼ �a� a ¼ �2a

if f (and so �Bf;b) is decreasing.

When b > 0, Bf;b may be non-injective, and the necessary and su‰cient condi-

tions on h to have a solution of ðPb;hÞ become

ðT

0

hðsÞ ds a imBf;b; br a B�1f;b

� ðT

0

hðsÞ ds
�
; Et a ½0;T � :

���fðrÞ þ
ð t

0

hðsÞ ds
��� < a:

Excepted for b ¼ 1 where Bf;bC 0, imBf;b depends upon f but we can neverthe-

less have an idea of the graph of Bf;b. If b a ð0;lÞnf1g, Bf;b vanishes only at 0

and has opposite signs on the left and on the right of 0. Indeed,

Bf;bðuÞ ¼ 0 () fðuÞ ¼ fðbuÞ () u ¼ bu () u ¼ 0

and, if A :¼ ð0; 1Þ when f is increasing, A :¼ ð1;lÞ when f is decreasing, and Ac

denotes ½ð0;lÞnf1g�nA, then, for b a A,

u � Bf;bðuÞ < 0 () u � ½fðbuÞ � fðuÞ� < 0

() fðuÞ > fðbuÞ for u > 0; fðuÞ < fðbuÞ for u < 0;
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and, for b a Ac,

u � Bf;bðuÞ > 0 () u � ½fðbuÞ � fðuÞ� > 0

() fðuÞ < fðbuÞ for u > 0; fðuÞ > fðbuÞ for u < 0:

Moreover, we have

Eb > 0 : kBf;bkl < a;

and

lim
u!el

Bf;bðuÞ ¼ lim
u!el

fðbuÞ � fðuÞ ¼ 0;

which combined with Dini’s Theorem ensures that

lim
b!1
kBf;bkl ¼ 0:

Example 2.1. If b ¼ �1, i.e., if uðTÞ ¼ �uð0Þ, ðPbÞ is called antiperiodic problem.

In this case, because of (3) and the injectivity of Bf;�1, h must satisfy condition

���
ðT

0

hðsÞ ds
��� < 2a; Et a ½0;T � :

���B�1f;�1

� ðT

0

hðsÞ ds
�
þ
ð t

0

hðsÞ ds
��� < a ð4Þ

in order to have a solution of ðPb;hÞ, which will be given by

uðtÞ ¼ f�1
�
B�1f;�1

� ðT

0

hðsÞ ds
�
þ
ð t

0

hðsÞ ds
�
: ð5Þ

Let us remark that f odd implies B�1f;�1ðvÞ ¼ f�1
��v
2

�
. Condition (4) becomes then

���
ðT

0

hðsÞ ds
��� < 2a; Et a ½0;T � :

���
ðT

0

Gðs; tÞhðsÞ ds
��� < a; ð6Þ

where G is given by

Gðs; tÞ ¼
1
2 if 0a sa t

� 1
2 if ta saT

	

and solution (5) becomes

uðtÞ ¼ f�1
� ðT

0

Gðs; tÞhðsÞ ds
�
: ð7Þ
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Hence, (6) is ensured by khk1 < 2a, because we have, for all t a ½0;T �,

���
ðT

0

hðsÞ ds
���a

ðT

0

jhðsÞj ds < 2a;

Et a ½0;T � :
���
ðT

0

Gðs; tÞhðsÞ ds
���a

ðT

0

jGðs; tÞhðsÞj ds ¼ 1

2

ðT

0

jhðsÞj ds < a: ð8Þ

Example 2.2. If b ¼ 1, ðPb;hÞ is called periodic problem. In this case, Bf;1C 0

so that B�1f;1ðcÞ ¼ R. Hence, h must satisfy condition

ðT

0

hðsÞ ds ¼ 0; br a R; Et a ½0;T � :
���fðrÞ þ

ð t

0

hðsÞ ds
��� < a

in order that ðPb;hÞ has a solution, which will be given by

uðtÞ ¼ f�1
�
fðrÞ þ

ð t

0

hðsÞ ds
�
:

2.2. The fixed point operators. We can write problem ðPbÞ by the abstract form

DfðuÞ ¼ Nf ðuÞ; u a Cbð½0;T �Þ; ð9Þ

where

Df : domðDfÞHCbð½0;T �Þ ! Cð½0;T �Þ; u 7!
�
fðuÞ

� 0
;

Nf : Cð½0;T �Þ ! Cð½0;T �Þ; u 7! f
�
�; uð�Þ

�
;

Cbð½0;T �Þ ¼ fu a Cð½0;T �Þ : uðTÞ ¼ buð0Þg;

domðDfÞ ¼ fu a Cbð½0;T �Þ : fðuÞ a C1ð½0;T �Þg:

If b < 0, Df has an inverse given by

D�1f : domðD�1f ÞHCð½0;T �Þ ! Cbð½0;T �Þ;

h 7! f�1
�
f
�
B�1f;b

� ðT

0

hðsÞ ds
��
þ
ð t

0

hðsÞ ds
�

and (9) is equivalent to u ¼ D�1f Nf ðuÞ with u a Cð½0;T �Þ: Hence our problem is

finding a fixed point of the operator

w1 :¼ D�1f Nf : domðD�1f Nf ÞJCð½0;T �Þ ! Cbð½0;T �ÞHCð½0;T �Þ:

Let us remark that the operator w1 is not defined on all Cð½0;T �Þ.

224 V. Bouchez and J. Mawhin



In the case where b > 0, we cannot do the same because the operator Df is not

injective. Inspired by [14], we consider the operators

P : Cð½0;T �Þ ! Cð½0;T �Þ; u 7! uð0Þ;

Q : Cð½0;T �Þ ! Cð½0;T �Þ; h 7! h ¼ T�1
ðT

0

hðsÞ ds;

H : Cð½0;T �Þ ! C1ð½0;T �ÞHCð½0;T �Þ; u 7!
ð�
0

uðsÞ ds:

Let us consider the operator

w2 : domðw2ÞHCð½0;T �Þ ! Cð½0;T �Þ;
u 7! QNf ðuÞ � T�1Bf;bðPuÞ þ f�1

�
fðPuÞ þHðid �QÞNf ðuÞ þ T�1tBf;bðPuÞ

�

where t denotes the function which sends t on t.

Lemma 2.3. u is a solution of problem ðPbÞ if and only if u is a fixed-point of w2.

Proof. Let u a Cð½0;T �Þ, we have the following equivalences:

�
fðuÞ

� 0 ¼ f ðt; uÞ; uðTÞ ¼ buð0Þ

()
�
fðuÞ

� 0 ¼ f ðt; uÞ; Bf;b

�
uð0Þ

�
¼

ðT

0

f
�
s; uðsÞ

�
ds

()
�
fðuÞ

� 0 ¼ f ðt; uÞ �


f ðt; uÞ � T�1Bf;b

�
uð0Þ

��
;

T�1
ðT

0

f
�
s; uðsÞ

�
ds� T�1Bf;b

�
uð0Þ

�
¼ 0

() f
�
uðtÞ

�
¼ f

�
uð0Þ

�
þ
ð t

0

�
f
�
s; uðsÞ

�
�


f ðt; uÞ � T�1Bf;b

�
uð0Þ

���
ds;

T�1
ðT

0

f
�
s; uðsÞ

�
ds� T�1Bf;b

�
uð0Þ

�
¼ 0

() u ¼ f�1
�
fðPuÞ þHðid �QÞNf ðuÞ þ T�1tBf;bðPuÞ

�
;

QNf ðuÞ � T�1Bf;bðPuÞ ¼ 0

() u ¼QNf ðuÞ�T�1Bf;bðPuÞ þ f�1
�
fðPuÞþHðid �QÞNf ðuÞ þT�1tBf;bðPuÞ

�
:

r

Let us remark again that this operator is not defined on all Cð½0;T �Þ. Let us

note also that Lemma 2.3 is valid in all cases b > 0 and b < 0.
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Remark 2.4. We shall also consider in the sequel the case where im f ¼ R. In

this case, we can define in a similar way Bf;b, which has the same monotonicity

properties than in the case studied above if b < 0, with this time

supBf;b ¼ þl; inf Bf;b ¼ �l;

and the same sign properties if b > 0, but without necessarily the convergence to 0

atel, because

lim
u!el

Bf;bðuÞ ¼ ðelÞ � ðelÞ:

Hence, in the case b < 0, we can again consider the operators Df, D
�1
f , w1 and w2,

which are, this time, defined everywhere.

3. The main result

In this section, we prove Theorem 1. Under condition (i) (resp. (i 0)), condition (ii)

(resp. (ii 0)) induces the following necessary condition

jfðM2Þ þ sðfÞ supBf;bj < a; jfðM1Þ þ sðfÞ inf Bf;bj < a;

ðresp: jfðM2Þ þ sðfÞ inf Bf;bj < a; jfðM1Þ þ sðfÞ supBf;bj < aÞ:

Because of (3), we understand why we do not consider the case b < 0 for this

theorem.

The proof of Theorem 1 is based upon the obtention of a priori bound for the

possible solutions of problem ðPbÞ, and the study of a modified problem whose

solutions will be solutions of the original one.

3.1. A priori bound for the solutions of the original problem.

Lemma 3.1. Under the assumptions of Theorem 1, there exists K > 0 such that any

possible solution u of problem ðPbÞ with b > 0 is such that kukl < K.

Proof. Let us begin by the case of f increasing and conditions (i)–(ii). If u is a

solution of problem ðPbÞ, the boundary condition leads to

ðT

0

f
�
s; uðsÞ

�
ds ¼ Bf;b

�
uð0Þ

�

which implies following (i) the existence of t0 a ½0;T � verifying M1 < uðt0Þ < M2.

Let us consider t a ½0;T � such that uðtÞ B ½M1;M2�. If such a t does not exist,
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the proof is finished, so let us suppose that it exists. We shall consider four

configurations

ð1Þ uðtÞ > M2; t < t0; ð2Þ uðtÞ > M2; t > t0;

ð3Þ uðtÞ < M1; t < t0; ð4Þ uðtÞ < M1; t > t0;

for which we shall prove

ðI1Þ f
�
uðtÞ

�
a fðM2Þ þ

Ð
½t;s� c f ðt;M2Þ dt� supBf;b;

ðI2Þ f
�
uðtÞ

�
a fðM2Þ þ

Ð
½s; t� f ðt;M2Þ dtþ Bf;b

�
uð0Þ

�
� supBf;b;

ðI3Þ f
�
uðtÞ

�
b fðM1Þ þ

Ð
½t;s� c f ðt;M1Þ dt� inf Bf;b;

ðI4Þ f
�
uðtÞ

�
b fðM1Þ þ

Ð
½s; t� f ðt;M1Þ dtþ Bf;b

�
uð0Þ

�
� inf Bf;b:

We only treat the case ð1Þ (resp. ð2Þ) because the case ð3Þ (resp. ð4Þ) is exactly the

same. In case ð1Þ, there exists s a ½0;T � such that

t < s < t0; ta t < s ¼) uðtÞ > M2; uðsÞ ¼M2:

Let us consider the function

x : ½0;T � ! R; t 7! M2 if t B ½t; s�
uðtÞ if t a ½t; s�

	
: ð10Þ

Because xbM2 we can define the following functions xn on ½0;T � by

xn : ½0;T � ! R; t 7!

M2 if 0a ta t� 1
n
;

M2 þ n
�
uðtÞ �M2

��
t� tþ 1

n

�
if t� 1

n
a ta t;

uðtÞ if ta tas;

M2 if sa taT ;

8>>><
>>>:

which verify

xn a Cð½0;T �Þ; xn;mbM2;

ðT

0

f
�
t; xnðtÞ

�
dt > supBf;b:

Lebesgue’s dominated convergence theorem leads to
Ð T

0 f
�
t; xðtÞ

�
dtb supBf;b

ensuring ðI1Þ.
In case ð2Þ, if there exists t < t 00aT such that uðt 00Þ a ½M1;M2� we are in the

previous case. Suppose that such t 00 does not exist. On the other hand, there exists

s a ½0;T � verifying

0 < s < t; 0a t < s ¼) uðtÞ > M2; uðsÞ ¼M2; ð11Þ
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or

0 ¼ s; uð0Þ ¼ uðsÞaM2: ð12Þ

Let us consider a function x like previously, with M2 and uðtÞ are interverted in

(10). We have again
Ð T

0 f
�
t; xðtÞ

�
dtb supBf;b, leading to ðI2Þ (by noting that

f
�
uðsÞ

�
afðM2Þ because f is increasing).

By (ii), configurations ð1Þ and ð2Þ (resp. ð3Þ and ð4Þ) ensure

f
�
uðtÞ

�
aK2 :¼ fðM2Þ þ

ðT

0

f þðt;M2Þ dt < a ð13Þ

ðresp: f
�
uðtÞ

�
bK1 :¼ fðM1Þ �

ðT

0

f �ðt;M1Þ dt > �aÞ ð14Þ

for all t such that uðtÞ > M2 (resp. uðtÞ < M1), leading to

�l < K 01 :¼ f�1½K1�a uðtÞaf�1½K2� ¼: K 02 < l;

for all t a ½0;T � and hence to the thesis.

With conditions (i 0) and (ii 0), we have again four configurations:

ð1 0Þ uðtÞ > M2; t > t0; ð2 0Þ uðtÞ > M2; t < t0;

ð3 0Þ uðtÞ < M1; t > t0; ð4 0Þ uðtÞ < M1; t < t0;

that we can treat by the same reasoning as their corresponding ones. If f is

decreasing, we can put c :¼ �f, g :¼ �f , and consider problem ðPbÞ with f, f

replaced by c, g, whose solutions coincide with solutions of original problem

ðPbÞ, observe that Bc;b ¼ �Bf;b so that

supBc;b ¼ �inf Bf;b; inf Bc;b ¼ �supBf;b;

that c is increasing, and use the same proof as previously with conditions (i 0), (ii 0)
(resp. (i), (ii)) for this new problem if we worked with hypothesis (i), (ii) (resp. (i 0),
(ii 0)) for the initial one. r

3.2. A modified problem. We now consider a modified problem where f is re-

placed by a homeomorphism ~ff : R! R which coincides with f outside an open

interval containing ð�K ;KÞ. Namely, define

~ff : R! R : u!
�sðfÞk lnð�u� Aþ 1Þ þ fð�AÞ if ua�A
fðuÞ if �A < u < A

sðfÞk lnðu� Aþ 1Þ þ fðAÞ if Aa u

8<
:
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with A > K , K an a priori bound of the solutions of ðPbÞ, and k a positive con-

stant that we shall fix later. ~ff is a homeomorphism from R onto R. We can study

problem

�
~ffðuÞ

� 0 ¼ f ðt; uÞ; uðTÞ ¼ buð0Þ; ð ~PPbÞ

by searching the fixed points of the operator

~ww2 : Cð½0;T �Þ ! Cð½0;T �Þ;
u 7! QNf ðuÞ � T�1B ~ff;bðPuÞ þ ~ff�1

�
~ffðPuÞ þHðid �QÞNf ðuÞ þ T�1tB ~ff;bðPuÞ

�
;

the proof of this fact being a consequence of Remark 2.4. This operator is defined

on all Cð½0;T �Þ.

Lemma 3.2. Under the assumptions of Theorem 1, and if k is small enough, the

solutions of problem ð ~PPbÞ with b > 0 take values in ½�K ;K � with K defined above.

Proof. We will suppose in this proof that f is increasing and that b a ð0; 1Þ; the
proof is similar in the other cases. If we want to apply the same idea than in the

proof of Lemma 3.1, we must have

imB ~ff;b J imBf;b: ð15Þ

Inasmuch as

B ~ff;bðuÞ ¼ ~ffðbuÞ � ~ffðuÞ; Bf;bðuÞ ¼ fðbuÞ � fðuÞ

and as ~ff coincide with f on ð�A;AÞ, we have

jB ~ff;bðuÞj ¼

k
���ln�bjuj�Aþ1

juj�Aþ1

���� if jujb A
b

k lnðu� Aþ 1Þ þ fðAÞ � fðbuÞ if Aa u < A
b

�½�k lnð�u� Aþ 1Þ þ fð�AÞ � fðbuÞ� if � A
b
< ua�A

jBf;bðuÞj if juj < A

8>>>><
>>>>:

:

So, if k is chosen small enough so that

k lnðu� Aþ 1Þ þ fðAÞafðuÞ if Aa u <
A

b

�k lnð�uþ Aþ 1Þ þ fð�AÞbfðuÞ if �A

b
< ua�A;
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which is possible, we have

jB ~ff;bðuÞja
kB if jujb A

b

jBf;bðuÞj if juj < A
b

	

where

B :¼ sup ln
bjuj � Aþ 1

juj � Aþ 1

� �����
���� : jujb A

b

	 �
< þl;

and so we obtain (15) if we still reduce k so that ½�kB; kB�J imBf;b. r

Corollary 3.3. Let b > 0 and u a Cð½0;T �Þ. Then u is a solution of problem ðPbÞ
if and only if u is a solution of problem ð ~PPbÞ.

3.3. Imbedding into a family of problems. Let us consider the family of

problems

�
~ffðuÞ

� 0 ¼ lf ðt; uÞ þ ð1� lÞT�1
ðT

0

f
�
s; uðsÞ

�
ds; uðTÞ ¼ buð0Þ; ð ~PPb;lÞ

corresponding to the search of the couples ðl; uÞ such that u ¼ zðl; uÞ with z

defined by

z : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ; ðl; uÞ

7! QNf ðuÞ � T�1B ~ff;bðPuÞ þ ~ff�1
�
~ffðPuÞ þ lHðid �QÞNf ðuÞ þ T�1tB ~ff;bðPuÞ

�
:

Lemma 3.4. Under the assumptions of Theorem 1, there exists an a priori bound

independent of l a ½0; 1� for the solutions of problem ð ~PPb;lÞ.

Proof. The proof of this result is very close to the proof of Lemma 3.1. We shall

just work in the case of f increasing and with assumptions (i) and (ii).

Let us begin by the case lA 0. If u is a solution of problem ð ~PPb;lÞ, the bound-
ary conditions lead to

ðT

0

f
�
s; uðsÞ

�
ds ¼ B ~ff;b

�
uð0Þ

�

which implies by (i) the existence of t0 a ½0;T � verifying M1 < uðt0Þ < M2. Let

us consider t a ½0;T � such that uðtÞ B ½M1;M2�. If such a t does not exist, the

proof is finished, so let us suppose that it exists. We have again the configurations

(1)–(4) mentioned in Lemma 3.1 for which we can prove
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ðI1Þ ~ff
�
uðtÞ

�
a ~ffðM2Þ þ l

ð
½0; t�A½s;T �

f ðt;M2Þ dt

� ð1� lÞB ~ff;b

�
uð0Þ

�
ðs� tÞT�1 � l supB ~ff;b;

ðI2Þ ~ff
�
uðtÞ

�
a ~ffðM2Þ þ l

ð
½s; t�

f ðt;M2Þ dtþ B ~ff;b

�
uð0Þ

�

� ð1� lÞB ~ff;b

�
uð0Þ

�
ðsþ T � tÞT�1 � l supB ~ff;b;

ðI3Þ ~ff
�
uðtÞ

�
b ~ffðM1Þ þ l

ð
½0; t�A½s;T �

f ðt;M1Þ dt

� ð1� lÞB ~ff;b

�
uð0Þ

�
ðs� tÞT�1 � l inf B ~ff;b;

ðI4Þ ~ff
�
uðtÞ

�
b ~ffðM1Þ þ l

ð
½s; t�

f ðt;M1Þ dtþ B ~ff;b

�
uð0Þ

�

� ð1� lÞB ~ff;b

�
uð0Þ

�
ðsþ T � tÞT�1 � l inf B ~ff;b:

We only consider the case ð2Þ, the other ones being similar or simpler. Like

in Lemma 3.1, let us suppose that there does not exist t < t 00aT such that

uðt 00Þ a ½M1;M2�, observe that there exists s a ½0;T � such that (11) or (12) holds,

and consider the same function x which verifies again

ðT

0

f
�
t; xðtÞ

�
dtb supB ~ff;b:

By definition of x and because ~ffðusÞÞa ~ffðM2Þ (as f is increasing), we deduce ðI2Þ.
Configurations ð1Þ and ð2Þ (resp. ð3Þ and ð4Þ) ensure

~ff
�
uðtÞ

�
a ~ffðM2Þ þ

ðT

0

f þðt;M2Þ dtþ supB ~ff;b þ jinf B ~ff;bj ¼: ~KK2 ð16Þ

ðresp: ~ff
�
uðtÞ

�
b ~ffðM1Þ �

ðT

0

f �ðt;M1Þ dt� supB ~ff;b � jinf B ~ff;bj ¼: ~KK1Þ ð17Þ

for all t such that uðtÞ > M2 (resp. uðtÞ < M1), leading to

�l < ~KK 01 :¼ ~ff�1½ ~KK1�a uðtÞa ~ff�1½ ~KK2� ¼: ~KK 02 < l:

for all t a ½0;T �, and hence to the thesis.

For the case l ¼ 0, because we have

�
~ffðuÞ

� 0 ¼ T�1
ðT

0

f
�
s; uðsÞ

�
ds ¼ T�1B ~ff;b

�
uð0Þ

�
¼: c a ð�aT�1; aT�1Þ;
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and because there exists t0 a ½0;T � such that M1 < uðt0Þ < M2, we can write

~ff
�
uðtÞ

�
¼ ~ff

�
uðt0Þ

�
þ cðt� t0Þ

and hence deduce

~ffðM1Þ � a < ~ff
�
uðtÞ

�
< ~ffðM2Þ þ a:

for all t a ½0;T �, ensuring the thesis. r

3.4. Existence result for modified problem. In order to prove that problem

ð ~PPbÞ has at least one solution, we compute degLS½id � ~ww2;Bð0; rÞ�, where r is strictly
greater than the a priori bound of the last lemma. By noting that ~ww2 ¼ zð1; �Þ and
that

degLS


id � zð1; �Þ;Bð0; rÞ

�
¼ degLS

�
id � zð0; �Þ;Bð0; rÞ

�
;

we have to prove that degLS½id � zð0; �Þ;Bð0; rÞ�A 0. In order to follow this way,

we need some compactness of z, a very classical fact that we will just recall with-

out proof.

Lemma 3.5. The operator z : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ is completely con-

tinuous.

Notice that the fixed points of zð0; �Þ are the solutions of

�
~ffðuÞ

� 0 ¼ T�1
ðT

0

f
�
s; uðsÞ

�
ds; uðTÞ ¼ buð0Þ: ð18Þ

To show that degLS½id � zð0; �Þ;Bð0; rÞ� ¼e1 is easy in the periodic case b ¼ 1,

because then, a solution u of (18) must be constant and the reduction property of

Leray-Schauder degree (see e.g. [14]) relates degLS½id � zð0; �Þ;Bð0; rÞ� to the easy

to compute Brouwer degree of some function of one variable. In the general case,

we shall introduce a new homotopy:

�
~ffðuÞ

� 0 ¼ lT�1
ðT

0

f
�
s; uðsÞ

�
ds;

ðT

0

f
�
t; uðtÞ

�
dt ¼ ~ff

�
buð0Þ

�
� ~ff

�
uð0Þ

�
: ð19Þ

Lemma 3.6. Under the assumptions (i) (resp. (i 0)) and (ii) (resp. (ii 0)) of Theorem 1

we have

degLS½id � zð0; �Þ;Bð0; rÞ�A 0:
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Proof. Let us consider the following homotopy:

x : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ :
ðl; uÞ 7! QNf ðuÞ � T�1B ~ff;bðPuÞ þ ~ff�1

�
~ffðPuÞ þ lT�1tB ~ff;bðPuÞ

�
;

where xð1; �Þ coincide with the operator zð0; �Þ. If u is a fixed point of the operator

xðl; �Þ, by evaluation of u at 0, we have QNf ðuÞ ¼ T�1B ~ff;bðPuÞ and we can then

easily obtain (19). To deduce the existence of a r > 0 such that kukl < r, we

proceed like in the proof of Lemma 3.4 (in the case l ¼ 0).

Using homotopy invariance and reduction property of Leray-Schauder degree,

we obtain

degLS½id � xð1; �Þ;Bð0; rÞ� ¼ degLS½id � xð0; �Þ;Bð0; rÞ�

¼ degLS½id �QNf þ T�1B ~ff;bP� P;Bð0; rÞ�

¼ degB½T�1B ~ff;b �QNf ; ð�r; rÞ�

¼ degB

h
T�1

h
B ~ff;b �

ðT

0

f ðs; :Þ ds
i
; ð�r; rÞ

i
¼e1;

where the last equality comes from the hypothesis (ii) and the fact that

�r < � ~KK 0 < M1 < M2 < ~KK 0 < r

where ~KK 0 is a bound of the solutions of ð ~PPb;lÞ. r

4. The proof of Theorems 2 and 3

We now prove Theorems 2 and 3, using an less sophisticated extension of f than

the one used in the previous section:

~ff : R! R; u 7!
uþ Aþ fð�AÞ if ua�A;
fðuÞ if �A < u < A;

u� Aþ fðAÞ if Aa u;

8<
:

if f is increasing and

~ff : R! R; u 7!
�u� Aþ fð�AÞ if ua�A;
fðuÞ if �A < u < A;

�uþ Aþ fðAÞ if Aa u;

8<
:

if f is decreasing, with A > 0 fixed.
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4.1. The proof of Theorem 2. Under the hypothesis of the theorem, the opera-

tor w1 defined in Section 2 is bounded. Indeed, if v ¼ w1ðuÞ then vðTÞ ¼ bvð0Þ and
so v has at least one zero t0. We have therefore

v ¼ w1ðuÞ ¼)
�
f
�
vðtÞ

�� 0 ¼ f ðt; uÞ

¼) f
�
vðtÞ

�
¼ f

�
vðt0Þ

�
þ
ð t

t0

f
�
s; uðsÞ

�
ds ¼

ð t

t0

f
�
s; uðsÞ

�
ds

because fð0Þ ¼ 0, and hence

��f�vðtÞ��� ¼ ���
ð t

t0

f
�
s; uðsÞ

�
ds
���a

ð t

t0

�� f �s; uðsÞ��� dsa kck1 < a

which implies

kvklamaxfjf�1½ekck1�jg :¼ K < l:

Let us consider now the extension ~ff, explained at the beginning of the section,

with A > K . By the same reasoning as above, the operator ~ww1 (see Remark 2.4)

is bounded with the same bound. This boundedness implies an a priori bound

for fixed points of this operator, fixed points which coincide with the ones of

w1. Because the operator ~ww1 is completely continuous and bounded, we can use

Schauder’s fixed point theorem to deduce the existence of at least one fixed point

in B½0;K �. The proof is complete.

We can improve the bound of f in the previous theorem by a factor 2 by

supposing that f is odd and b ¼ �1.

Theorem 4.1. If f is odd and if there exists c a L1ð½0;T �;RþÞ such that kck1 < 2a

and

Et a ½0;T �; Eu a R : j f ðt; uÞja cðtÞ;

then problem ðPbÞ with b ¼ �1 has at least one solution.

Proof. Let us remark that equations (6), (7) and (8) of Example 2.1, jointed to the

hypothesis of the theorem, imply that the operator w1 is defined on all Cð½0;T �Þ
by

w1ðuÞ ¼ f�1
� ðT

0

Gðs; :Þ f
�
s; uðsÞ

�
ds
�
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(with the function G defined in Example 2.1). w1 is again bounded because if

u a Cð½0;T �Þ then
���
ðT

0

Gðs; tÞ f
�
s; uðsÞ

�
ds
��� a

ðT

0

��Gðs; tÞ f �s; uðsÞ��� dsa kck1
2

< a

and so

kw1ðuÞkl ¼



f�1�

ðT

0

Gðs; :Þ f
�
s; uðsÞ

�
ds
�




l
a jf�1ðkck1=2Þj :¼ K :

We can then conclude like in Theorem 2 without use an extension of f. r

Remark 4.2. If f is a di¤eomorphism, we can rewrite problem ðPbÞ in the form

u 0 ¼ f ðt; uÞ �
�
f 0ðuÞ

��1
; uðTÞ ¼ buð0Þ;

and give an analog result as the two previous one, with the hypothesis:

bc a L1ð½0;T �;RþÞ; Et a ½0;T � : f ðt; uÞ
f 0ðuÞ

����
����a cðtÞ:

Because limu!l f 0ðuÞ ¼ 0 this condition is restrictive; in fact, it is as restrictive

than the conditions kck1 < a or kck1 < 2a of our theorems.

4.2. The proof of Theorem 3. In the periodic case ðb3Þ we consider the family

of problems

�
fðuÞ

� 0 ¼ lf ðt; uÞ þ ð1� lÞ
ðT

0

f
�
s; uðsÞ

�
ds; l a ½0; 1�; ðPb;lÞ

and in all the other cases the family of problems

�
fðuÞ

� 0 ¼ lf ðt; uÞ; uðTÞ ¼ buð0Þ; l a ½0; 1�: ðP 0b;lÞ

It is not di‰cult to see that if u is a solution of one of this problem taking its

values in ½�M;M� (resp. ½M1;M2�), then u takes in fact its values in ð�M;MÞ
(resp. ðM1;M2Þ) in the cases ðaiÞ (resp. in the cases ðbiÞ). Indeed, if it is not the

case, u takes its values in ½�M;M� (resp. ½M1;M2�) and has at least one value,

say uðt0Þ, on q½�M;M� (resp. q½M1;M2�), say �M (resp. M1). Let us remark

that in the periodic case,
Ð T

0 f
�
s; uðsÞ

�
ds ¼ 0 and so u verifies also the equation�

fðuÞ
� 0 ¼ lf ðt; uÞ on ½0;T �. Let us begin with the case lA 0. If t0 a ð0;TÞ,

then, by monotonicity of f, we have

f ðt0;�MÞ ¼ l�1
�
fðuÞ

� 0ðt0Þ ¼ 0; ðresp: f ðt0;M1Þ ¼ l�1
�
fðuÞ

� 0ðt0Þ ¼ 0Þ;
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which is a contradiction with the hypothesis. If t0 a q½0;T �, then we have to con-

sider problems separately. We will just examine the anti-periodic case ða3Þ and
the periodic case ðb3Þ, the other ones being similar. In the ðb3Þ case, t0 is 0 and

T and so

sðfÞ � f ðT ;M1Þ ¼ l�1sðfÞ
�
fðuÞ

� 0ðTÞa 0a l�1sðfÞ
�
fðuÞ

� 0ð0Þ
¼ sðfÞ � f ð0;M1Þ

which is a contradiction with the assumption; in the case ða3Þ, say t0 ¼ 0, then, by

boundary conditions, we have

sðfÞ � f ð0;�MÞ ¼ l�1sðfÞ
�
fðuÞ

� 0ð0Þb 0; sðfÞ � f ðT ;MÞ

¼ l�1sðfÞ
�
fðuÞ

� 0ðTÞb 0;

which is again a contradiction with the assumption. For the case l ¼ 0, u is the

constant �M (resp. M1) which is a contradiction to the boundary conditions in

all cases except the periodic one, but in this case we have
Ð T

0 f ðs;M1Þ ds ¼ 0 which

is a contradiction with the assumption.

We can work with the previous extension of f where A is chosen such that

½�A;A� contains strictly ½�M;M� (resp. ½M1;M2�), and with the correspon-

dent problems ð ~PPb;lÞ and ð ~PP 0b;lÞ whose solutions with values in ½�M;M� (resp.
½M1;M2�) take in fact their values in ð�M;MÞ (resp. ðM1;M2Þ) for the same rea-

son as above, and whose solutions are also solutions of Problems ðPb;lÞ or ðP 0b;lÞ
by definition of ~ff.

We can then consider the Leray-Schauder degree of id � zðl; �Þ on W where z

is defined by

z : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ;

u 7! QNf ðuÞ þ ~ff�1
�
~ffðPuÞ þ lHðid �QÞNf ðuÞ

�

in the case ðb3Þ, and by

z : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ;
u 7! lQNf ðuÞ � T�1Bf;bðPuÞ þ ~ff�1½ ~ffðPuÞ þ lHðid �QÞNf ðuÞ þ T�1tB ~ff;bðPuÞ�

in the other cases, and where W is the following open set:

W ¼ fu a Cð½0;T �Þ : �M < u < Mg
ðresp: W ¼ fu a Cð½0;T �Þ : M1 < u < M2gÞ:
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By the fact that no solution of those problems belongs to qW, we know that

degLS½id � zð1; �Þ;W� ¼ degLS½id � zð�; 0Þ;W�:

In the ðb3Þ case, we conclude the proof by noticing that

degLS½id � zð0; �Þ;W� ¼ degLS½id �QNf � P;W�

¼ degB

h
�T�1

ðT

0

f ðs; �Þ ds; ðM1;M2Þ
i
¼e1;

where the last equality comes from the hypothesis ðB3Þ. In the other cases, for

which we have

zð0; �Þ ¼ �T�1B ~ff;bPþ ~ff�1ð ~ffPþ T�1tB ~ff;bPÞ;

we can consider the homotopy

x : ½0; 1� � Cð½0;T �Þ ! Cð½0;T �Þ;
ðl; uÞ 7! �T�1B ~ff;bðPuÞ þ ~ff�1

�
~ffðPuÞ þ lT�1tB ~ff;bðPuÞ

�
;

where xð1; :Þ ¼ zð0; :Þ. It is easy to see that if u is such that xðl; uÞ ¼ u then

u ¼ 0 B qW. Hence, we can conclude that the Leray-Schauder degree of

id � zð0; :Þ is equal to

degLS


id � xð1; :Þ;W

�
¼ degLS

�
id � xð0; :Þ;W

�
¼ degLS½id þ T�1B ~ff;bP� P;W�

¼ degB½T�1B ~ff;b; ð�M;MÞ ðresp: ðM1;M2ÞÞ� ¼e1;

where the last equality comes from the study of B ~ff;b done in Section 2, and the

fact that �M < 0 < M (resp. M1 < 0 < M2). The proof is complete.

Remark 4.3. If f is a di¤eomorphism, we can rewrite Problems ðPb;lÞ and ðP 0b;lÞ
in the form

u 0 ¼ lf ðt; uÞ �
�
f 0ðuÞ

��1 ¼: lgðt; uÞ; uðTÞ ¼ buð0Þ;

and notice that, because of the sign of f 0, the hypothesis ðAiÞ or ðBiÞ are still true
for g.
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5. Examples and numerical experience

5.1. Application of Theorem 1. In the following example, we suppose b > 0 in

order to apply Theorem 1.

Example 5.1. Let us consider the problem

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2
p

� �0
¼ hðtÞ þ eu; uðTÞ ¼ buð0Þ: ð20Þ

Because f is odd, it is also the case for Bf;b and hence we can set

a ¼ supBf;b ¼ �inf Bf;b:

As b > 0 we know that a < 1. If we suppose that
Ð T

0 h ¼ Th < �a, then

ðT

0

�
hðtÞ þ eM1

�
¼ Thþ TeM1 < �a;

ðT

0

�
hðtÞ þ eM2

�
¼ Thþ TeM2 > a;

for

M1 ¼ logð�aT�1 � hÞ � e; M2 ¼ logðaT�1 � hÞ þ e;

with any e > 0, enuring hypothesis (i). Hence, if we suppose

���f�logðeaT�1 � hÞ
�
e

ðT

0

½hðtÞ þ ðeaT�1 � hÞ�e
��� < 1; ð21Þ

we have assumption (ii) and the existence of at least one solution of (20).

The following considerations show that the conditions of Theorem 1 are not

essential.

Example 5.2. Let us consider the periodic case (b ¼ 1) of problem (20) (so a ¼ 0)

with T ¼ 1 and h given by hp;qðtÞ ¼ pþ qj2t� 1j: By a simple computation we

have hp;q ¼
Ð 1
0 hp;q ¼ pþ q

2 . Let us suppose for example that hp;q ¼ �1 what is

equivalent to q ¼ �2p� 2, and study for which values of p condition (21)

ð1

0

½hp;qðtÞ þ 1�e < 1
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is verified. The sign of the function hp;q þ 1 is given by the following table when

pA�1,

0 1
4

1
2

3
4 1

p > �1 þ þ 0 � � � 0 þ þ

p < �1 � � 0 þ þ þ 0 � �

and hp;q þ 1C 0 when p ¼ �1. Hence,

ð1

0

½hp;qðtÞ þ 1�edt ¼ jpþ 1j
4

:

So we can apply Theorem 1 for �5 < p < 3: Let us note that if p a ð�2; 0Þ,
the function hp;q is always negative and we can then apply Theorem 3. But

in the other cases, the function hp;q changes its sign and we can only use

Theorem 1.

Let us perform a numerical study in order to compare with theoretical

results. To do that, we shall work with the form mentioned at the end of the

Introduction:

v 0ðtÞ ¼ hp;qðtÞ þ ev=
ffiffiffiffiffiffiffiffi
1�v2
p

;

where v ¼ fðuÞ, and vð0Þ ¼ vðTÞ for the boundary conditions. Because the non-

linearity of this equation is C1, we can apply Cauchy’s existence and uniqueness

result. This leads us to work with the functions

V : ðt; sÞ 7! Vðt; sÞ; P : s 7! Vð1; sÞ;

respectively the flow function which associates to ðt; sÞ the value at t of the solution
of the equation with the initial condition vð0Þ ¼ s, and the Poincaré function. We

can note also that the solutions cannot cross, which infers to the set of solutions v

a simple structure because we are in dimension 1.

Let us begin by study the global solutions of the equation, i.e., solutions which

live on all ½0; 1�. It is easy to see that such solutions live above (resp. below) a

function a (resp. b) with values in ½�1; 1�, verifying the equation at the values of

t where aðtÞ (resp. bðtÞ) is in ð�1; 1Þ and admitting at least one value of t such

that aðtÞ (resp. bðtÞ) is in fe1g. Figure 1, obtained by Routine A.1 exposed in

Appendix A, gives for each p the values of a and b on q½0; 1�.
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p1 p2 p3 p4 p5 p6

�7:98 �7:83 �4.7 0.45 5:85 12:34

We see on this figure that there exists reals p1 and p6 such that for all p < p1 or

p > p6, configurations of að0Þ, bð0Þ, að1Þ, bð1Þ imply the non existence of global

solutions. Let us consider the 3 cases

ðaÞ p a ðp1; p3Þ; ðbÞ p a ðp3; p4Þ; ðcÞ p a ðp4; p6Þ;

for which the graph of a is given by Figure 2. Indeed, in the case (a), the graph of

a reaches �1 in ð0; 1Þ at the first root r1 of hp;q, this is explained by the equation

whose the right member is hp;qðr1Þ þ 0 and by the sign of hp;q. In the case (b), the

graph of a reaches �1 at t ¼ 1. Finally, in the case (c), the graph of a reaches �1

Figure 1. ð1Þ að0Þ; ð2Þ að1Þ; ð3Þ bð0Þ; ð4Þ bð1Þ:

Figure 2. Pictures of a and b
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at the second root r2 of hp;q, this is explained like in the case (a). In all cases, the

graph of b is given by the figure 2 (d) (lets us note that the equation ensures that

bð1Þ ¼ 1, so the right part of the curve bð1Þ on Figure 1 comes from numerical

errors) up to the convexity of the beginning of the graph which depends of p. By

observing the evolution following p of the graphs of a and b, we see how the

global solutions disappear out of ðp1; p6Þ: by superposition of a and b. Let us

note that by using condition (2) with t1 and t2 given by r1 and r2 for p < �2 et

by 0 and r1 or r2 and 1 for p > 0 (i.e. working in a connected part of the domain

of hþp;q), we are theoretically sure that global solutions do not exist out of

ð�6� 2
ffiffiffi
6
p

; 8þ 8
ffiffiffi
2
p
ÞU ð�10:89; 19:31Þ:

If s1a s2, we know that for each t a ½0; 1� we have

hp;qðtÞ þ es1 a hp;qðtÞ þ es2 ;

hence we deduce easily that the Poincaré function P is increasing, and even that

the function P� id giving at s the increase of the solution Vð�; sÞ, is increasing.

Hence, for the existence of a periodic solution, we need to have the following

configuration:

að1Þ � að0Þ < 0; bð1Þ � bð0Þ > 0:

The second condition being always true, Figure 1 ensures that there exists one

and only one periodic solution for p a ðp2; p5Þ. The theoretically su‰cient

bounds for p was �5 and 3, and the observed numerically bounds are �7:83 and

5:85.

The graph of the periodic solution vp of our equation is given at Figure 3 for

some values of p in the three cases

ðiÞ p < �1; ðiiÞ p ¼ �1; ðiiiÞ p > �1:

The case (i) (resp. (iii)) concerns functions with the same behavior as Figure 2(a)

(resp. (c)), and the case (ii) is the constant solution 0. Those graphs are obtained

by Routine A.3 given in Appendix A. Let us try to explain the shape of the graph

of vp with the equation. Let us discuss what happens for p > 0. The shape of

hp;q is given by

0 1
4þ 1

2q
1
4

1
2

3
4

3
4� 1

2q 1

þ 0 � �1 � min � �1 þ 0 þ
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When t ¼ r1, the equation ensures that v 0p > 0. This is to compare with the fact

that the numerical experiments seem to ensure that vp reaches its maximum after 1
4

which is closer and closer to r1 when p increases. When t ¼ 1
2 , the function vp

seems to be close to 0 which, combined with equation, ensures that

v 0pU e0 þ pþ q ¼ �p� 1:

Hence, when p increases, we see that v 0p is more and more negative. When t ¼ 3
4 ,

vp < 0 which, combined with the equation, ensures that v 0p < 0. When t ¼ r2, the

equation ensures that v 0p > 0. So, vp reaches its minimum between 3
4 and r2 which

are closer and closer when p increases. When t > r2, the equation ensures that

v 0p > 0 which corresponds to Figure 3.

This description is not applicable for �2 < p < 0 because for those values of p,

the function hp;q is always negative. For p ¼ �1, the function vp is identically

0, what is consistent with the equation. For p < �2, Figure 3 shows a similar

behavior for vp but with an inversion of the t where vp reaches its minimum and

maximum, what is clear with the equation because of the change of the sign-

behavior of hp;q. But despite this kind of di¤erences, we can do the same type of

description for vp.

A discussion about the possibly numerical errors for the graphs of vp can be

found at the end of Appendix A.

5.2. Applications of Theorems 2 and 4.1. Let us begin with an application of

Theorems 2, 3 and 4.1 for problem ðPbÞ with b < 0.

Figure 3. In the case (a), �7:7a pa�7:3 by step of 0:1 and �7a pa�4 by step of 1,
and in the case (c), 2a pa 5 by step of 1 and 5:4a pa 5:7 by step of 0:1
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Example 5.3. Let us consider the problem

�g1u� þ g2u
þ

1þ g1u
� þ g2u

þ

� �0
¼ a � sinðbtþ uÞffiffi

t
p
þ e�juj

; uðTÞ ¼ buð0Þ; ð22Þ

where a; b a R and g1; g2 > 0. Because

j f ðt; uÞj ¼ a � sinðbtþ uÞffiffi
t
p
þ e�juj

����
����a jajffiffi

t
p
þ e�juj

a
jajffiffi
t
p ;

Theorem 2 ensures that if

jajffiffi
t
p











1

¼ 2jaj
ffiffiffiffi
T
p

< 1

then problem (22) has at least one solution. If moreover g1 ¼ g2 (f odd) and

b ¼ �1 (antiperiodic problem), Theorem 4.1 ensures that condition jaj
ffiffiffiffi
T
p

< 1

su‰ces for the existence of at least one solution of Problem (22).

Let us give now an application of Theorem 3 for problem ðPbÞ with b > 0 or

b < 0.

Example 5.4. Let us consider the problem

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2
p

� �0
¼ hðtÞ þ ejuj sinðuÞ; uðTÞ ¼ buð0Þ; ð23Þ

where h a Cð½0;T �Þ. We can choose k > 0 large enough so that for all t a ½0;T �,

hðtÞ þ ej�Mj sinð�MÞ < 0 < hðtÞ þ ejMj sinðMÞ

with M ¼ p
2 þ 2kp, and

hðtÞ þ ej�M
0j sinð�M 0Þ > 0 > hðtÞ þ ej�M

0 j sinðM 0Þ

with M 0 ¼ 3p
2 þ 2kp. So, problem (23) has at least one solution.

Appendix A. Routines for numerical experiences

The routine used to obtain Figure 1 is, for example for the curve of að0Þ, the
following
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Routine A.1.

a :¼ �0:99; b :¼ 0:99; c :¼ 0; e :¼ 2�7;

while ðb� aÞ > e

(1) vs is the solution of the Cauchy problem v 0 ¼ hp;qðtÞ þ ef
�1ðvÞ, vð0Þ ¼ s;

(2) f : ð�1; 1Þ ! ½�1; 1� : s! vsð1Þ;
(3) if f ðcÞ > �1 then b ¼ c and c ¼ aþb

2 , else a ¼ c and c ¼ aþb
2 ;

then

að0ÞU c:

The precision can be improved by taking a (resp b) closer to �1 (resp. 1), and e

closer to 0. Let us notice also that f ðsÞ will be 1 (resp. �1) if the function vs is not

global, i.e., reaches 1 (resp. �1) before that t reaches 1.

Remark A.2. Another way to obtain the graph of að0Þ following p, is to observe

the value at 0 of the solution of Cauchy problem with the function ef
�1ðvÞ ex-

tended by 0 when v ¼ �1, and with initial condition vðr1Þ ¼ �1 (or vðr2Þ ¼ �1
following p).

The routine used for Figure 3 is obtained by considering Problem ð ~PPb;lÞ (with
b ¼ 1) which, from the constant function 0 (solution of ð ~PPb;lÞ for l ¼ 0 and ofÐ 1
0 ðhp;q þ euÞ ¼ 0), leads to the function vp.

Routine A.3.

v0 :¼ 0; Ei a f1; . . . ; ng : li :¼
i

n
;

for i equals 1 to n:

(1) vi; s is the solution of the Cauchy’s Problem v 0 ¼ li
�
hp;qðtÞ þ ef

�1ðvÞ�, vð0Þ ¼ s;

(2) fi : R! R : s! vi; sð1Þ;
(3) u0  the closest zero of u0 of function fi;

then

upU un;an :

This is a consequence of the proof of Theorem 1 done in Section 3. Indeed, the

solutions of problem ð ~PPb;lÞ with b ¼ 1 are solutions of
�
fðuÞ

� 0 ¼ lf ðt; uÞ because
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of the boundary conditions and the fact that reals ~KK1, ~KK2 given by (16), (17) are

equal to K1, K2 given by (13), (14).

The numerical errors of this routine can appear for two reasons: first because

we used a numerical method in order to find root of fi, what gives just an approx-

imation, and secondly because we used a numerical method to compute the Poin-

caré function PðsÞ ¼ Vð1; sÞ, what gives again just an approximation. We can not

say anything about the second error except that we used the software MatLab and

the function ode-45 of this software. For the first kind of errors, we can say some

words. When the routine run following l, the errors made for l will not increase

when l tend to 1, because at each step, the function fzero of Matlab searching

zero corrects this error. So we are not in front of a warning of explosion of the

error with the running of the routine, but instead the converse. All the error

due to fzero will be due to the last step, when l ¼ 1. But even at this step, we

think that the error is not bad. Indeed, the function fzero search a root of id � P

and is better than the simple algorithm of Newton which needs, to run, that

ðid � PÞ0ðs0ÞA 0 where s0 is the searched root. As

ðid � PÞ0ðs0Þ ¼ 1� d

ds
Vð1; sÞjs0 A 0 () eð1; s0ÞA 1 ð24Þ

where eðt; sÞ :¼ d
ds
Vðt; sÞ, we know that condition 24 is equivalent to

ð1

0

qh

qv

�
s;Vðs; s0Þ

�
dsA 0 ð25Þ

where h is the nonlinearity hðtÞ þ ef
�1ðvÞ of our equation, because the general

theory about ordinary di¤erential equations implies that

e 0 ¼ qh

qv

�
t;Vðt; sÞ

�
e; eð0; sÞ ¼ 1 () eðt; sÞ ¼ exp

� ð t

0

qh

qv

�
s;Vðs; sÞ

�
ds

�
:

As Condition (25) is true because of

0AdegLS½id � T ;Bð0;KÞ� ¼
ð1

0

qh

qv

�
s;Vðs; s0Þ

�
ds;

(where T and K are explained in Section 3, where the inequality is due to the

proof of Theorem 1, and where the equality can be found for example in [13])

we can conclude as claimed that the error made by the function fzero is not so

bad.
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