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Ao Miguel Ramos, que tanto nos ensinou

Abstract. Consider a Hamiltonian elliptic system of type

�Du ¼ Hvðu; vÞ in W

�Dv ¼ Huðu; vÞ in W

u; v ¼ 0 on qW

8<:
where H is a power-type nonlinearity, for instance Hðu; vÞ ¼ jujpþ1=ðpþ 1Þ þ jvjqþ1=
ðqþ 1Þ, having subcritical growth, and W is a bounded domain of RN , N b 1. The aim
of this paper is to give an overview of the several variational frameworks that can be used
to treat such a system. Within each approach, we address existence of solutions, and in
particular of ground state solutions. Some of the available frameworks are more adequate
to derive certain qualitative properties; we illustrate this in the second half of this survey,
where we also review some of the most recent literature dealing mainly with symmetry, con-
centration, and multiplicity results. This paper contains some original results as well as new
proofs and approaches to known facts.
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1. Introduction

Consider the problem

�Du ¼ Hvðu; vÞ in W

�Dv ¼ Huðu; vÞ in W

u; v ¼ 0 on qW

8<: ð1:1Þ

where the coupling between the two equations is made through a Hamiltonian H

of the form Hðu; vÞ ¼ jujpþ1=ðpþ 1Þ þ jvjqþ1=ðqþ 1Þ, and WHRN is a bounded

domain, Nb 1. In the literature these systems are usually referred to as elliptic
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systems of Hamiltonian type. It is also said that the equations are strongly

coupled, in the sense that uC 0 if and only if vC 0; moreover, as we will see along

this paper, many other properties are shared by the components of each solution

pair.

The study of such system can be made through the use of variational methods.

Unlike in the case of gradient systems where the choice of the energy functional

associated to the problem is straightforward, in the case of Hamiltonian systems

like (1.1) there are several variational approaches available, each one with its

advantages and disadvantages. The aim of this paper is to give an overview of

several of these variational frameworks emphasizing that even if almost all of

them are suitable to obtain existence and multiplicity theorems, some of them are

more adequate to derive certain qualitative properties of the solutions. We also

review some of the recent literature, complementing and updating in this way

the surveys ([48], Section 3) and ([98], Section 4) with only a few overlaps. For

instance, one of our main interests consists in the variational characterization

of ground state solutions and on Nehari type approaches. These topics are not

covered in [48], [98]. We also emphasize that in comparison to [48], [98], we focus

on the simplest case where H is a sum of pure powers in order to grasp the main

ideas and to avoid too much technicalities.

As we already stated, we will focus on the model case

Hðu; vÞ ¼ 1

pþ 1
jujpþ1 þ 1

qþ 1
jvjqþ1; ð1:2Þ

so that the system becomes

�Du ¼ jvjq�1
v in W

�Dv ¼ jujp�1
u in W

u; v ¼ 0 on qW:

8><>: ð1:3Þ

The assumptions on the positive powers p and q will be discussed in a while.

Formally, the equations in (1.1) are the Euler-Lagrange equations of the action

functional

ðu; vÞ 7!
ð
W

3‘u;‘v4 dx�
ð
W

Hðu; vÞ dx: ð1:4Þ

We will use the notation

QðuÞ ¼
ð
W

3‘u;‘v4 dx
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to denote the quadratic part of the functional, while 3� ; �4 denotes the canonical

inner product of RN . An important question is to decide in which space the

functional should be defined. A first natural choice could be to work with

ðu; vÞ a H 1
0 ðWÞ �H 1

0 ðWÞ. In order to define the functional in H 1
0 ðWÞ �H 1

0 ðWÞ,
we need to assume that

ðpþ 1ÞðN � 2Þ; ðqþ 1ÞðN � 2Þa 2N;

whereas the strict inequality, for Nb 3, is required in order to get compactness

properties. However, as was simultaneously observed in [50], [68], this is too

restrictive; indeed, the correct notion of subcriticality associated to (1.1) is

1

pþ 1
þ 1

qþ 1
>

N � 2

N
; ð1:5Þ

while criticality corresponds to ðp; qÞ lying on the so called critical hyperbola:

1

pþ 1
þ 1

qþ 1
¼ N � 2

N
: ð1:6Þ

Following the aforementioned papers, we can motivate this fact at least in two

di¤erent ways. First, if q ¼ 1, the system (1.3) reduces to the fourth order problem

D2u ¼ jujp�1
u in W

u;Du ¼ 0 on qW;

�
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whose critical exponent pþ 1 is given by 2N=ðN � 4Þ, which is larger than

2N=ðN � 2Þ. Observe that this is consistent with the choice of q ¼ 1 in (1.6). On

the other hand, the critical hyperbola also arises in the generalized Pohoz̆aev

identity due to Pucci and Serrin [87], Clément et al. [39], Mitidieri [76], van

der Vorst [114], Peletier and van der Vorst [83]; in case of (1.3), this identity

reads as

N

pþ 1
� a

� �ð
W

jujpþ1
dxþ N

qþ 1
� ðN � 2� aÞ

� �ð
W

jvjqþ1
dx ¼

ð
qW

qu

qn

qv

qn
ds

for every a > 0. By choosing first a ¼ N=ðpþ 1Þ, one shows that the system (1.3)

does not have positive solutions on star shaped domains if ðp; qÞ lies on or above

the critical hyperbola, namely if

1

pþ 1
þ 1

qþ 1
a

N � 2

N
:

The previous arguments show that one should aim at working with ðp; qÞ satisfy-
ing (1.5). However, under such assumption, it may happen that for instance (for

Nb 3) p < Nþ2
N�2 < q, and thus the action functional may not be well defined on

H 1
0 ðWÞ �H 1

0 ðWÞ. This fact is the first reason why, in the literature, several, though

equivalent, variational approaches are considered.

One of the facts that will come out of our exposition is that the more general

and meaningful notion of superlinearity is not p; q > 1, both nonlinearities super-

linear, but rather

1

pþ 1
þ 1

qþ 1
< 1 or; equivalently; pq > 1:

This allows for instance p < 1 < q. Both the conditions pq > 1 and (1.5) are

strongly related with the strong coupling in (1.3); the ideia is that one of the

exponents can go ‘‘slightly’’ outside the interval ð1; 2� � 1Þ, as long as the other

one compensates it.

In the first sections of this paper, namely from Section 2 to Section 5, we

overview several variational frameworks which have been used in the literature

to deal with Hamiltonian systems. All these approaches can also be used under

Neumann boundary conditions. Here, for simplicity, we have decided to deal

only with homogeneous Dirichlet conditions like in (1.1). Let us describe the

content of these sections. The bibliographic references to each method and result

can be found in the corresponding section.

We start in Section 2 by reviewing two possible frameworks built directly in

the functional (1.4). For this reason, we shall call them direct approaches. The
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first one consists in using the Sobolev spaces W 1; s �W 1; ðs�1Þ=s, for some suit-

able s > 1. For sA 2 this is not a Hilbert space and hence this approach is

rarely used to prove existence results. Nevertheless, it allows one to give a

definition of ground state solution for every ðp; qÞ subcritical, and it is also useful

when proving energy estimates. The second direct approach deals with frac-

tional Sobolev spaces, with the definitive advantage of providing an Hilbertian

framework.

It will become clear from the direct approaches that another di‰culty when

dealing with (1.4) is the fact that Q, its quadratic part, is strongly indefinite in

the sense that it is positive and negative respectively in two infinite dimensional

subspaces which split the function space in two. Moreover, (1.4) does not have a

mountain pass geometry; in particular, the origin ð0; 0Þ is not a local minimum.

Instead, one has to rely in other linking theorems of more complicated nature.

Another related issue is the fact that the usual Nehari manifold is not suitable to

describe the ground state level.

One alternative to get rid of the indefinite character of (1.4) is to use the dual

method, which we describe in Section 3. In an informal basis, the method consists

in taking the inverse of the Laplace operator, rewriting the system as

ð�DÞ�1ðjvjq�1
vÞ ¼ u; ð�DÞ�1ðjujp�1

uÞ ¼ v

and defining w1 ¼ jujp�1
u, w2 ¼ jvjq�1

v, which leads to

ð�DÞ�1
w2 ¼ jw1j1=p�1

w1; ð�DÞ�1
w1 ¼ jw2j1=q�1

w2:

The associated energy functional, defined in a suitable product of Lebesgue spaces,

has a mountain pass geometry.

Finally, other possibility is to reduce the problem to a scalar one (cf. Sections 4

and 5). In Section 4 we explain the reduction by inversion, which heuristically

consists in taking v :¼ jDuj1=q�1ð�DuÞ and replacing it in the second equation of

(1.3), leading to the single equation problem of higher order

DðjDuj1=q�1DuÞ ¼ jujp�1
u in W;

u;Du ¼ 0 on qW:

�
This approach allows to deal with the sublinear case pq < 1 as well, and reduces

the problem of ground state solutions to the easier study of finding solutions which

achieve the best constant of a related Sobolev embedding.

In Section 5, for the case p; q > 1, we introduce a Nehari type manifold of

infinite codimension in order to characterize with a minimization problem the

ground state level. Moreover, by exploiting the properties of (1.4) on the pairs of
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type ðu; uÞ and ðu;�uÞ, one can find, for each u, a function Cu so that the energy

(1.4) calculated on ðuþCu; u�CuÞ once again displays a mountain pass geome-

try, and its critical points (in u) correspond to solutions of the original system.

This approach can be thought as being a Lyapunov-Schmidt type reduction.

By using either the dual or the reduction by inversion method, one can prove

in a relatively easy way positivity and symmetry properties for ground state

solutions. However, it seems that this result does not follow easily with the other

methods. Hence, one of the interesting things about all these approaches is that

each method is more suitable to prove certain properties of the solutions. We

illustrate this in a deeper way in the second part of the paper, from Section 6 on,

where we survey some recent literature, highlighting for each stated result the

most suitable framework. In Section 6 we combine the reduction by inversion

approach with some arguments based on polarization of functions to prove

symmetry properties of ground state solutions for two classes of systems. In

particular, we solve an open problem, cf. ([27], p. 451), about the radial symmetry

of ground state solutions of a system posed on RN . For the so called Hénon-type

system, we prove the foliated Schwarz symmetry of the ground state solution,

as well as we present a result about symmetry breaking. Section 7 reviews the

existing concentration results available for (1.1); there, the chosen method is the

Lyapunov-Schmidt type reduction. After that, in Section 8 we show how to ob-

tain infinitely many solutions (by three di¤erent methods: the two reductions and

a Galerkin type method) in both the symmetric case (1.3) as well as in the pertur-

bation from symmetry problem. Finally, the last section is about sign-changing

solutions; Subsection 9.1 deals with a very recent result of existence and symmetry

properties of least energy nodal solutions via dual method, while Subsection 9.2

is about the existence of infinitely many sign-changing solutions of (1.3) via the

Lyapunov-Schmidt type reduction.

To sum up, one can say in conclusion that it seems that the direct approaches

are harder to apply to (1.1) and have been less used in the past, mainly because

it is hard to deal directly with the strongly indefinite functional (1.4). The

dual method seems to be more adapted to prove sign and symmetry results; the

reduction by inversion to prove sign, symmetry and multiplicity results, while

the Lyapunov-Schmidt type reduction is useful in proving concentration and mul-

tiplicity results.

We finish this introduction by stressing that, although this paper is mainly a

survey, it contains some original results, proofs, and computations that have not

appeared elsewhere. For example we refer to:

– the proof that the standard Nehari manifold cannot be used to define the

ground state level (Proposition 2.1);

– the fact that the functional associated to the dual method in Section 3 satisfies

the Palais Smale condition (Proposition 3.4);
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– a simple proof for the radial symmetry of ground state solutions by using the

dual method and under the mere hypothesis (H3), which includes cases with

p < 1 or q < 1 (Theorem 3.10);

– comprehensive proofs of the several characterizations of least energy level in

Section 5;

– we solve an open problem, cf. ([27], p. 451), about the radial symmetry of

ground state solutions of a system posed on RN (Theorem 6.4);

– with respect to the existing bibliography, we prove the concentration results in

Section 7 under more general assumptions on the nonlinearities.

Notations. We will denote the Lr-norm by kukr :¼ ð
Ð
W jujr dxÞ1=r. We will always

assume Nb 1, except it is specifically mentioned, and define 2� ¼ þl if N ¼ 1; 2;

2� ¼ 2N=ðN � 2Þ otherwise.

2. Direct approaches

In this section we present two approaches built directly on the action functional

(1.4). In Subsection 2.1 we use the spaces W 1; s �W 1; ðs�1Þ=s, while in Subsection

2.2 we deal with fractional Sobolev spaces. We also make some remarks concern-

ing least energy solutions. In order to simplify the presentation, throughout this sec-

tion we focus on the model case (1.2), so that the system in consideration is (1.3).

2.1. The W 1, sDW 1, s/(sC1) framework. Having in mind the goal of finding a

space in which (1.4) is well defined for ðp; qÞ lying bellow the critical hyperbola,

following for instance ([41], Section 1) (see also [28], Section 2), we observe that

for every s > 1, ��� ð
W

3‘u;‘v4 dx
���a k‘ukLsðWÞk‘vkLs=ðs�1ÞðWÞ:

Therefore the quadratic part Q of (1.4) is well defined on the product W 1; s
0 ðWÞ�

W
1; s=ðs�1Þ
0 ðWÞ, and if for some s > 1, one has the embeddings

W 1; s
0 ðWÞ ,! Lpþ1ðWÞ; W

1; s=ðs�1Þ
0 ðWÞ ,! Lqþ1ðWÞ; ð2:1Þ

the integral of the Hamiltonian in (1.4) is finite. Let us suppose without loss of

generality that pb q. One easily sees that the previous embeddings are continu-

ous and compact whenever s > 1 is such that

ðN � sÞðpþ 1Þ < sN; N � s

s� 1

� �
ðqþ 1Þ < sN

s� 1
;
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or, equivalently,

Nðpþ 1Þ < sðN þ pþ 1Þ; s
�
ðN � 1Þðqþ 1Þ �N

�
< Nðqþ 1Þ:

There are now two possibilities: either ðN � 1Þðqþ 1Þ �Na 0 and we can take

any suitable large s, or qþ 1 > N=ðN � 1Þ and we can choose s satisfying

1 <
Nðpþ 1Þ
N þ pþ 1

< s <
Nðqþ 1Þ

ðN � 1Þðqþ 1Þ �N

under the mere assumption that

p; q > 0;
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH1Þ

In conclusion, for ðp; qÞ satisfying (H1), we can choose s > 1 so that the em-

beddings (2.1) are continuous and compact, and in particular we can define the

action functional Gs : W
1; s
0 ðWÞ �W

1; s=ðs�1Þ
0 ðWÞ ! R by

ðu; vÞ 7! Gsðu; vÞ ¼
ð
W

3‘u;‘v4 dx�
ð
W

Hðu; vÞ dx:

In this framework, a weak solution of (1.1) is a critical point of Gs, i.e. a couple

ðu; vÞ a W
1; s
0 ðWÞ �W

1; s=ðs�1Þ
0 ðWÞ such that

G 0
s ðu; vÞðj;cÞ ¼

ð
W

�
3‘u;‘c4þ 3‘v;‘j4�Huðu; vÞj�Hvðu; vÞc

�
dx ¼ 0;
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for every ðj;cÞ a W
1; s
0 ðWÞ �W

1; s=ðs�1Þ
0 ðWÞ. Observe that if we assume ðpþ 1Þ �

ðN � 2Þ; ðqþ 1ÞðN � 2Þ < 2N, then we can choose s ¼ 2 and H 1
0 ðWÞ �H 1

0 ðWÞ is

an agreeable framework.

It is clear that ð0; 0Þ is not a local minimum of Gs. Indeed, the quadratic part Q

is indefinite since Qðu; uÞ is positive definite whereas Qðu;�uÞ is negative definite

for u a H 1
0 ðWÞ. This implies that the functional Gs does not display a mountain

pass geometry. Moreover, W 1; s
0 ðWÞ �W

1; s=ðs�1Þ
0 ðWÞ is not a Hilbert space if sA 2,

which makes linking theorems as the one by Benci and Rabinowitz [23] not appli-

cable (we refer to the next subsection for a di¤erent framework which allows the

use of linking theorems). Due to this fact, it is quite involved to show existence

results using directly the functional Gs. We refer to [49] or ([98], Section 5) for an

approach in that direction. On the other hand, once one knows that a solution

actually exists (for example through other approaches), one can then use Gs to

obtain energy estimates. In ([28], Section 2), for instance, this framework has

proved itself to be useful in estimating the level of least energy solutions, also

called ground state solutions. These can be defined as pairs ðu; vÞ achieving

csðWÞ :¼ inffGsðu; vÞ : ðu; vÞ aW 1; s
0 ðWÞ�W 1; s=ðs�1ÞðWÞ; ðu; vÞAð0; 0Þ;G 0

s ðu; vÞ ¼ 0g:

A priori this level could depend on s, but this turns out not to be the case. Indeed,

arguing as in ([27], Proposition 2.1), see also ([101], Theorem 1) or Subsection 5.3

ahead, one shows with a standard bootstrap that the weak solutions of (1.1) are

classical solutions, so that the numbers csðWÞ are independent of the particular

choice of s. Throughout this paper we will denote the ground state level simply

by cðWÞ.
In the case of a single equation or when dealing with gradient systems, one

possible characterization of the ground state level is through the minimization of

the energy functional on the so called Nehari manifold. For Hamiltonian systems,

this turns out to be unsuccessful, and we illustrate this fact in the superlinear case

pq > 1.

If ðu; vÞ is a weak solution of (1.3), we have
Ð
W jujpþ1

dx ¼
Ð
W jvjqþ1

dx. More-

over, using the fact that G 0
s ðu; vÞðu; vÞ ¼ 0, we infer that

2

ð
W

3‘u;‘v4 dx ¼
ð
W

jujpþ1
dxþ

ð
W

jvjqþ1
dx:

Assuming pq > 1, we deduce that for a nontrivial weak solution ðu; vÞ of (1.3), we
have

Gsðu; vÞ ¼
p� 1

2ðpþ 1Þ

ð
W

jujpþ1
dxþ q� 1

2ðqþ 1Þ

ð
W

jvjqþ1
dx

¼ pq� 1

ðpþ 1Þðqþ 1Þ

ð
W

jujpþ1
dx > 0:
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If (H1) holds, we have all the required compactness to prove that csðWÞ is achieved
as soon as one can prove that Gs has at least one critical point and we therefore

deduce that cðWÞ ¼ csðWÞ > 0.

Next, we define the Nehari manifold NGs
as usual by

NGs
:¼ fðu; vÞ a W 1; s

0 ðBÞ �W
1; s=ðs�1Þ
0 ðBÞ j ðu; vÞA ð0; 0Þ and G 0

s ðu; vÞðu; vÞ ¼ 0g:

In contrast with the case of a single equation or gradient systems, the origin ð0; 0Þ
turns out to be adherent to NGs

. This means infNGs
Gsa 0, and therefore infNGs

Gs

cannot be a critical level associated to a nontrivial critical point! Since this fact

seems not so well known by the community and has been misused, we state it as

a proposition for completeness.

Proposition 2.1. Assume (H1) and pq > 1 hold. Then ð0; 0Þ is an adherent point of

NGs
and infNGs

Gsa 0.

Proof. Suppose for instance that q > 1. Let u a Cl
c ðWÞ be a positive function,

and l; t > 0. Then G 0
s ðtu; tluÞðtu; tluÞ ¼ 0 means

jlðtÞ :¼ tp�1kukpþ1
pþ1 þ tq�1lqþ1kukqþ1

qþ1 ¼ 2lk‘uk22:

Observe that jlðtÞ ! þl as t ! þl, whatever l > 0 and p > 0 are fixed.

Claim: for each l > 0 large enough, there exists a unique tl > 0 such that

jlðtlÞ ¼ 2lk‘uk22; or equivalently; ðtlu; tlluÞ a NGs
: ð2:2Þ

If p > 1, then for each l > 0 we have jlð0Þ ¼ 0. Thus the claim follows easily

from the continuity of jl. For p ¼ 1 one can argue in an analogous way for

each l satisfying 2lk‘uk22 > kukpþ1
pþ1 , since in such case jlð0Þ < 2lk‘uk22. Finally,

when p < 1, we can take l > 0 such that

2lðpq�1Þ=ðq�pÞk‘uk22 > kukpþ1
pþ1 þ kvkqþ1

qþ1 ;

which leads to jlðl�ðqþ1Þ=ðq�pÞÞ < 2lk‘uk22, and we conclude as before.

Conclusion: the identity (2.2) implies in particular that

0 < ðtllÞq�1kukqþ1
qþ1 a

2k‘uk22
l

! 0 as l ! þl:

Hence tll ! 0, and kðtlu; tlluÞkW 1; s
0

�W
1; s=ðs�1Þ
0

! 0 as l ! þl, so that the proof is

complete. r
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In Section 5, we will define a suitable Nehari type set (of infinite codimension).

Namely, by imposing the relations

G 0
s ðu; vÞðuþ f; v� fÞ ¼ 0

for every direction f, we will recover that the minimum on such a set corresponds

to the ground energy level. A di¤erent route will also be considered in Sections 3

and 4 where we provide two other ways to recover a characterization of the

ground state level as the minimum on a standard Nehari manifold.

2.2. Using fractional Sobolev spaces. In this section we describe the variational

approach based on the use of fractional Sobolev spaces, following [50], [68].

We recall that, in order to simplify the computations, we still assume Hðu; vÞ ¼
jujpþ1=ðpþ 1Þ þ jvjqþ1=ðqþ 1Þ, and refer to the above mentioned papers for

more general statements. The following approach will yield an existence result

for ðp; qÞ such that

p; q > 0; 1 >
1

pþ 1
þ 1

qþ 1
>

N � 2

N
; pðN � 4Þ; qðN � 4Þ < N þ 4: ðH2Þ

Recall that 1=ðpþ 1Þ þ 1=ðqþ 1Þ < 1 is equivalent to pq > 1, which corresponds

to the notion of superlinearity in the context of elliptic Hamiltonian systems.
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Remark 2.2. The references [50], [68] were published contemporaneously, and the

techniques share much similarities. However, in [68] the proof is done for the

more restrictive case

p; q > 1;
1

pþ 1
þ 1

qþ 1
>

N � 2

N

(both nonlinearities need to be superlinear), while the observation that one can

actually treat the more general case (H2) is done in [50]. For more precise details

check the proof of Theorem 2.4 ahead.

For Nb 3, the fact that ðp; qÞ lies below the critical hyperbola may yield that

(for instance) q < 2� � 1 < p. In such a case, we cannot define the action func-

tional (1.4) in H 1
0 ðWÞ �H 1

0 ðWÞ, and the idea is to impose a priori more regularity

on u and less on v, keeping at the same time an Hilbertian framework. Having

this in mind, let us introduce the fractional Sobolev spaces EsðWÞ.
Let ðfnÞn be the sequence of L2-normalized eigenfunctions of

�
�D;H 1

0 ðWÞ
�
,

with corresponding eigenvalues ðlnÞn. It is well know that each u a L2ðWÞ coin-
cides with its Fourier series

u ¼
Xl
n¼1

anfn;

with an :¼
Ð
W ufn dx. For s > 0, we can therefore define the operator As :¼

ð�DÞs=2 : EsðWÞ ! L2ðWÞ, where

EsðWÞ ¼
n
u ¼

Xl
n¼1

anfn a L2ðWÞ : kuk2E sðWÞ :¼
Xl
n¼1

ls
na

2
n < l

o
; ð2:3Þ

and

Asu ¼ As
Xl
n¼1

anfn

 !
:¼
Xl
n¼1

ls=2
n anfn:

We endow EsðWÞ with the inner product

3u; v4E sðWÞ :¼
ð
W

AsuAsv dx; Eu; v a EsðWÞ;

so that EsðWÞ is an Hilbert space with the Hilbertian norm kukE s ¼ kAsuk2.
We denote by A�s the inverse of the operator As. Observe that E2ðWÞ ¼
H 2ðWÞBH 1

0 ðWÞ and A2 ¼ �D, while E1ðWÞ ¼ H 1
0 ðWÞ.
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Suppose for the moment that

p; q > 0;
1

pþ 1
þ 1

qþ 1
>

N � 2

N
; pðN � 4Þ; qðN � 4Þ < N þ 4: ð2:4Þ

Then

0 < N
1

qþ 1
�N � 4

2N

� �
; N

1

2
� 1

pþ 1

� �
< 2;

and

N
1

2
� 1

pþ 1

� �
< N

1

qþ 1
�N � 4

2N

� �
;

whence we can take 0 < s < 2 such that

N
1

2
� 1

pþ 1

� �
< s < N

1

qþ 1
�N � 4

2N

� �
:

This last statement is equivalent to

ðpþ 1ÞðN � 2sÞ < 2N; ðqþ 1Þ
�
N � 2ð2� sÞ

�
< 2N:

Thus, under this choice, we have the compact embeddings (see [50], Theorem 1.1):

EsðWÞ ,! Lpþ1ðWÞ; E2�sðWÞ ,! Lqþ1ðWÞ:

To simplify the notation, we set t ¼ 2� s and Es :¼ EsðWÞ � EtðWÞ. The previous

embeddings imply that the energy functional

Is : Es ! R; Isðu; vÞ ¼
ð
W

AsuAtv dx�
ð
W

Hðu; vÞ dx ð2:5Þ

is a well defined C1-functional for ðp; qÞ as in (2.4). Then ðu; vÞ a Es is a critical

point of Is if and only if

I 0
sðu; vÞðj;cÞ ¼

ð
W

�
AsuAtcþ AsjAtv�Huðu; vÞj�Hvðu; vÞc

�
dx ¼ 0;

for every ðj;cÞ a Es that is, ðu; vÞ is a solution of

�Du ¼ Hvðu; vÞ in E�tðWÞ; �Dv ¼ Huðu; vÞ in E�sðWÞ:
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This is the notion of weak solution in this context. It is proved in ([50], Theorem

1.2) that weak solutions are strong solutions, in the sense that

u a W 2; ðqþ1Þ=qðWÞBW
1; ðqþ1Þ=q
0 ðWÞ; v a W 2; ðpþ1Þ=pðWÞBW

1; ðpþ1Þ=p
0 ðWÞ

and they satisfy the system (1.1) pointwise for a.e. x a W. By using a bootstrap

argument and elliptic regularity theory [66], see also Subsection 5.3 ahead, one

proves in a standard way that weak solutions are in fact classical solutions.

In order to obtain the existence of nontrivial solutions under (H2) we need

some preliminaries. First observe that the functional Is may be written in the

form

Isðu; vÞ ¼
1

2
3Lsðu; vÞ; ðu; vÞ4Es

�
ð
W

Hðu; vÞ dx;

where Ls : Es ! Es is the self-adjoint bounded linear operator defined by the

condition

3Lsðu; vÞ; ðj;cÞ4E ¼
ð
W

ðAsuAtcþ AsjAtvÞ dx;

having the explicit formula

Lsðu; vÞ ¼ ðA�sAtv;A�tAsuÞ:

The space Es decomposes in Eþ
s aE�

s , with

Eþ
s ¼ fðu;A�tAsuÞ : u a EsðWÞg; E�

s ¼ fðu;�A�tAsuÞ : u a EsðWÞg;

writing ðu; vÞ a Es as

ðu; vÞ ¼ uþ A�sAtv

2
;
vþ A�tAsu

2

� �
þ u� A�sAtv

2
;
v� A�tAsu

2

� �
:

Observe that both Eþ
s and E�

s are infinite dimensional, and the quadratic partÐ
W AsuAtv dx is positive on Eþ

s , negative on E�
s . In the literature, this type of

geometry is referred to as strongly indefinite.

Lemma 2.3. Under (H2), the functional Is satisfies the Palais-Smale condition.

Proof. Let ðun; vnÞ a Es be so that Isðun; vnÞ is bounded and I 0
s ðun; vnÞ ! 0. Then

we have
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0 <
pq� 1

pþ qþ 2

ð
W

junjpþ1

pþ 1
þ jvnjqþ1

qþ 1

 !
dx

¼ Isðun; vnÞ �I 0
s ðun; vnÞ

qþ 1

pþ qþ 2
un;

pþ 1

pþ qþ 2
vn

� �
aC þ enkðun; vnÞkEs

;

with 0 < en ! 0 as n ! l. Thus

kðun; vnÞk2Es
¼
ð
W

ðjunjpA�sAtvn þ jvnjqA�tAsunÞ dx

þI 0
s ðun; vnÞðA�sAtvn;A

�tAsunÞ

a

� ð
W

junjpþ1
dx
�p=ðpþ1Þ

kA�sAtvnkpþ1

þ
� ð

W

jvnjqþ1
dx
�q=ðqþ1Þ

kA�tAsunkqþ1 þ enkðun; vnÞkEs

aCkðun; vnÞkEs

�
C þ enkðun; vnÞkEs

�p=ðpþ1Þ

þ Ckðun; vnÞkEs

�
C þ enkðun; vnÞkEs

�q=ðqþ1Þ þ enkðun; vnÞkEs

aCkðun; vnÞkEs
þ enkðun; vnÞkEs

þ enkðun; vnÞk2Es
:

Since fðun; vnÞgn is bounded in Es, up to a subsequence, ðun; vnÞ weakly converges

to some ðu; vÞ a Es. The convergence is actually strong and this can be deduced

from a careful analysis of the convergence

I 0
s ðun; vnÞ

�
A�sAtðvn � vÞ;A�tAsðun � uÞ

�
! 0: r

Theorem 2.4. Take ðp; qÞ satisfying (H2). Then (1.1) admits a nontrivial classical

solution.

Sketch of the proof. We follow [50], where more general nonlinearities are

considered.

Step 1. Definition of the set S. Given r > 0, by using the embeddings (2.1), we

have that, for kukE s ¼ r,

Isðrqu; rpA�tAsuÞb rpþqþ2 � Crðpþ1Þðqþ1Þ ¼ rpþqþ2ð1� Crpq�1Þ

for some C > 0 independent of r. Define the set

S ¼ Sr ¼ fðrqu; rpA�tAsuÞ : kukE s ¼ rg:
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Then there exists a constant a > 0 such that IsjS b a > 0 whenever r > 0 is taken

su‰ciently small.

Step 2. Definition of the set Q. Let w be any eigenfunction of
�
�D;H 1

0 ðWÞ
�
.

Given constants s;M > 0, define the set

Q ¼ Qs;M ¼
	�

sqðtwþ fÞ; spA�tAsðtw� fÞ
�
: 0a tas; 0a kfkE s aM



:

Observing that

Is

�
sqðtwþ fÞ; spA�tAsðtw� fÞ

�
¼ spþqt2kwk2E s � spþqkfk2E s

� sqðpþ1Þ

pþ 1

ð
W

jtwþ fjpþ1
dx� spðqþ1Þ

qþ 1

ð
W

jA�tAsðtw� fÞjqþ1
dx;

and pq > 1, it can be proved that IsjqQa 0 for su‰ciently large s;M > 0

(cf. [50], Section 3).

Step 3. Conclusion. It can be proved that Q and S link1, and one can apply the

linking theorem of Benci and Rabinowitz ([23], Theorem 0.1) in a version due to

Felmer ([61], Theorem 3.1) (see also [68] where, under the additional assumption

that p; q > 1, ([23], Theorem 0.1) is applied directly with S :¼ qBrð0ÞBEþ,
Q :¼ Rðw;A�tAswÞaE�). r

Once we have the existence of at least one solution, the existence of a solution

with least energy follows from a compactness argument.

Corollary 2.5. Take ðp; qÞ satisfying (H2). Then the ground state level

cðWÞ ¼ inffIsðu; vÞ : ðu; vÞ a Es; ðu; vÞA 0;I 0
s ðu; vÞ ¼ 0g

is achieved and positive.

Proof. First, observe that arguing as in the previous subsection, if ðu; vÞA ð0; 0Þ
and I 0

s ðu; vÞ ¼ 0, we obtainð
W

jujpþ1
dx ¼

ð
W

jvjqþ1
dx and

Isðu; vÞ ¼
pq� 1

ðpþ 1Þðqþ 1Þ

ð
W

jujpþ1
dx > 0: ð2:6Þ

1In the sense of equation (3.7) in [61].
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Hence we infer that cðWÞb 0. Suppose without loss of generality that pb q, so

that p > 1 does hold. From the identity I 0
s ðu; vÞð0;A�tAsuÞ ¼ 0, we infer that

kuk2E s ¼
ð
W

jvjq�1
vA�tAsu dxa

� ð
W

jvjqþ1
dx
�q=ðqþ1Þ

kA�tAsukqþ1

aCkukqðpþ1Þ=ðqþ1Þ
pþ1 kA�tAsukqþ1aCkukqðpþ1Þ=ðqþ1Þþ1

E s

for some C > 0. In particular, there exists k > 0 such that for every nontrivial

solution ðu; vÞ,

kukðpq�1Þ=ðqþ1Þ
E s b k ð2:7Þ

Now take a minimizing sequence ðun; vnÞ at the level cðWÞ, that is

Isðun; vnÞ ! cðWÞ; I 0s ðun; vnÞ ¼ 0:

Since Is satisfies the Palais-Smale condition (see Lemma 2.3), we have (up to a

subsequence) ðun; vnÞ ! ðu; vÞ in EsðWÞ � EtðWÞ. Moreover, (2.7) implies that

ðu; vÞA ð0; 0Þ, and it is a critical point of Is, at the critical level cðWÞ. From

(2.6), we have that cðWÞ > 0. r

We end this section by observing that, at the price of dealing with modified non-

linearities, we could also have worked with the Sobolev space H 1
0 ðWÞ �H 1

0 ðWÞ. In

fact, introducing the isometric isomorphism

Bs : H
1
0 ðWÞ ! EsðWÞ : u 7! BsðuÞ ¼ A�s � A1ðuÞ;

the functional ~IIs : H
1
0 ðWÞ �H 1

0 ðWÞ ! R defined by

~IIsðu; vÞ ¼
ð
B

3‘u;‘v4 dx�
ð
B

HðBsu;B2�svÞ dx

is a well defined C1-functional for ðp; qÞ satisfying (H2). Then ðu; vÞ a H 1
0 ðWÞ�

H 1
0 ðWÞ is a critical point of ~IIs if and only if

~II 0
s ðu; vÞðj;cÞ ¼

ð
W

ð3‘u;‘c4þ 3‘v;‘j4Þ dx

�
ð
W

�
HuðBsu;B2�svÞBsj�HvðBsu;B2�svÞB2�sc

�
dx ¼ 0;

for every ðj;cÞ a H 1
0 ðWÞ �H 1

0 ðWÞ, or, equivalently, if and only if ðBsu;B2�svÞ a
EsðWÞ � E2�sðWÞ is a critical point of Is. This slightly di¤erent strategy was in-

troduced and used in ([31], Section 5) as it is convient to work in a framework
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where u and v belong to the same functional space, especially when one wants to

use the reduction approach of Section 5.

Remark 2.6. One downsize of the approach presented in this subsection is that

it does not allow to treat the cases where pðN � 4ÞbN þ 4 or qðN � 4ÞbN þ 4,

as we cannot find 0 < s < 2 so that the functional Is is well defined on

EsðWÞ � EtðWÞ, with t ¼ 2� s. Moreover, by using directly this approach, it is

not clear how to show that ground state solutions are signed nor if they enjoy

symmetry properties. These questions will be considered in the following two

sections via other methods.

3. The dual method

In this section we describe some applications of the so called dual variational

principle of Clarke and Ekeland [37], [38] to prove the existence and to study

qualitative properties of ground state solutions to the system (1.1). We still deal

with pure power nonlinearities as in the model Hamiltonian (1.2), assuming that

the couple ðp; qÞ satisfies

p; q > 0; 1 >
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH3Þ
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As far as we know, the application of the dual variational principle to strongly

coupled elliptic systems such as (1.1) goes back to Clément and van der Vorst [41].

One of the features in [41] is that the authors assumed the mere hypothesis (H3),

which includes cases with pa 1 or qa 1. We mention that Alves and Soares [5]

also applied the dual variational method to treat singularly perturbed systems2 of

the form

�e2Duþ VðxÞu ¼ jvjq�1
v in RN ;

�e2Dvþ VðxÞv ¼ jujp�1
u in RN ;

(
ð3:1Þ

assuming (H3) and the extra assumptions p > 1 and q > 1; cf. [102] for a more

general system with a similar superlinear assumption. In this section we follow

some of the ideas in [41], but we present a simpler approach. Our main concern

is to show how the dual variational method transforms the strongly indefinite

structure of the functional associated to problem (1.1) into a problem whose func-

tional displays a mountain pass geometry. We simplify the arguments of [41],

especially with respect to compactness. In [41], the authors use a variant of the

mountain pass theorem of Ambrosetti and Rabinowitz [9] due to Bartolo, Benci

and Fortunato [18], [22], which holds for functionals that satisfy the so called

Cerami condition, see e.g. [36]. Instead, we prove that the functional associated

to this approach indeed satisfies the Palais-Smale condition and so we apply the

standard version of the mountain pass theorem [9]. Finally, we stress that more

general systems can be considered in this framework and we refer to ([22], Theo-

rem 1.1) and ([41], Theorem 3.2).

We now illustrate how problem (1.1) can be treated in a dual formulation. For

instance, consider the slightly more general problem

�Duþ cðxÞu ¼ jvjq�1
v in W;

�Dvþ cðxÞv ¼ jujp�1
u in W;

u; v ¼ 0 on qW;

8><>: ð3:2Þ

where the function c is such that L :¼ �Dþ cðxÞI : W 2; rðWÞBW 1; r
0 ðWÞ ! LrðWÞ

is a topological isomorphism for every 1 < r < l. For example, this holds

when c a C1ðWÞ is nonnegative and of course one could assume more general

conditions.

We illustrate this method by using it in order to prove that:

(i) there exists a ground state solution to (3.2);

(ii) any ground state solution ðu; vÞ of (3.2) is signed, that is, either ðuþ; vþÞ ¼
ð0; 0Þ or ðu�; v�Þ ¼ ð0; 0Þ (or, equivalently, uv > 0 in W);

2Compare (3.1) with ([5], eq. (1.3)). In fact, in order to apply the dual variational method to (3.1), the
two potentials on the left hand sides of (3.1) must be equal as follows from ([5], line 5 p. 114).
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(iii) any ground state solution of (3.2) is radially symmetry in case W is a ball

and cC 0.

For that, we define fp; fq : R ! R by

fpðtÞ ¼ jtjp�1
t; fqðtÞ ¼ jtjq�1

t; t a R:

The dual method consists in taking the inverse of the operator L, rewriting the

system (3.2) as

u ¼ L�1ðjvjq�1
vÞ ¼ L�1

�
fqðvÞ

�
; v ¼ L�1ðjujp�1

uÞ ¼ L�1
�
fpðuÞ

�
and introducing the new variables f ¼ jujp�1

u ¼ fpðuÞ ¼ Lv, g ¼ jvjq�1
v ¼

fqðvÞ ¼ Lu, leading to the system

L�1f ¼ jgj1=q�1
g ¼ f�1

q ðgÞ; L�1g ¼ j f j1=p�1
f ¼ f�1

p ð f Þ: ð3:3Þ

Then, fixing the notation K ¼ L�1, we define the operator T : X ! X �, for
appropriate X , through the identity

3Tð f1; g1Þ; ð f2; g2Þ4 ¼
ð
W

ð f2Kg1 þ g2Kf1Þ dx: ð3:4Þ

Since 3Tð f1; g1Þ; ð f2; g2Þ4 ¼ 3Tð f2; g2Þ; ð f1; g1Þ4, it follows that the equations in

(3.3) appear as the Euler-Lagrange equations associated to the action functional

Fð f ; gÞ ¼
ð
W

p

pþ 1
j f jðpþ1Þ=p þ q

qþ 1
jgjðqþ1Þ=q

� �
dx� 1

2
3Tð f ; gÞ; ð f ; gÞ4: ð3:5Þ

We will show that ð f ; gÞ is a critical point of F defined in an adequate space if,

and only if, ðu; vÞ ¼ ðKg;Kf Þ ¼
�
f�1
p ð f Þ; f�1

q ðgÞ
�
is a classical solution of (3.2),

and that the least energy level associated to (3.2) corresponds to the mountain

pass critical level of F. Thus, the dual method allows one to avoid the strongly

indefinite character that is present in the direct approaches.

3.1. Variational framework. Throughout this section we assume that (H3)

holds and we set

X :¼ Lðpþ1Þ=pðWÞ � Lðqþ1Þ=qðWÞ:

Assuming that c a C1ðWÞ is nonnegative, we consider the linear operator

L :¼ �Dþ cðxÞI ;
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and recall that we denote its inverse by K . We first infer from (H3), the W 2; r-

regularity for second order elliptic operators as in ([66], Theorem 9.15), and the

classical Sobolev embeddings, that the operator T : X ! X � defined through

(3.4) is a linear compact operator. Moreover F a C1ðX ;RÞ and F 0 ¼ C� T ,

where

3Cð f1; g1Þ; ð f2; g2Þ4 ¼
ð
W

ðj f1j1=p�1
f1 f2 þ jg1j1=q�1

g1g2Þ dx;

for every ð f1; g1Þ; ð f2; g2Þ a X . Then, from the classical Riesz representation theo-

rem for Lebesgue spaces, we see that C : X ! X � is a homeomorphism.

Throughout this section we will constantly use the identityð
W

fKg dx ¼
ð
W

gKf dx;

which is the consequence of a simple integration by parts.

Proposition 3.1. Assume that (H3) holds. Then ð f ; gÞ a X is a critical point of F

if, and only if, ðu; vÞ ¼ ðKg;Kf Þ ¼
�
f�1
p ð f Þ; f�1

q ðgÞ
�
is a classical C2ðWÞ-solution of

(3.2).

Proof. Let ð f ; gÞ a X be a critical point of F. Then, for every ðj;cÞ a X , we have

0 ¼
ð
W

ðj f j1=p�1
f jþ jgj1=q�1

gcÞ dx�
ð
W

jKgþ cKfð Þdx: ð3:6Þ

Define u ¼ Kg and v ¼ Kf . From the standard W 2; r-regularity for the second

order elliptic operator L, see for instance ([66], Theorem 9.15 and Lemma

9.17), it follows that u a W 2; ðqþ1Þ=qðWÞBW
1; ðqþ1Þ=q
0 ðWÞ, v a W 2; ðpþ1Þ=pðWÞB

W
1; ðpþ1Þ=p
0 ðWÞ and therefore (3.6) reads

0 ¼
ð
W

ðjLvj1=p�1
Lvjþ jLuj1=q�1

LucÞ dx�
ð
W

juþ cvð Þdx Eðj;cÞ a X :

From this identity, we deduce that ðu; vÞ is a strong solution of

Lv ¼ jujp�1
u; Lu ¼ jvjq�1

v in W; u; v ¼ 0 on qW: ð3:7Þ

Then, we can proceed as in ([59], Theorem 1.1) to conclude that ðu; vÞ is a classical

C2ðWÞ solution of (3.7).

The converse implication is even easier and we omit it here. r
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Now we recall a result that helps proving that F satisfies the Palais-Smale

condition.

Lemma 3.2 ([59], Lemma 3.1). Let X be a Banach space and F a C1ðX ;RÞ be

such that

(i) any Palais-Smale sequence of F is bounded;

(ii) for all u a X,

F 0ðuÞ ¼ CðuÞ þ SðuÞ; ð3:8Þ

where C : X ! X � is a homeomorphism and S : X ! X � is a continuous map

such that
�
SðunÞ

�
has a converging subsequence for every bounded sequence ðunÞ

in X.

Then F satisfies the Palais-Smale condition.

Proof. Take a Palais-Smale sequence ðunÞn. By (i), the sequence is bounded and

CðunÞ þ SðunÞ ¼ F 0ðunÞ ! 0 in X �. Let vn ¼ SðunÞ. By (ii) there exists a subse-

quence ðvnkÞk H ðvnÞn such that vnk ! v in X � for some v a X �. Therefore

unk ¼ C�1
�
F 0ðunkÞ � vnk

�
! C�1ð�vÞ: r

Remark 3.3. The operators C and S appearing in the decomposition (3.8) are not

necessarily linear. The condition (ii) related to the operator S is satisfied in the

case X is a reflexive Banach space and S : X ! X � is a compact linear operator,

which is the case in this section. We refer to ([59], Section 3) for an example where

C and S are both nonlinear operators.

Proposition 3.4. Assume (H3). Then the functional F : X ! R, defined by (3.5),

satisfies the Palais-Smale condition.

Proof. Observe that X is a reflexive Banach space, F a C1ðX ;RÞ is such that

F 0 ¼ C� T where C : X ! X � is a homeomorphism and T : X ! X � is a linear

compact operator. Lemma 3.2 implies that all we need to prove is that any Palais-

Smale sequence of F is bounded.

Let ð fn; gnÞ be a Palais-Smale sequence of F. Then, there exist C > 0 and a

sequence ðenÞn of positive numbers such that for every n a N,

jFð fn; gnÞjaC and kF 0ð fn; gnÞkX � a en: ð3:9Þ
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Set

p 0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðq� pÞ2 þ 4

q
� ðq� pÞ

2
and q 0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðq� pÞ2 þ 4

q
þ ðq� pÞ

2
:

Then observe that the straight line passing through ðp 0; q0Þ and ðp; qÞ has its slope
equal to 1, p > p 0 > 0, q > q 0 > 0 and

p 0q 0 ¼ 1; that is;
1

p 0 þ 1
þ 1

q 0 þ 1
¼ 1:

Since for every ð f ; gÞ a X we have

1

2
3Tð f ; gÞ; ð f ; gÞ4� Tð f ; gÞ; f

p 0 þ 1
;

g

q 0 þ 1

� �� 

¼ 0;

it follows from (3.9) and the identity

F 0ð fn; gnÞ
fn

p 0 þ 1
;

gn

q 0 þ 1

� �
�Fð fn; gnÞ

¼ 1

p 0 þ 1
� 1

pþ 1

� �
k fnkðpþ1Þ=p þ 1

q 0 þ 1
� 1

qþ 1

� �
kgnkðqþ1Þ=q

that ð fn; gnÞ is a bounded sequence in X . Therefore, by Lemma 3.2, F satisfies the

Palais-Smale condition. r

Proposition 3.5. Assume (H3) holds. Then F has a local minimum at ð0; 0Þ and a

mountain pass geometry around ð0; 0Þ.

Proof. Indeed Fð0; 0Þ ¼ 0 and

Fð f ; gÞ ¼
ð
W

p

pþ 1
j f jðpþ1Þ=p þ q

qþ 1
jgjðqþ1Þ=q

� �
dx� 1

2

ð
W

ð fKgþ gKf Þ dx

b
p

pþ 1
k f kðpþ1Þ=p

ðpþ1Þ=p þ
q

qþ 1
kgkðqþ1Þ=q

ðqþ1Þ=q

� 1

2
ðkKðgÞkpþ1k f kðpþ1Þ=p þ kKð f Þkqþ1kgkðqþ1Þ=qÞ

b
p

2ðpþ 1Þ k f k
ðpþ1Þ=p
ðpþ1Þ=p þ

q

2ðqþ 1Þ kgk
ðqþ1Þ=q
ðqþ1Þ=q

� 1

2

kKðgÞkpþ1
pþ1

pþ 1
þ
kKð f Þkqþ1

qþ1

qþ 1

 !

b
p

2ðpþ 1Þ k f k
ðpþ1Þ=p
ðpþ1Þ=p þ

q

2ðqþ 1Þ kgk
ðqþ1Þ=q
ðqþ1Þ=q � Cðk f kqþ1

ðpþ1Þ=p þ kgkpþ1
ðqþ1Þ=qÞ:
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Then, since 1
pþ1 þ 1

qþ1 < 1, which is equivalent to pq > 1, it follows that
pþ1
p

<

qþ 1 and
qþ1
q

< pþ 1. Therefore, we have established that ð0; 0Þ is a local

minimum of F and that there exist r > 0 and b > 0 such that

Fð f ; gÞb b Eð f ; gÞ a X such that kð f ; gÞkX ¼ r:

Moreover, let j1 be the positive eigenfunction such that
Ð
W j2

1 dx ¼ 1, associated

to the first eigenvalue l1 of
�
�Dþ cðxÞI ;H 1

0 ðWÞ
�
. Then

Fðtj1; tqðpþ1Þ=pðqþ1Þj1Þ

¼ p

pþ 1
kj1k

ðpþ1Þ=p
ðpþ1Þ=p þ

q

qþ 1
kj1k

ðqþ1Þ=q
ðqþ1Þ=q

� �
tðpþ1Þ=p � tð2pqþpþqÞ=pðqþ1Þ

l1

and therefore, since pq > 1, we can choose t0 > 0 large enough such that

Fðt0j1; t
qðpþ1Þ=pðqþ1Þ
0 j1Þ < 0 and kðt0j1; t

qðpþ1Þ=pðqþ1Þ
0 j1ÞkX > r. r

From Propositions 3.4 and 3.5 and the classical montain pass theorem [9] we

know that

inf
g AG

max
t A ½0;1�

F
�
gðtÞ
�

ð3:10Þ

is a positive critical value of F, where

G ¼
	
g a Cð½0; 1�;XÞ : gð0Þ ¼ 0 and F

�
gð1Þ

�
< 0


:

Next we consider a Nehari type manifold associated to F, namely

NF ¼ ð f ; gÞ a X : ð f ; gÞA ð0; 0Þ and F 0ð f ; gÞ f ;
qðpþ 1Þ
pðqþ 1Þ g

� �
¼ 0

� �
: ð3:11Þ

It will become clear below why one needs to add the multiplier
qðpþ1Þ
pðqþ1Þ to the condi-

tion in the Nehari set. This is related to the fact that the powers of f and g in the

energy F are di¤erent; observe that the multiplier is such that
qðpþ1Þ
pðqþ1Þ

qþ1

q
¼ pþ1

p
.

Observe moreover that if ð f ; gÞ a NF then

Fð f ; gÞ ¼ pq� 1

pðqþ 1Þ þ qðpþ 1Þ

�
ð
W

p

pþ 1
j f jðpþ1Þ=p þ q

qþ 1
jgjðqþ1Þ=q

� �
dx > 0: ð3:12Þ

Definition 3.6. A critical point ð f ; gÞ of F is called a least energy critical point if

Fð f ; gÞ is the smallest value among the nontrivial critical values of F.
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Using the previous notations, one can easily check that for every ð f ; gÞ critical
point of F it holds

Fð f ; gÞ ¼
ð
W

3‘u;‘v4 dx�
ð
W

1

pþ 1
jujpþ1 þ 1

qþ 1
jvjqþ1

� �
dx:

Thus the least energy critical level defined through F coincides with the one

defined in the previous section, namely we have that

cðWÞ ¼ inffFð f ; gÞ : ð f ; gÞ a X ; ð f ; gÞA 0;F 0ð f ; gÞ ¼ 0g:

Before we give two other characterizations of the least energy level, we state and

prove some properties of NF.

Lemma 3.7. The Nehari set NF associated to the functional F has the following

properties.

(i) There exists R > 0 such that kð f ; gÞkX bR for every ð f ; gÞ a NF.

(ii) The set NF, as defined by (3.11), is a C1-manifold on X of codimension one.

(iii) NF is a natural constraint to F in the sense that

ð f ; gÞ a NF; Fj 0NF
ð f ; gÞ ¼ 0 ¼) F 0ð f ; gÞ ¼ 0:

Proof. Item (i) From the definition of F we see that ð f ; gÞ a NF if, and only if,

ð f ; gÞA ð0; 0Þ andð
W

j f jðpþ1Þ=p þ qðpþ 1Þ
pðqþ 1Þ jgj

ðqþ1Þ=q
� �

dx�
ð
W

fKgþ qðpþ 1Þ
pðqþ 1Þ gKf

� �
dx ¼ 0:

So, if ð f ; gÞ a NF then

k f kðpþ1Þ=p
ðpþ1Þ=p þ

qðpþ 1Þ
pðqþ 1Þ kgk

ðqþ1Þ=q
ðqþ1Þ=q

¼
ð
W

fKgþ qðpþ 1Þ
pðqþ 1Þ gKf

� �
dx

a k f kðpþ1Þ=pkKgkpþ1 þ
qðpþ 1Þ
pðqþ 1Þ kgkðqþ1Þ=qkKf kqþ1

a
p

pþ 1
k f kðpþ1Þ=p

ðpþ1Þ=p þ
1

pþ 1
kKgkpþ1

pþ1

þ qðpþ 1Þ
pðqþ 1Þ

q

qþ 1
kgkðqþ1Þ=q

ðqþ1Þ=q þ
1

qþ 1
kKf kqþ1

qþ1

� �
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and so

1

pþ 1
k f kðpþ1Þ=p

ðpþ1Þ=p þ
qðpþ 1Þ
pðqþ 1Þ

1

ðqþ 1Þ kgk
ðqþ1Þ=q
ðqþ1Þ=q aCðk f kqþ1

ðpþ1Þ=p þ kgkpþ1
ðqþ1Þ=qÞ:

From the last inequality and since qþ 1 >
pþ1

p
, pþ 1 >

qþ1

q
, it follows that there

exists R > 0 such that

kð f ; gÞkX bR Eð f ; gÞ a NF:

Item (ii). We set L : Xnfð0; 0Þg ! R by

Lð f ; gÞ ¼
ð
W

j f jðpþ1Þ=p þ qðpþ 1Þ
pðqþ 1Þ jgj

ðqþ1Þ=q
� �

dx�
ð
W

fKgþ qðpþ 1Þ
pðqþ 1Þ gKf

� �
dx:

In view of item (i), it is enough to prove that 0 is a regular value of L. First

observe that if Lð f ; gÞ ¼ 0 then

ð
W

j f jðpþ1Þ=p þ qðpþ 1Þ
pðqþ 1Þ jgj

ðqþ1Þ=q
� �

dx ¼
ð
W

fKgþ qðpþ 1Þ
pðqþ 1Þ gKf

� �
dx > 0:

On the other hand,

L 0ð f ; gÞð f1; g1Þ ¼
ð
W

pþ 1

p
j f j1=p�1

f f1 þ
pþ 1

p
jgj1=q�1

g g1

� �
dx

� 1þ qðpþ 1Þ
pðqþ 1Þ

� �ð
W

f1Kgþ g1Kfð Þdx:

Therefore, if Lð f ; gÞ ¼ 0 then

L 0ð f ; gÞ p

pþ 1
f ;

q

qþ 1
g

� �
¼ 1� pq

ðpþ 1Þðqþ 1Þ

ð
W

j f jðpþ1Þ=p þ qðpþ 1Þ
pðqþ 1Þ jgj

ðqþ1Þ=q
� �

dx < 0

and so 0 is a regular value of L.

Item (iii). If ð f ; gÞ is a critical point of FjNF
then there exists l a R such that

F 0ð f ; gÞð f1; g1Þ ¼ lL 0ð f ; gÞð f1; g1Þ Eð f1; g1Þ a X :
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So, in particular, for ð f1; g1Þ ¼ f ;
qðpþ1Þ
pðqþ1Þ g

� �
and by the definition of N

0 ¼ F 0ð f ; gÞ f ;
qðpþ 1Þ
pðqþ 1Þ g

� �
¼ lL 0ð f ; gÞ f ;

qðpþ 1Þ
pðqþ 1Þ g

� �
¼ l

ðpq� 1Þ
pðqþ 1Þ

ð
W

fKgþ qðpþ 1Þ
pðqþ 1Þ gKf

� �
dx

¼ l
ðpq� 1Þ
pðqþ 1Þ

ð
W

j f jðpþ1Þ=p þ ðpq� 1Þ
pðqþ 1Þ jgj

ðqþ1Þ=q
� �

dx;

and so l ¼ 0. r

We can now prove the following equivalent characterizations of the least

energy level cðWÞ.

Theorem 3.8. We have that

cðWÞ ¼ inf
g AG

max
t A ½0;1�

F
�
gðtÞ
�

¼ inf
ð f ;gÞ AX

3Tð f ;gÞ; ð f ;gÞ4>0

sup
tb0

Fðtf ; tqðpþ1Þ=pðqþ1ÞgÞ

¼ inf
ð f ;gÞ ANF

Fð f ; gÞ > 0

is attained.

Proof. First we observe that every nontrivial critical point ð f ; gÞ of F is such that

ð f ; gÞ a NF. Take the mountain pass level defined by (3.10). Then, since it is a

critical value of F, it is clear that

inf
ð f ;gÞ ANF

Fð f ; gÞa inf
g AG

max
t A ½0;1�

F
�
gðtÞ
�
:

On the other hand, given ð f ; gÞ a X such that 3Tð f ; gÞ; ð f ; gÞ4 > 0 we consider

the maps

g
�
t; ð f ; gÞ

�
:¼ ðtf ; tqðpþ1Þ=pðqþ1ÞgÞ; y

�
t; ð f ; gÞ

�
:¼ F

�
g
�
t; ð f ; gÞ

��
: ð3:13Þ

By a direct computation,

y
�
t; ð f ; gÞ

�
¼ Atðpþ1Þ=p � Btðpðqþ1Þþqðpþ1ÞÞ=pðqþ1Þ;
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where A :¼
Ð
W

� p

pþ1 j f j
ðpþ1Þ=p þ q

qþ1 jgj
ðqþ1Þ=q�

dx > 0, B :¼ 1
2 3Tð f ; gÞ; ð f ; gÞ4 > 0.

We observe that 1 <
pþ1

p
<

pðqþ1Þþqðpþ1Þ
pðqþ1Þ , since pq > 1. It follows that

y
�
t; ð f ; gÞ

�
! �l as t ! þl and that there exists a unique point t0 > 0

such that y 0�t0; ð f ; gÞ� ¼ 0; such a point t0 is a strict global maximum of the

map y
�
�; ð f ; gÞ

�
. Moreover, y

�
t; ð f ; gÞ

�
a NF for t > 0 if, and only if, t ¼ t0 and

so,

inf
ð f ;gÞ AN

Fð f ; gÞa inf
g AG

max
t A ½0;1�

F
�
gðtÞ
�

a inf
ð f ;gÞ AX

3Tð f ;gÞ; ð f ;gÞ4>0

sup
tb0

Fðtf ; tqðpþ1Þ=pðqþ1ÞgÞ ¼ inf
ð f ;gÞ AN

Fð f ; gÞ:

The remaining properties are now a standard consequence of (3.12) and Lemma

3.7. r

Remark 3.9. The shape of the map g in (3.13) is due to the di¤erent powers of

f and g in the expression of the energy F, and also justifies the definition of the

Nehari manifold in (3.11). Moreover, one needs to restrict the study of g to ð f ; gÞ
satisfying 3Tð f ; gÞ; ð f ; gÞ4 > 0, as otherwise we would get y

�
t; ð f ; gÞ

�
! þl.

3.2. Sign and symmetry properties. One of the advantages of using the dual

method is that it becomes quite straightforward to prove qualitative properties

like sign and symmetry for least energy solutions.

We denote by BR the open ball in RN of radius R centered at the origin and,

for a given function f a CðBRÞ, f b 0, we denote by f � the Schwarz symmetric

function associated to f , namely the radially symmetric, radially non increasing

function, equi-measurable with f .

Theorem 3.10. The following two properties hold.

(i) Any least energy critical point ð f ; gÞ of F is such that f > 0 and g > 0 in W,

or f < 0 and g < 0 in W.

(ii) In case W is a ball and cC 0, any positive least energy critical point of F is

Schwarz symmetric, that is, f ¼ f � and g ¼ g�.

In particular, the corresponding ðu; vÞ solution to (3.2) satisfies the same properties.

For the proof of Theorem 3.10 we first need to recall a result on the properties

of the Schwarz symmetrization. The first conclusion in the lemma below can

be found in ([109], Theorem 1) and the second one is a particular case of ([7],

Theorem 1).
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Lemma 3.11. Let BR HRN, Nb 1, be the open ball centered at the origin with

radius R > 0. Let f a CðBRÞ, f b 0, and u, w satisfy

�Du ¼ f in BR;

u ¼ 0 on qBR;

�
�Dw ¼ f � in BR;

w ¼ 0 on qBR:

�
Then u�aw in BR. Furthermore,

jfu� < wgj ¼ 0 if and only if f ¼ f �:

Proof of Theorem 3.10. Assertion (i). It follows from the maximum principle for

the second order elliptic operator L that

Fðj f j; jgjÞaFð f ; gÞ Eð f ; gÞ a X : ð3:14Þ

Moreover, equality holds if and only if either f b 0 and gb 0 or else f a 0 and

ga 0. So, given a least energy critical point ð f ; gÞ of F, for some t0 > 0 we have

that

cðWÞa sup
tb0

Fðtj f j; tqðpþ1Þ=pðqþ1ÞjgjÞ ¼ Fðt0j f j; tqðpþ1Þ=pðqþ1Þ
0 jgjÞ

aFðt0 f ; tqðpþ1Þ=pðqþ1Þ
0 gÞ

a sup
tb0

Fðtf ; tqðpþ1Þ=pðqþ1ÞgÞ ¼ Fð f ; gÞ ¼ cðWÞ:

According to (3.14) and the uniqueness of t0, it follows that t0 ¼ 1, Fðj f j; jgjÞ ¼
Fð f ; gÞ, and ð f þ; gþÞ ¼ ð0; 0Þ or ð f �; g�Þ ¼ ð0; 0Þ. Then we apply Proposition

3.1 and the strong maximum principle to conclude that f > 0 and g > 0 in W, or

f < 0 and g < 0 in W.

Assertion (ii). Assume W is a ball and cC 0. Let f , g be a positive least energy

critical point of F. From Proposition 3.1 we know that f , g are CðWÞ functions
and f ; g > 0 in W. So, we have

Fðtf �; tg�ÞaFðtf ; tgÞ Et > 0; ð3:15Þ

because ð
f �Kg� dxb

ð
f �ðKgÞ� dxb

ð
fKg dx; ð3:16Þ

where the first inequality is given by Lemma 3.11 and the second is the Hardy-

Littlewood inequality, cf. [67], [109]. Moreover, by Lemma 3.11, the identity
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holds at the first inequality of (3.16) if and only if f ¼ f � and g ¼ g�. On the

other hand, as in the proof of item (i), there exists t0 > 0 such that

cðWÞa sup
tb0

Fðtf �; tqðpþ1Þ=pðqþ1Þg�Þ ¼ Fðt0 f �; t
qðpþ1Þ=pðqþ1Þ
0 g�Þ

aFðt0 f ; tqðpþ1Þ=pðqþ1Þ
0 gÞ

a sup
tb0

Fðtf ; tqðpþ1Þ=pðqþ1ÞgÞ ¼ Fð f ; gÞ ¼ cðWÞ:

According to (3.15) and the uniqueness of t0, it follows that t0 ¼ 1 and f ¼ f � and
g ¼ g�. r

Remark 3.12. The positivity—assertion (i)—in the more restrictive case p; q > 1

was observed by Alves et al. [6] with a similar argument.

Remark 3.13. Assuming that W ¼ BRð0Þ, cðxÞ ¼ c is a positive constant, and

p; qb 1, the ground state solutions ðu; vÞ of (3.2) are Schwarz symmetric. This

follows from a more general result of Troy [113] under the additional assumption

that p; qb 1, which ensures that the nonlinearities s 7! jsjp�1
s, jsjq�1

s are Lipchitz

continuous. This result is based on the moving plane method, once it is know that

u and v are positive. However, the approach based on symmetrization techniques

is more direct and natural for ground state solutions of (3.2) with c ¼ 0 and allows

us to treat more general powers.

4. A reduction by inversion

Let W be a smooth bounded domain in RN with Nb 1. We consider the system

�Du ¼ jvjq�1
v in W;

�Dv ¼ jujp�1
u in W;

u; v ¼ 0 on qW;

8><>: ð4:1Þ

under the same hypothesis made in Subsection 2.1, namely

p; q > 0;
1

pþ 1
þ 1

qþ 1
>

N � 2

N
; ðH1Þ

and we mention that in this part we closely follow some of the procedures in

[27].

331Hamiltonian elliptic systems: a guide to variational frameworks



In this section we reduce (4.1) to a fourth order equation. Indeed, see ([59],

Theorem 1.1) and Proposition 4.2 hereafter, it is known that (4.1) is equivalent

to

DðjDuj1=q�1DuÞ ¼ jujp�1
u in W

u;Du ¼ 0 on qW;

�
ð4:2Þ

in the sense that weak solutions of (4.2) correspond to classical solutions of (4.1).

The idea of such a reduction goes back at least to P.-L. Lions [73], see also

[40], [42], [69], [75], [116]. It turns out that (H1), the hypothesis for subcriti-

cality for (4.1), is the right hypothesis to ensure a subcritical variational frame-

work for dealing with the single equation (4.2). We also mention that a more

general class of Hamiltonian systems can be treated by this approach, see for in-

stance [75].

Definition 4.1. Assume (H1). Let E ¼ W 2; ðqþ1Þ=qðWÞBW
1; ðqþ1Þ=q
0 ðWÞ be en-

dowed with the norm

kukE ¼
� ð

W

jDujðqþ1Þ=q
dx
�q=ðqþ1Þ

; u a E:

We say that u a E is a weak solution of (4.2) if

ð
W

jDuj1=q�1DuDv dx ¼
ð
W

jujp�1
uv dx; Ev a E:
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So, weak solutions of (4.2) are precisely the critical points of the C1ðE;RÞ
functional J : E ! R defined by

JðuÞ ¼ q

qþ 1

ð
W

Duj jðqþ1Þ=q
dx� 1

pþ 1

ð
W

jujpþ1
dx:

Besides being more direct, another advantage of this approach is that it allows

us to treat (4.1) in both cases pq > 1 and pq < 1 (superlinear and sublinear).

Moreover, as we will see, it transforms the search for least energy solutions to

(4.1) in the search of functions that realize the best constant for the embedding of

E into Lpþ1ðWÞ (cf. Lemma 4.8 ahead). The price to pay with this approach is

that one has to deal with a fourth order problem.

In case ðpþ 1ÞðN � 2Þ; ðqþ 1ÞðN � 2Þ < 2N, we recall that we can also define

the weak solutions for (4.1) as the critical points of the C1
�
H 1

0 ðWÞ �H 1
0 ðWÞ;R

�
functional

Iðu; vÞ :¼ I1ðu; vÞ ¼
ð
W

3‘u;‘v4 dx�
ð
W

jujpþ1

pþ 1
þ jvjqþ1

qþ 1

 !
dx; u; v a H 1

0 ðWÞ:

In order to clarify our presentation and justify our definition of ground state

solutions we begin with some regularity results.

Proposition 4.2. Assume that (H1) holds. Let u a E and set v :¼ jDuj1=q�1ð�DuÞ.
The following statements are equivalent:

(i) u is a critical point of J.

(ii) u; v a W 2; sðWÞ for all 1a s < l and ðu; vÞ is a strong solution of (4.1).

(iii) u a C2;aðWÞ and v a C2;bðWÞ is a classical solution of (4.1) with: a ¼ q if

0 < q < 1, and any a a ð0; 1Þ if qb 1; b ¼ p if 0 < p < 1, and any b a ð0; 1Þ
if pb 1.

In any such case, we have that JðuÞ ¼ Iðu; vÞ.

In the case when both p and q are subcritical in the H 1-sense, we have the

following.

Proposition 4.3. Assume ðpþ 1ÞðN � 2Þ; ðqþ 1ÞðN � 2Þ < 2N. Let u; v a H 1
0 ðWÞ.

The following statements are equivalent:

(i) ðu; vÞ is a critical point of I .

(ii) u is a critical point of J and v ¼ jDuj1=q�1ð�DuÞ.

In any such case, we have that JðuÞ ¼ Iðu; vÞ.
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The proofs for Propositions 4.2 and 4.3 are a bit technical and we decide to

omit them in this survey; for the interested reader we indicate ([59], Theorem 1.1)

and ([27], Appendix A). The identity JðuÞ ¼ Iðu; vÞ is obtained in a straight-

forward way—see the arguments in ([27], eq. (4.9))—once we know that weak

solutions are indeed regular.

We make a preliminary remark in the case when pq ¼ 1, in which (4.2)

becomes an eigenvalue problem. Let

l1;q :¼ inf

Ð
W jDujðqþ1Þ=q

dxÐ
W jujðqþ1Þ=q

dx
: u a Enf0g

( )
:

Clearly, if l1;q > 1 then (4.2) has no nontrivial weak solutions. Moreover, in

general JðuÞ ¼ 0 for any such weak solution u a E; in particular, the value JðuÞ
does not distinguish weak solutions of (4.2) in the case when pq ¼ 1. In virtue of

this remark, and since we will be dealing with least energy solutions of (4.2), in

the sequel we always assume that pqA 1. Supported by the regularity results

stated above, we can now introduce the definition of ground state solution in this

context.

Definition 4.4. Assume (H1) and pqA 1. We say that u a Enf0g is a ground

state solution for (4.1) if J attains its smallest nonzero critical value at u.

As Iðu; vÞ ¼ JðuÞ for all solutions, then this notion turns out to be equivalent

to all the other definitions of ground state (least energy) solutions in this survey,

that is

cðWÞ ¼ inffJðuÞ : u a E; uA 0; J 0ðuÞ ¼ 0g:

The next theorem is Theorem 3.10 (i) for which we will provide an alternative

proof.

Theorem 4.5. Assume (H1) and pqA 1. Then (4.1) has a ground state solution.

Moreover, any ground state solution ðu; vÞ of (4.1) is such that uv > 0 in W.

In connection with Theorem 4.6 below, we point out that (H1) holds in case

pq < 1. In this case, we have a uniqueness result.

Theorem 4.6. Assume pq < 1. Then (4.1) has a unique positive solution which is

precisely the (positive) ground state solution.

In case W is a ball, we have a symmetry result for ground state solutions.

Moreover, the uniqueness result also holds in the superlinear case. The next
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theorem is partially a consequence of Theorem 3.10 (ii) but we present an alterna-

tive proof.

Theorem 4.7. Assume (H1), pqA 1 and W ¼ BRð0Þ. Then (4.1) has, up to

sign, a unique ground state solution. Furthermore, by letting u > 0 and v :¼
jDuj1=q�1ð�DuÞ > 0 we have that both u and v are radially symmetric and radially

decreasing with respect to the origin.

We mention that in ([45], Theorem 1.2 (i)), the author proves the existence of a

radial positive solution of (4.1) under hypotheses (H1), pqA 1 and W ¼ BRð0Þ.
Such a result is extended by combining Theorems 4.5–4.6–4.7. The proof of

Theorem 4.7 is based on an extension of ([62], Theorem 1), see also ([73], p. 165),

which deals with the case p ¼ 1. As for the uniqueness properties above, they turn

out to be straightforward consequences of the results in [44], [45], once the remain-

ing properties (positivity and symmetry) are established.

We will prove these results via the reduction by inversion method in the next

subsection. Recall that the existence, sign, and symmetry results had already been

proved for pq > 1 (more precisely under (H3)) via the dual method in the previous

section. Here we decide to reprove these facts with this approach in order to

clarify its advantages in the study of Hamiltonian systems, and also in particular

to highlight its flexibility by dealing with the more general case (H1), pqA 1

(without any extra e¤ort). We will also provide other characterizations of cðWÞ.

4.1. Proof of the existence, sign, and symmetry results. In this part we prove

Theorems 4.5–4.6–4.7.

In the sequel we assume that (H1) holds and pqA 1. We denote by NJ the

Nehari manifold associated to the functional J, namely

NJ :¼ fu a E : uA 0 and J 0ðuÞu ¼ 0g;

and introduce the minimization problems

cJ :¼ inf
u ANJ

JðuÞ ð4:3Þ

and

ap;q :¼ inf
n ð

W

jDujðqþ1Þ=q
dx : u a E; kukpþ1

pþ1 ¼ 1
o
: ð4:4Þ

Note that if it is achieved, 1=ðap;qÞq=ðqþ1Þ is the optimal constant for the embed-

ding of E into Lpþ1ðWÞ.
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We start by observing that given u a Enf0g there exists a unique t ¼ tðuÞ > 0

such that tðuÞu a NJ , which is explicitly given by

tðuÞ ¼ kukðqþ1Þ=q
E

kukpþ1
pþ1

 !q=ðpq�1Þ

: ð4:5Þ

Now, let u a NJ . Then 0 ¼ J 0ðuÞu ¼ kukðqþ1Þ=q
E � kukpþ1

pþ1 , and therefore

JðuÞ ¼ q

qþ 1
kukðqþ1Þ=q

E � 1

pþ 1
kukpþ1

pþ1 ¼ pq� 1

ðpþ 1Þðqþ 1Þ kuk
ðqþ1Þ=q
E : ð4:6Þ

Furthermore,

kukðqþ1Þ=q
E

kukðqþ1Þ=q
pþ1

¼ kukðqþ1Þ=q
E

kukððqþ1Þ=qÞ2ð1=ðpþ1ÞÞ
E

¼ ðpþ 1Þðqþ 1Þ
pq� 1

JðuÞ
� �ðpq�1Þ=qðpþ1Þ

: ð4:7Þ

Lemma 4.8. Assume (H1) and pqA 1. Then the minimization problems (4.3) and

(4.4) are equivalent in the sense that:

(i) Given a minimizing sequence ðunÞHNJ for (4.3), ðkunk�1
pþ1unÞ is a minimizing

sequence for (4.4).

(ii) Given a minimizing sequence ðunÞ for (4.4), ðkunkðqþ1Þ=ðpq�1Þ
E unÞHNJ is a min-

imizing sequence for (4.3).

(iii) We have the equality

cJ ¼ pq� 1

ðpþ 1Þðqþ 1Þ a
qðpþ1Þ=ðpq�1Þ
p;q : ð4:8Þ

(iv) The optimal constant ap;q is attained if and only if cJ is attained. In addition, if

u is a solution for (4.4), then kukðqþ1Þ=ðpq�1Þ
E u ¼ a

q=ðpq�1Þ
p;q u is a solution for (4.3).

Conversely, if u is a solution for (4.3), then kuk�1
pþ1u is a solution for (4.4).

Proof. Let ðunÞHNJ be a minimizing sequence for (4.3). Then, by (4.7),

ap;qa lim
n!l

kunkðqþ1Þ=q
E

kunkðqþ1Þ=q
pþ1

¼ lim
n!l

ðpþ 1Þðqþ 1Þ
pq� 1

JðunÞ
� �ðpq�1Þ=qðpþ1Þ

¼ ðpþ 1Þðqþ 1Þ
pq� 1

cJ

� �ðpq�1Þ=qðpþ1Þ
: ð4:9Þ
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On the other hand, let ðunÞ be a minimizing sequence for (4.4). Then, by (4.5),

ðkunkðqþ1Þ=ðpq�1Þ
unÞHNJ and so, by (4.6),

cJ a lim
n!l

Jðkunkðqþ1Þ=ðpq�1Þ
E unÞ ¼

pq� 1

ðpþ 1Þðqþ 1Þ lim
n!l

kunkðqðpþ1Þ=ðpq�1ÞÞððqþ1Þ=qÞ
E

¼ pq� 1

ðpþ 1Þðqþ 1Þ a
qðpþ1Þ=ðpq�1Þ
p;q :

The proof for (i)–(iii) follows from (4.9)–(4.10).

Now, suppose that u a E is such that kukpþ1 ¼ 1 and ap;q ¼ kukðqþ1Þ=q
E . Then,

by (4.5), kukðqþ1Þ=ðpq�1Þ
E u ¼ a

q=ðpq�1Þ
p;q u a NJ . Furthermore, for every u a NJ we

see from (4.7) that

ðpþ 1Þðqþ 1Þ
pq� 1

Jðaq=ðpq�1Þ
p;q uÞ

� �ðpq�1Þ=qðpþ1Þ

¼ ap;qa
kukðqþ1Þ=q

E

kukðqþ1Þ=q
pþ1

¼ ðpþ 1Þðqþ 1Þ
pq� 1

JðuÞ
� �ðpq�1Þ=qðpþ1Þ

;

that is, Jðaq=ðpq�1Þ
p;q uÞa JðuÞ. Therefore, Jðaq=ðpq�1Þ

p;q uÞ ¼ cJ .

Conversely, suppose that u a NJ is such that JðuÞ ¼ cJ . Then, by (4.7) and

(4.8),

kukðqþ1Þ=q
E

kukðqþ1Þ=q
pþ1

¼ ðpþ 1Þðqþ 1Þ
pq� 1

JðuÞ
� �ðpq�1Þ=qðpþ1Þ

¼ ðpþ 1Þðqþ 1Þ
pq� 1

cJ

� �ðpq�1Þ=qðpþ1Þ
¼ ap;q:

This completes the proof of (iv). r

Lemma 4.9. Assume (H1) and pqA 1. Then the optimal constant ap;q is attained,

i.e. there exists u a E such that kukpþ1 ¼ 1 and kukðqþ1Þ=q
E ¼ ap;q.

Proof. It is a straightforward consequence of the fact that E is compactly em-

bedded into Lpþ1ðWÞ, since W is a bounded smooth domain. r

Our next lemma shows that the minimization problem (4.3) is a natural method

for finding ground state solutions for (4.1), namely we show that cðWÞ ¼ cJ .
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Lemma 4.10. Assume (H1) and pqA 1. If u a NJ is such that JðuÞ ¼ cJ then u is

a ground state solution for (4.1). Conversely, if u is a ground state solution for (4.1)

then JðuÞ ¼ cJ .

Proof. Let GðuÞ ¼ J 0ðuÞu. Then G 0ðuÞu ¼ 1�pq

q
kukðpþ1Þ=p

E A 0 for every u a NJ ,

and the first conclusion follows from the Lagrange multiplier theorem. In par-

ticular, thanks also to Lemmas 4.8 (iv) and 4.9 we have that there exists u a NJ

such that JðuÞ ¼ cJ and J 0ðuÞ ¼ 0, and this yields our second conclusion. r

Lemma 4.11. Let u a NJ be such that JðuÞ ¼ cJ . Then u > 0 and �Du > 0 in W,

or else u < 0 and �Du < 0 in W.

Proof. We infer from Lemma 4.10 and Proposition 4.2, that the couple ðu; vÞ
with v :¼ jDuj1=p�1ð�DuÞ classically solves the problem (4.1) and we have that

u; v a C2;aðWÞ for a suitable a a ð0; 1Þ. By using the strong maximum principle,

we will be done if we show that �Du does not change sign in W.

Now, we use an argument that goes back at least to van der Vorst [115].

Namely, let w a E be such that �Dw ¼ jDuj, so that �Dðwe uÞb 0. Arguing by

contradiction, suppose �Du does change sign in W. Then �Dðwe uÞA 0 and the

strong maximum principle implies that w > juj. Then, using also Lemma 4.8 (iv),

we have that

ð
W

D
w

kwkpþ1

 !�����
�����
ðqþ1Þ=q

dx ¼
ð
W

jDujðqþ1Þ=q

kwkðqþ1Þ=q
pþ1

0@ 1Adx <

ð
W

jDujðqþ1Þ=q

kukðqþ1Þ=q
pþ1

0@ 1Adx ¼ ap;q:

This contradicts the definition of ap;q and completes the proof. r

Before we pass to the proof of the main theorems of this section recall Lemma

3.11, and the definition of the Schwarz symmetrization f � of a function

f a CðBRÞ at the beggining of Subsection 3.2.

Proof of Theorems 4.5–4.6–4.7. The conclusion in Theorem 4.5 follows from

Lemma 4.8 (iv), Lemma 4.9, Lemma 4.10 and Lemma 4.11. The uniqueness

property of Theorem 4.6 is then a direct consequence of ([44], Theorem 3). As

for Theorem 4.7, once the radial symmetry is established the uniqueness of the

ground state follows from ([45], Theorem 1.1 (i)). Now, let u a E be a ground

state solution for (4.1) such that u;�Du > 0 in W, and set f :¼ �Du a CðBRÞ.
Let w be such that �Dw ¼ f � in BR, w ¼ 0 on qBR. In order to complete our

proof we must show that f ¼ f �. Arguing by contradiction, suppose f A f �. It

follows then from Lemma 3.11 that kwkpþ1 > ku�kpþ1. Thus, using also Lemma

4.8 (iv), we have that
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ð
BR

D
w

kwkpþ1

 !�����
�����
ðqþ1Þ=q

dx ¼
ð
BR

jDujðqþ1Þ=q

kwkðqþ1Þ=q
pþ1

0@ 1Adx

<

ð
BR

jDujðqþ1Þ=q

ku�kðqþ1Þ=q
pþ1

0@ 1Adx

¼
ð
BR

D
u

kukpþ1

 !�����
�����
ðqþ1Þ=q

dx ¼ ap;q:

This contradicts the definition of ap;q and completes the argument. r

5. A Lyapunov-Schmidt type reduction

In Sections 2 and 3 we have presented several approaches where we look at solu-

tions or critical points as couples ðu; vÞ in a product of two functional spaces. In

Section 4 we have reduced the system to a scalar equation which, as a price to pay,

leads to an increase of the order of the problem. In this section, we again reduce

the problem to a single equation or equivalently to the existence of critical points

of a scalar functional, but without increasing the order. This reduction can be

thought as an infinite dimensional Lyapunov-Schmidt reduction.

The approach of this section, for the case p; q > 1, consists in making the most

of the saddle geometry of the functional (1.4) and in using the corresponding

decomposition of the functional space. It should be noted that (1.4) has a moun-

tain pass geometry when restricted to the space of pairs with equal components

Hþ :¼ fðu; uÞg, while it is concave when restricted to H� ¼ fðu;�uÞg. This

allows us to prove that for each ðu; uÞ, there exists a unique ðCu;�CuÞ so that

ðuþCu; u�CuÞ maximizes the energy functional; more importantly, as a func-

tion of u, the energy evaluated at such type of points has a mountain pass

geometry, critical points correspond to solutions of the system, and one can apply

the classical theory to such reduced functional. This rather simple idea will allow

to substitute the saddle geometry of Is or Gs at the origin by a mountain-pass

geometry for a scalar functional.

5.1. Preliminaries. Before introducing the reduced functional in Subsection 5.2,

we will make some preliminary considerations. We aim at working with

p; q > 1;
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH4Þ
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However, first we will make some preliminary considerations in the (apparently)

more restrictive case

p; q > 1; ðpþ 1ÞðN � 2Þ; ðqþ 1ÞðN � 2Þa 2N: ðH4 0Þ

Ahead in Subsection 5.3 we will justify why one does not lose generality by

imposing that both p and q are subcritical in the H 1
0 ðWÞ-sense. This fact is not

obvious, and it is related to a priori bounds on the Ll-norm of some families of

solutions to appropriately truncated problems. Moreover, in Remark 5.8 we will

make some observations about the case pq > 1 with either p ¼ 1 or q ¼ 1.

Under (H4 0) we can use the Es � Et framework with s ¼ t ¼ 1 (cf. Subsection

2.2), and work in H 1
0 ðWÞ �H 1

0 ðWÞ. We have already seen that the ground state

level is achieved and positive (cf. Corollary 2.5). Here we will provide two other

variational characterizations for this critical level, check Propositions 5.4 and 5.6

ahead.

We will deal with (1.1) of the particular type

�Du ¼ gðvÞ in W;

�Dv ¼ f ðuÞ in W;

u; v ¼ 0 on qW:

8<: ð5:1Þ

Since we will deal with truncations of the functions f and g in Subsection 5.3, we

need to consider nonlinearities which are not necessarily pure powers. Following
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([28], Section 4) and [95], we assume that the C1-functions f ; g : R ! R satisfy the

following conditions.

( fg1) f ðsÞ ¼ oðsÞ, gðsÞ ¼ oðsÞ as s ! 0;

either

( fg2) there exist p, q satisfying (H4) and C > 0 such that

j f ðsÞjaCð1þ jsjpÞ; jgðsÞjaCð1þ jsjqÞ Es a R;

or

( fg2 0) there exist p, q satisfying (H4 0) and C > 0 such that

j f 0ðsÞjaCð1þ jsjp�1Þ; jg 0ðsÞjaCð1þ jsjq�1Þ Es a R;

and

( fg3) there exists d > 0 such that

0 < ð1þ dÞ f ðsÞsa f 0ðsÞs2; 0 < ð1þ dÞgðsÞsa g 0ðsÞs2 EsA 0:

Observe that ( fg3) implies that f ðsÞb f ð1Þs1þ d (for sb1), and f ðsÞa f ð�1Þjsj1þ d

(for sa�1), and the same holds for g; this yields in particular that 1þ da p.

In this subsection and in the following, we will assume ( fg1)–( fg2 0)–( fg3), and
consider the more general case ( fg1)–( fg2)–( fg3) in Subsection 5.3.

Under assumptions ð fg1Þ, ð fg2 0Þ, ð fg3Þ, the following energy functional

I ¼ I1 : H
1
0 ðWÞ �H 1

0 ðWÞ ! R,

Iðu; vÞ ¼
ð
W

3‘u;‘v4 dx�
ð
W

F ðuÞ dx�
ð
W

GðvÞ dx

is well defined and of class C2 (where F ðsÞ :¼
Ð s
0 f ðxÞ dx, GðsÞ :¼

Ð s
0 gðxÞ dx). In

order to simplify notations, we will denote from now on H :¼ H 1
0 ðWÞ �H 1

0 ðWÞ,
which splits in HþaH�, with

Hþ ¼ fðf; fÞ : f a H 1
0 ðWÞg; H� ¼ fðf;�fÞ : f a H 1

0 ðWÞg;

writing each ðj;cÞ a H 1
0 ðWÞ �H 1

0 ðWÞ as

ðj;cÞ ¼ jþ c

2
;
jþ c

2

� �
þ j� c

2
;
c� j

2

� �
:
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A weak solution corresponds to a critical point of I, and the ground state level is

given by

cðWÞ ¼ inffIðu; vÞ j u; v a H 1
0 ðWÞ; ðu; vÞA ð0; 0Þ;I 0ðu; vÞ ¼ 0g: ð5:2Þ

Before providing other characterizations of this level, we start with the following

results which in the H 1
0 �H 1

0 case generalize Lemma 2.3 and Theorem 2.4.

Lemma 5.1. The functional I satisfies the Palais-Smale condition.

Proof. In Lemma 2.3 we presented the proof of this fact in the case of f and g

being pure powers. The general case follows the same line, proving first that a

Palais-Smale sequence ðun; vnÞ satisfies

d

2ð2þ dÞ

ð
W

�
f ðunÞun þ gðvnÞvn

�
dx ¼ Oð1Þ þ oð1Þkðun; vnÞkH ;

and showing afterwards the existence of k > 0 such that

kðun; vnÞk2H ¼
ð
W

�
f ðunÞun þ gðvnÞvn

�
dxþI 0ðun; vnÞðvn; unÞ

a
1

2
kðun; vnÞk2 þ kkvnkpþ1

� ð
W

f ðunÞun dx
�p=ðpþ1Þ

þ kkunkqþ1

� ð
W

gðvnÞvn dx
�q=ðqþ1Þ

þ oð1Þkðun; vnÞkH :

In the last inequality it is used the fact that, for any given e > 0, there exists C > 0

such that j f ðsÞjp=ðpþ1Þ
aCf ðsÞs and jgðsÞjq=ðqþ1Þ

aCgðsÞs whenever jsjb e. r

Lemma 5.2. Given w, z such that wA�z, there exists a nontrivial critical point

ðu; vÞ of I such that

Iðu; vÞa sup
tb0

f AH 1
0
ðWÞ

I
�
tðw; zÞ þ ðf;�fÞ

�
: ð5:3Þ

Proof. Step 1. Given ðu; uÞ a Hþ, from ( fg1)–( fg2 0) we deduce the existence of

C > 0 such that

Iðu; uÞ ¼ kuk2H 1
0
�
ð
W

F ðuÞ dx�
ð
W

GðuÞ dxb 1

2
kuk2H 1

0
� Ckukpþ1

Lpþ1 � Ckukqþ1
Lqþ1 ;
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whence

Ib a on qBrð0ÞBHþ;

for some r; a > 0.

Step 2. Take ðw; zÞ a H with wA�z. We claim that

Iðu; vÞa 0 whenever ðu; vÞ a H�; or ðu; vÞ a Rþðw; zÞ þH� with kðu; vÞk ¼ R;

for R su‰ciently large. It is clear that Iðu;�uÞa 0 for every u a H 1
0 ðWÞ, while

Iðtwþ f; tz� fÞ ¼ t2
ð
W

3‘w;‘z4 dx� kfk2H 1
0
þ t

ð
W

3‘f;‘ðz� wÞ4

�
ð
W

Fðtwþ fÞ dx�
ð
W

Gðtz� fÞ dx

a a1t
2 � 1

2
kfk2H 1

0
� a2

ð
W

jtwþ fj2þ d
dx

� a3

ð
W

jtz� fj2þ d
dx� a4

a a1t
2 � 1

2
kfk2H 1

0
� a5t

2þd

ð
W

jwþ zj2þ d
dx� a3a 0

if either t or kfkH 1
0
is su‰ciently large, so we have proved the claim.

Step 3. One can conclude applying directly Benci-Rabinowitz’s linking theorem

([23], Theorem 0.1). Observe that inequality (5.3) is a direct consequence of the

minimax procedure presented in [23]. r

As discussed in Section 2, it is not true that cðWÞ can be obtained as the infi-

mum on the usual Nehari manifold of I. Based on the structure of the functional

and on Lemma 5.2, the suitable Nehari-type set to work with is the following:

NI :¼ ðu; vÞ a H j ðu; vÞA 0; I 0ðu; vÞðu; vÞ ¼ 0;

I 0ðu; vÞðf;�fÞ ¼ 0; Ef a H 1
0 ðWÞ

� �
: ð5:4Þ

This set was first introduced by Pistoia and Ramos ([85], p. 4), using ideas from a

previous paper of Ramos and Yang [96]. However, the proofs there required

more restrictive assumptions on the nonlinearities. Our observations in this

section follow mostly the ideas of Ramos and Tavares [95]; see also ([112],

Section 5) for a more detailed version.
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Lemma 5.3. The set NI is a submanifold of H having infinite codimension.

Moreover, NI is a natural constraint for I in the sense that

ðu; vÞ a NI; Ij 0NI
ðu; vÞ ¼ 0 ¼) I 0ðu; vÞ ¼ 0:

Proof. Elements in NI are zeros of the map

K : H ! RaH�; Kðu; vÞ :¼
�
I 0ðu; vÞðu; vÞ;PI 0ðu; vÞ

�
;

where P : H ! H� denotes the orthogonal projection. For any ðu; vÞ a NI, its

derivative K 0ðu; vÞ : H ! RaH� is given by

K 0ðu; vÞðx; hÞ ¼
�
I 0ðu; vÞðx; hÞ þI 00ðu; vÞðu; vÞðx; hÞ;PI 00ðu; vÞðx; hÞ

�
:

Let us now focus on K 0ðu; vÞ restricted to the subspace Z :¼ spanfðu; vÞgaH�

of H, which we can be identified with RaH�.

Step 1. K 0ðu; vÞ is one to one. Take ðtuþ f; tv� fÞ a Z such that

K 0ðu; vÞðtuþ f; tv� fÞ ¼ 0. Then

I 00ðu; vÞðu; vÞðtuþ f; tv� fÞ ¼ 0; PI 00ðu; vÞðtuþ f; tv� fÞ ¼ 0;

and in particular

I 00ðu; vÞðtuþ f; tv� fÞðtuþ f; tv� fÞ ¼ 0;

that is

2t2
ð
W

3‘u;‘v4 dxþ 2t

ð
W

3‘f;‘ðv� uÞ4 dx� 2

ð
W

j‘fj2 dx

�
ð
W

f 0ðuÞðtuþ fÞ2 dx�
ð
W

g 0ðvÞðtv� fÞ2 dx ¼ 0:

Adding and subtracting the quantities
Ð
W

f ðuÞ
u

f2 dx,
Ð
W

gðvÞ
v
f2 dx and using the

identities I 0ðu; vÞðt2u; t2vÞ ¼ 0, I 0ðu; vÞðtf;�tfÞ ¼ 0, we obtainð
W

f ðuÞ
u

� f 0ðuÞ
� �

ðtuþ fÞ2 dxþ
ð
W

gðvÞ
v

� g 0ðvÞ
� �

ðtv� fÞ2 dx

�
ð
W

f ðuÞ
u

f2 þ gðvÞ
v

f2

� �
� 2

ð
W

j‘fj2 dx ¼ 0

Taking into account ( fg3), we have fC 0 and t ¼ 0.
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Step 2. As 1 < p; q < 2� � 1, one can check that Id � K 0ðu; vÞ is a compact

operator. Then by the Fredholm alternative theorem K 0ðu; vÞjZ being one to

one yields that K 0ðu; vÞ is onto, and thus NI is a manifold.

Step 3. If I 0jNI
ðu; vÞ ¼ 0, then according to the Lagrange multiplier rule there

exist l a R and C a H 1
0 ðWÞ such that

I 0ðu; vÞðx; hÞ ¼ lI 0ðu; vÞðx; hÞ þ lI 00ðu; vÞðu; vÞðx; hÞ þI 00ðu; vÞðC;�CÞðx; hÞ
¼ I 0ðu; vÞðlx; lhÞ þI 00ðu; vÞðluþC; lv�CÞðx; hÞ

for every ðx; hÞ a H. By taking ðx; hÞ ¼ ðluþC; lv�CÞ, we have

I 00ðu; vÞðluþC; lv�CÞðluþC; lv�CÞ ¼ 0

and thus, as in the Step 1 of this proof, l ¼ 0, CC 0, and the conclusion follows.

r

We can now state a di¤erent characterization for the least energy level cðWÞ.

Proposition 5.4. Assume ð fg1Þ–ð fg2 0Þ–ð fg3Þ hold. Then

cðWÞ ¼ inf
NI

I > 0;

which is achieved.

Proof. First of all observe that

Iðu; vÞ ¼ d

2ð2þ dÞ

ð
W

�
f ðuÞuþ gðvÞv

�
dx > 0 Eðu; vÞ a NI;

hence infNI
Ib 0. Taking a minimizing sequence fðun; vnÞgn, by Ekeland’s varia-

tional principle we can suppose without loss of generality that ðun; vnÞ is a Palais

Smale sequence. Thus from Lemma 5.1 we obtain the existence of ðu; vÞ a H such

that, up to a subsequence, ðun; vnÞ ! ðu; vÞ in H. Reasoning as in the proof of

Corollary 2.5, we conclude that ðu; vÞA ð0; 0Þ achieves infNI
I. Thus by Lemma

5.3 we have I 0ðu; vÞ ¼ 0, and so infNI
I ¼ cðWÞ. r

Let us now look for a third characterization of cðWÞ. Take ðu; vÞ a H, uA�v.

As we saw in the proof of Lemma 5.2, the quantity

sup
	
I
�
tðu; vÞ þ ðf;�fÞ

�
: tb 0; f a H 1

0
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is finite. We want to show that it is uniquely achieved, and that the maximum is

associated to a point in NI.

Lemma 5.6. Given ðu; vÞ a H, uA�v, there exist unique t� > 0 and f� a H 1
0 ðWÞ

such that

sup
	
I
�
tðu; vÞ þ ðf;�fÞ

�
: tb 0; f a H 1

0 ðWÞ


¼ I

�
t�ðu; vÞ þ ðf�;�f�Þ

�
:

Moreover, t� and f� are uniquely characterized by

I 0ðt�uþ f�; t�v� f�Þðu; vÞ ¼ 0; I 0ðt�uþ f�; t�v� f�Þðf;�fÞ ¼ 0; Ef a H 1
0 ðWÞ;

that is

ðt�uþ f�; t�v� f�Þ a NI:

Proof. This was essentially proved in [96], under more restrictive assumptions.

Here we present a proof which works under ( fg1)–( fg2 0)–( fg3). Going back to

the proof of Lemma 5.2, we deduce that

Lðt; fÞ :¼ Iðtuþ f; tv� fÞa a1t
2 � 1

2
kfk2H 1

0
� a2t

2þd

ð
W

juþ vj2þd
dx� a3

for some a1; a2; a3 > 0, so that s :¼ supLðt; fÞ is finite. Moreover, taking a max-

imizing sequence ðtn; fnÞ, jtnj and kfnkH 1
0
are bounded, and (up to subsequences)

tn ! t�; fn * f� weakly in H 1
0 :

In particular

kf�k2H 1
0
a lim infkfnk

2
H 1

0
;

ð
W

3‘fn;‘ðv� uÞ4 dx !
ð
W

3‘f;‘ðv� uÞ4 dx;

and, by Fatou’s lemma,

ð
W

F ðt�uþ f�Þ dxa lim inf

ð
W

Fðtnuþ fnÞ dx;

and the same holds for G. So,

s ¼ lim supIðtnuþ fn; tnv� fnÞaIðt�uþ f�; t�v� f�Þa s
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and thus s is attained for t� > 0, f� a H 1
0 ðWÞ, satisfying

ðu�; v�Þ :¼ ðt�uþ f�; t�v� f�Þ a NI:

As for the uniqueness of t�, f�, observe that

L 00ðt�; f�Þðt; fÞðt; fÞ ¼ I 00ðu�; v�Þðtuþ f; tv� fÞðtuþ f; tv� fÞ
¼ I 00ðu�; v�Þðsu� þ c; sv� � cÞðsu� þ c; sv� � cÞ

for s :¼ t=t�, c ¼ f� tf�=t�, and so, by the computations of the proof of

Lemma 5.3,

L 00ðt�; f�Þðt; fÞðt; fÞa�d

ð
W

f ðu�Þ
u� ðsu� þ cÞ2 þ gðv�Þ

v�
ðsv� � cÞ2

� �
dx

�
ð
W

f ðu�Þ
u� c2 þ gðv�Þ

v�
c2

� �
dx� 2

ð
W

j‘cj2 dx < 0;

whenever ðt; fÞA ð0; 0Þ, whence L has at most one single critical point. r

As a consequence of this lemma, we have the following third characterization

of the least energy level c.

Proposition 5.6. Assume that ( fg1)–( fg2 0)–( fg3) hold. Then

cðWÞ ¼ inf
u; v AH 1

0
vA�u

sup
tb0
f AH 1

0

I
�
tðu; vÞ þ ðf;�fÞ

�
:

We end this preliminary subsection with three observations.

Remark 5.7. With respect to Subsection 2.2, observe that here we have more

information on the ground state level under (H4 0). However, observe that this is

a more restrictive assumption than (H2).

Remark 5.8. If either p ¼ 1 and q > 1, or q ¼ 1 and p > 1, we still have that I

is a C2 functional. Moreover, a closer look at the proof of Lemma 5.3 shows that

its conclusions are true for such ðp; qÞ’s. Thus Proposition 5.4 still holds in this

situation. This observation has already been made in ([28], Lemma 4.1).

Remark 5.9. Extension to other boundary conditions: following step by step each

proof, it is easily seen that the same conclusions hold for ðu; vÞ a H 1ðWÞ �H 1ðWÞ,
that is, we have similar variational characterizations for ground states of the

problem

�Duþ u ¼ gðvÞ; �Dvþ v ¼ f ðuÞ in W;
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with qnu ¼ qnv ¼ 0 on qW. The same observation is true for the system posed in

the entire space W ¼ RN (cf. [27], eq. (4.4)). Furthermore, thanks to Proposition

5.6, it is also straightforward to show that

W 7! cðWÞ

is decreasing with respect to domain inclusion, and that

Rþ ! Rþ; l 7! cðlÞ is increasing;

where cðlÞ denotes the ground state level of

�Duþ lu ¼ gðvÞ; �Dvþ lv ¼ f ðuÞ in RN :

5.2. Introduction of the reduced functional. The considerations of the previous

subsection motivate the following (equivalent) approach. Throughout this sub-

section we assume ( fg1)–( fg2 0)–( fg3), so that p; q < 2� � 1. Reasoning as in the

proof of Lemma 5.5, we can conclude that for any given ðu; vÞ with uA�v, there

exists a unique function Cu; v a H 1
0 ðWÞ such that

supfIðuþ f; v� fÞ : f a H 1
0 g ¼ IðuþCu; v; v�Cu; vg;

which is uniquely characterized by

I 0ðuþCu; v; v�Cu; vÞðf;�fÞ ¼ 0; Ef a H 1
0 ðWÞ;

that is

�2DCu; v ¼ �Dðv� uÞ þ gðv�Cu; vÞ � f ðuþCu; vÞ in H�1ðWÞ:

Lemma 5.10. The map HB fuA�vg ! H, ðu; vÞ 7! Cu; v is of class C
1.

Proof. We follow the proof of ([95], Proposition 2.1). We apply the implicit func-

tion theorem to the map Y : ðHB fuA�vgÞ �H� ! H�; Y
�
ðu; vÞ; ðc;�cÞ

�
¼

PI 0�ðu; vÞ þ ðc;�cÞ
�
, where P is the orthogonal projection of H onto H�. For

any fixed pair
�
ðu; vÞ; ðc;�cÞ

�
, the derivative of Y with respect to ðf;�fÞ eval-

uated at
�
ðu; vÞ; ðc;�cÞ

�
is given by the linear map

ðf;�fÞ 7! Tðf;�fÞ ¼ PI 00ðuþ c; v� cÞðf;�fÞ;

that is

3Tðf;�fÞ; ðj;�jÞ4

¼ �2

ð
W

3‘f;‘j4 dx�
ð
W

f 0ðuþ cÞfj�
ð
W

g 0ðv� cÞfj; Ef; j:
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Since ð fg2 0Þ holds, we have that Id � T is a compact operator. The operator T is

one-to-one, since if Tðf;�fÞ ¼ 0, then

�2kfk2 ¼
ð
W

f 0ðuþ cÞf2 þ
ð
W

g 0ðv� cÞf2
b 0

and so f ¼ 0. Thus by the Fredholm’s alternative theorem T is also onto and

hence we can apply the implicit function theorem and obtain the desired result.

r

Denote Cu;u simply by Cu. One can now define the reduced functional

J : H 1
0 ðWÞ ! R; JðuÞ :¼ IðuþCu; u�CuÞ; ð5:5Þ

which is a C1 functional by the previous lemma. Moreover,

J 0ðuÞf ¼ I 0ðuþCu; u�CuÞðfþC 0
uf; f�C 0

ufÞ ¼ I 0ðuþCu; u�CuÞðf; fÞ:

As H ¼ HþaH�, we have proved the following lemma.

Lemma 5.11. The map

h : H 1
0 ! H u 7! ðuþCu; u�CuÞ

is a homeomorphism between critical points of J and I.

The introduction of this reduced functional appeared contemporarily in the

papers by Ramos et al [31], [91], [92]. The properties of J, in opposition to the

ones of I, are similar to the ones of the energy functional in the single equation

case. In fact, from the properties of the functional I, it is easy to show that J

satisfies the Palais-Smale condition, and that it has a mountain pass geometry.

Therefore, as far as the least energy level is concerned, we have the following

‘‘usual’’ characterizations.

Proposition 5.12. Let cðWÞ be the least energy level as defined in (5.2). Then

cðWÞ ¼ inffJðuÞ j u a H 1
0 ðWÞ; uA 0;J 0ðuÞ ¼ 0g

¼ inf
NJ

J

¼ inf
u AH 1

0
nf0g

sup
tb0

JðtuÞ;

where NJ :¼ fu a H 1
0 ðWÞ j uA 0;J 0ðuÞu ¼ 0g is the standard Nehari manifold of

the reduced functional J.
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Remark 5.13. A related reduction method was also used by Szulkin and Weth

[107] in order to find ground-state solutions of the equation

�Duþ VðxÞu ¼ f ðx; uÞ; u a H 1ðRNÞ:

with f a superlinear, subcritical nonlinearity, f and V periodic in x, and 0 not

belonging to the spectrum of �Dþ V . The authors use a reduction based on the

decomposition H 1ðRNÞ ¼ EþaE� related to the positive and negative parts

of the spectrum of �Dþ V . The work [107] is inspired by Pankov [82], where a

manifold of type (5.4) appeared in an independent way. We refer the reader to

([108], Section 4) for more details on this.

5.3. The general case. In this section we justify in a precise way why one does

not lose generality by considering p; q < 2� � 1 instead of 1=ðpþ 1Þ þ 1=ðqþ 1Þ >
ðN � 2Þ=N, and ð fg2 0Þ instead of ð fg2Þ. We illustrate this in the study of ground

state solutions, and at the end of this section we make more general remarks. The

ideas presented here are based on ([95], Section 5); since the proofs there are rather

sketchy, we have decided to present here all the details.

Take ðp; qÞ satisfying (H4), supposing without loss of generality that pa q, so

that p < 2� � 1. Assume that ( fg1)–( fg2)–( fg3) holds. For each n a N, consider

the following C1 truncation of the functions f and g:

fnðsÞ ¼

f 0ðnÞ
pn p�1 s

p þ f ðnÞ � f 0ðnÞn
p

s > n

f ðsÞ �na sa n
f 0ð�nÞ
pnp�1 jsj p�1

sþ f ð�nÞ þ f 0ð�nÞn
p

s < �n:

8>><>>:
and

gnðsÞ ¼

g 0ðnÞ
pnp�1 s

p þ gðnÞ � g 0ðnÞn
p

s > n

gðsÞ �na sa n
g 0ð�nÞ
pnp�1 jsjp�1

sþ gð�nÞ þ g 0ð�nÞn
p

s < �n:

8>><>>:
Observe that

j fnðsÞjaCð1þ jsjp�1Þ; jgnðsÞjaCð1þ jsjq�1Þ ð5:6Þ

for some C independent of n (recall that qb p), and

j f 0
n ðsÞjaCnð1þ jsjp�1Þ; jg 0

nðsÞjaCnð1þ jsjp�1Þ:
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In particular, fn and gn satisfy ð fg2 0Þ. For FnðsÞ :¼
Ð s
0 fnðxÞ dx and GnðsÞ :¼Ð s

0 gnðxÞ dx, take the functional

Inðu; vÞ ¼
ð
W

3‘u;‘v4 dx�
ð
W

FnðuÞ dx�
ð
W

GnðvÞ dx;

which is well defined in H ¼ H 1
0 ðWÞ �H 1

0 ðWÞ. Take the auxiliary functions

~ff ðsÞ ¼

f 0ð1Þ
1þd

s1þd þ f ð1Þ � f 0ð1Þ
1þd

s > 1

f ðsÞ �1a sa 1
f 0ð�1Þ
1þd

jsjdsþ f ð�1Þ þ f 0ð�1Þ
1þd

s < �1:

8>><>>:
and

~ggðsÞ ¼

g 0ð1Þ
1þd

s1þd þ gð1Þ � g 0ð1Þ
1þd

s > 1

gðsÞ �1a sa 1
g 0ð�1Þ
1þd

jsjdsþ gð�1Þ þ g 0ð�1Þ
1þd

s < �1:

8>><>>:
It is straightforward to check that

l1 ~ff
0ðsÞa f 0

n ðsÞ for every l1 < min 1; ð1þ dÞ f ð1Þ
f 0ð1Þ ;�ð1þ dÞ f ð�1Þ

f 0ð�1Þ

� �
;

and

l2~gg
0ðsÞa g 0

nðsÞ for every l2 < min 1; ð1þ dÞ gð1Þ
g 0ð1Þ ;�ð1þ dÞ gð�1Þ

g 0ð�1Þ

� �
;

so that

l ~FF ðsÞaFnðsÞ; l ~GGðsÞaGnðsÞ for l ¼ minfl1; l2g: ð5:7Þ

Define ~II : H ! R by

~IIðu; vÞ ¼
ð
W

3‘u;‘v4 dx� l

ð
W

~FFðuÞ � l

ð
W

~GGðvÞ dx:

We denote by cn and ~cc the least energy levels of In and ~II respectively, as defined

before in this section—recall (5.2).

Lemma 5.14. If ðun; vnÞ is a least energy solution for In, then

Inðun; vnÞa ~cc:
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Furthermore, ð
W

�
f ðunÞun þ gðvnÞvn

�
dxa

2ð2þ dÞ
d

~cc:

Proof. Inequality (5.7) yields that Inðu; vÞa ~IIðu; vÞ for every ðu; vÞ a H. Hence,

if ð~uu; ~vvÞ is a ground state for ~II , then by Proposition 5.6 one has

~cc ¼ sup
tb0
f AH 1

0

~II
�
tðu; vÞ þ ðf;�fÞ

�
b sup

tb0
f AH 1

0

In

�
tðu; vÞ þ ðf;�fÞ

�
b cn ¼ Inðun; vnÞ

and the first conclusion follows. Now, by taking in consideration

ð
W

3‘un;‘vn4 dx�
ð
W

FnðunÞ �
ð
W

GnðvnÞ dx ¼ Inðun; vnÞaC

and

2

ð
W

3‘un;‘vn4 dx�
ð
W

�
fnðunÞ þ gnðvnÞ

�
dx ¼ I 0nðun; vnÞðun; vnÞ ¼ 0;

and by combining this with assumption ( fg3), we have

ð
W

�
fnðunÞ þ gnðvnÞ

�
dxa 2~ccþ 2

2þ d

ð
W

�
fnðunÞun þ gnðvnÞvn

�
dx:

As 2=ð2þ dÞ < 1, the result follows. r

Observe that (H4) implies (H2). Thus, as seen in Subsection 2.2, there exists

0 < s < 2 such that

EsðWÞ ,! Lpþ1ðWÞ; E2�sðWÞ ,! Lqþ1ðWÞ:

are compact embeddings. Next, we prove uniform bounds in the space

EsðWÞ � E2�sðWÞ.

Lemma 5.15. Under the previous notations, there exists C > 0 (independent of n)

such that

kunkE sðWÞ þ kvnkE 2�sðWÞaC:
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Proof. Multiplying equation �Dun ¼ gnðvnÞ by A�ð2�sÞAsun a E2�sðWÞ, we obtain

kunk2E sðWÞ ¼
ð
W

gnðvnÞA�ð2�sÞAsun dx:

Given e > 0, by using ( fg1) we obtain the existence of e 0;C > 0 such that

kunk2E sðWÞa ekvnk2L2 þ eCkA�ð2�sÞAsunk2Lqþ1

þ C

ð
fjvnjbe 0g

jgnðvnÞjðqþ1Þ=q
 !q=ðqþ1Þ

kA�ð2�sÞAsunkLqþ1 :

Now, we have that

kA�ð2�sÞAsunkLqþ1 aC 0kA�ð2�sÞAsunkE 2�sðWÞ ¼ C 0kAsunkL2 ¼ C 0kunkE sðWÞ;

Moreover, jgðsÞjaCjsjq Ejsjb e 0, for some C independent of n (cf. (5.6)), thus

jgðsÞjðqþ1Þ=q
aCjgðsÞsj. By choosing e su‰ciently small, and recalling Lemma

5.14, we obtain

kunk2E sðWÞ ¼
ð
W

gnðvnÞA�ð2�sÞAsun dx

a
1

4
ðkunk2E sðWÞ þ kvnk2E 2�sðWÞÞ þ C 00kunkE sðWÞ:

Since an analogous estimate holds true for kvnk2E 2�sðWÞ, the result follows. r

Finally, the following estimate implies that one can indeed work without loss

of generality with p; q < 2� � 1 (actually even with p ¼ q).

Lemma 5.16. Under the previous notations, there exists C > 0 such that

kunkl þ kvnklaC:

In particular, ðun; vnÞ is a least energy solution of (5.1) for su‰ciently large n.

Proof. We follow the proof of ([101], Theorem 1). From the choice of s and by

Lemma 5.15, we have that

un is bounded in Lpþ1; vn is bounded in Lqþ1:

Thus f ðunÞ is bounded in Lðpþ1Þ=p and gnðvnÞ is bounded in Lðqþ1Þ=q, and by elliptic

regularity (see for instance [66], Th. 9.5 & Coro. 9.17)

un is bounded in W 2; ðqþ1Þ=q; vn is bounded in W 2; ðpþ1Þ=p:
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If either ðpþ 1Þ=pbN=2 or ðqþ 1Þ=qbN=2, then the result follows from the

embedding W 2; s ,! Ll for sbN=2. Assuming the contrary, then by the embed-

ding W 2; s ,! LNs=ðN�2sÞ, we conclude that

un is bounded in LNðqþ1Þ=ðNq�2ðqþ1ÞÞ; vn is bounded in LNðpþ1Þ=ðNp�2ðpþ1ÞÞ:

We now iterate this procedure. Define the sequences

pnþ1 ¼
Nqn

Np� 2qn
; qnþ1 ¼

Npn

Nq� 2pn
;

with p0 :¼ qþ 1, q0 :¼ pþ 1. Whenever Np� 2qn;Nq� 2pn > 0, we have that

un is bounded in W 2; pnþ1=q; vn is bounded in W 2;qnþ1=p:

We now prove that pn ! þl, qn ! þl, which shows that we need to make this

bootstrap procedure a finite number of times only in order to obtain the desired

conclusion. The fact that ðp; qÞ is below the critical hyperbola is equivalent to

p0 < p1, q0 < q1; by induction one can easily show that both pn and qn are strictly

increasing sequences. Suppose, in view of a contradiction, that pn ! l1 a R,

qn ! l2 a R. Then

l2 ¼
Nðpq� 1Þ
2ðqþ 1Þ :

We claim that Nðpq� 1Þ=ð2qþ 2Þ < pþ 1, which is in contradiction with the fact

that pþ 1 ¼ q0 < l2. To prove the claim take, for each p fixed, the function

hpðqÞ ¼
Nðpq� 1Þ
2ðqþ 1Þ ; for 1 < q <

2pþN þ 2

pN � 2p� 2
:

We have h 0
p > 0, hence

hpðqÞ < hp
2pþN þ 2

pN � 2p� 2

� �
¼ pþ 1: r

Remark 5.17. For later reference, let us stress that actually from the start one

could have supposed, without loss of generality, that 1 < p ¼ q < 2� � 1.

From the previous considerations, we learn that the following general result

holds.

Theorem 5.18. Under assumptions ð fg1Þ–ð fg2Þ–ð fg3Þ, let ðun; vnÞ be any sequence

of solutions of the truncated system

�Dun ¼ gnðvnÞ; �Dvn ¼ fnðunÞ; un; vn a H 1
0 ðWÞ:
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If there exists C > 0 such that Inðun; vnÞaC, then kunkl þ kvnklaC 0 for some

constant C 0 (and thus ðun; vnÞ solves (5.1) for large n).

We saw that the variational characterization provided by Proposition 5.6 im-

plies that Inðun; vnÞaC for ground state solutions. In general, one can imagine

that if in another situation one has a suitable variational characterization for a

certain energy critical level, then the uniform bound on functionals at that energy

level is also easily satisfied. This justifies the statement made in the beginning

of this section saying that, in general, one does not lose generality by assuming

p; q < 2� � 1.

Remark 5.19. In the works by Ramos et al [84], [85], [93], [94], [96], Ll-bounds

are obtained under a di¤erent assumption for the sequence ðun; vnÞ, and for more

restrictive classes of functions f and g. For the nonlinearities, consider

ð ffg2fg2Þ There exists p, q satisfying (H4 0) and constants l1; l2 > 0 such that

lim
jsj!l

j f ðsÞj
jsjp ¼ l1; lim

jsj!l

jgðsÞj
jsjq ¼ l2:

Then for instance in ([93], Theorem 3.3) it is shown that the conclusion of Theo-

rem 5.18 also holds under assumptions ð fg1Þ, ð fg2 0Þ, ð fg3Þ and supposing that

ðun; vnÞ is a critical point of In such that mH�ðun; vnÞa k for some k a N, where

mH� is the relative Morse index ([1], Section 2.4), ([2], Section 1):

mH�ðu; vÞ :¼ dimE�V� :¼ dim
�
V�B ðE�Þ?

�
� dim

�
E�B ðV�Þ?

�
;

and V� represents the negative eigenspace of I 00
n ðu; vÞ.

At this point we would like to observe that although Iðu; vÞ has always

infinite Morse index, this is not the case for the reduced functional. For

instance for ground state solutions ðu; vÞ, the Morse index of J
�
uþv
2

�
is one,

and also mH�ðu; vÞ ¼ 1 (cf. [93], Example 3.2). In general, one has mJðuÞa
mH�ðuþCu; u�CuÞ, see ([93], Lemma 3.1).

5.4. A family of reduced functionals depending on a parameter. In some cases,

it is useful to introduce a free parameter when we reduce the functional I. We

will consider two such situations in Subsection 6.4 and Subsection 8.4 ahead.

Suppose without loss of generality 1 < p ¼ q < 2�, and consider the family of

functionals

Jl : H
1
0 ðWÞ ! R : u 7! sup I luþ c; u� c

l

� �
: c a H 1

0 ðWÞ
� �

; l > 0:
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As in the case l ¼ 1, it is easily seen that JlðwÞ ¼ I
�
lwþ cl;w;w� cl;w

l

�
for some

unique cl;w a H 1
0 ðWÞ, and that the map y : H 1

0 ðWÞ ! H 1
0 ðWÞ, w 7! cl;w is of class

C1, see Lemma 5.10.

By definition of cl;w, we have that

I 0 lwþ cl;w;w�
cl;w

l

� �
h;� h

l

� �
¼ 0

for every h a H 1
0 ðBÞ. It then follows that

J 0
lðwÞx ¼ I 0ðu; vÞðlx; xÞ ¼ I 0ðu; vÞ lxþ f; x� f

l

� �
;

where w :¼ ðuþ lvÞ=2l and f a H 1
0 ðWÞ is arbitrary. Therefore, the map

H 1
0 ðWÞ ! H 1

0 ðWÞ �H 1
0 ðWÞ; w 7! lwþ cl;w;w�

cl;w

l

� �

provides a homeomorphism between critical points of the reduced functional

Jl and critical points of the functional I. Indeed, observe that for any

ðz; xÞ a H 1
0 ðWÞ �H 1

0 ðWÞ, we have

I 0 lwþ cl;w;w�
cl;w

l

� �
ðlz; xÞ ¼ I 0 lwþ cl;w;w�

cl;w

l

� �
l
z� x

2
;� z� x

2

� �
þI 0 lwþ cl;w;w�

cl;w

l

� �
l
zþ x

2
;
zþ x

2

� �
;

so that our claim follows.

Denoting by

NJl
:¼ fw a H 1

0 ðWÞ;wA 0 : J 0
l ðwÞw ¼ 0g

the Nehari manifold associated to Jl, we can define

cl :¼ inf
NJl

Jl:

Lemma 5.20. We have that

cl ¼ inf
g AG

sup
t A ½0;1�

Jl
�
gðtÞ
�
; ð5:8Þ
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where

G :¼
	
g a C

�
½0; 1�;H 1

0 ðWÞ
�
: gð0Þ ¼ 0 and Jl

�
gð1Þ

�
< 0


:

Moreover, the level cl does not depend on l, and cl ¼ cðWÞ.

Proof. This is essentially proved in ([85], Proposition 2.2) in a more general situa-

tion where l is allowed to be a non constant function. We give a more direct

proof here.

We skip the proof of (5.8), as it follows in a standard way. Now, let

yl : H
1
0 ðWÞ ! H 1

0 ðWÞ be given by

ylðwÞ :¼
lþ 1

2
wþ l� 1

2l
cl;w:

Then, as proved in ([31], Proposition 9, Step 3), yl is a homeomorphism and

Jl

�
y�1
l ðwÞ

�
aJ1ðwÞ;

for every w a H 1
0 ðWÞ. Now, given w a H 1

0 ðWÞnf0g, take t0 > 0 so large that

J1ðt0wÞ < 0 and define gðxÞ :¼ y�1
l ðxt0wÞ for 0a xa 1. Then g a G and

sup
x A ½0;1�

Jl

�
gðxÞ

�
a sup

x A ½0;1�
J1ðxt0wÞa sup

t>0
J1ðtwÞ;

implying that

cla sup
t>0

J1ðtwÞ:

Since w is arbitrary, we conclude that cla c1. To show that c1a cl, one proceeds

in a similar way. r

We have deduced yet another characterization of the ground energy level cðWÞ
defined in (5.2). In particular, this yields

cðWÞ ¼ inf
vA�u=l

sup I tuþ c; tv� c

l

� �
: tb 0;c a H 1

0 ðWÞ
� �

¼ inf Iðu; vÞ j ðu; vÞ a Hnfð0; 0Þg;I 0ðu; vÞ uþc; v� c

l

� �
¼ 0 Ec a H 1

0 ðWÞ
� �

:

6. More on the symmetry properties of solutions

The questions about the symmetry of the solutions of a second order elliptic equa-

tion can be tackled either using reflexion methods and moving planes arguments
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as in Gidas et al. [65], or symmetrization techniques as in Talenti [109]. The mov-

ing planes method was adapted for elliptic systems as (1.1) by Troy [113], see also

[34], [47], [99] and Remark 3.13. Further contribution based on symmetrization

techniques for a scalar equation often rely on the Polya-Szegö inequality which

asserts that the gradient of a Schwarz rearranged function u� has a smaller L2-

norm (other quantities can be considered as well) than the original function u.

For higher order elliptic problems, and also for Hamiltonian elliptic systems, this

approach by symmetrization cannot be applied in such a direct way. Indeed, if

one thinks for instance of the treatment of the system (1.3) using the reduction

by inversion, the functional framework is a Sobolev space requiring the existence

of two weak derivatives and one can clearly produce examples of such functions

whose Schwarz symmetric rearrangement does not possess two weak derivatives

anymore. We have shown in Section 3 and Section 4 that the right tool to apply

symmetrization technique is the comparison principle due to Talenti, see Lemma

3.11. We will give more insight on the use of this principle to get both complete

and partial symmetry results using polarizations.

6.1. Working with polarization. In this section, we show how the reduction by

inversion framework allows to use polarization techniques to prove complete or

partial symmetry results.

Assume H is a closed half-space in RN . We denote by sH : RN ! RN the

reflection with respect to the boundary qH of H. For simplicity, we also put

x ¼ sHðxÞ for x a RN when the underlying half-space H is understood. For a

measurable function w : RN ! R we define the polarization wH of w relative to

H by

wHðxÞ ¼
maxfwðxÞ;wðxÞg; x a H;

minfwðxÞ;wðxÞg; x a RNnH:

�

We also denote wðxÞ :¼ wðxÞ.
We consider the set H of all closed half-spaces H in RN such that 0 a qH.

Given an unitary vector e a RN , we denote by He the set of all closed half-spaces

H a H such that e a intðHÞ and we denote by H� the set of all closed half-spaces

H in RN such that 0 a intðHÞ.
Recall that a function f : RN ! R is said to be foliated Schwarz symmetric

with respect to a unitary vector e a RN if it is axially symmetric with respect to

the axis Re and nonincreasing in the polar angle y ¼ arccosðx � eÞ a ½0; p�.
We mention that, up to our knowledge, the link between polarization and

foliated Schwarz symmetry appeared first in [103]; cf. ([21], Theorem 2.6) for

further results about the foliated Schwarz symmetry of least energy solutions of

some second order elliptic equations with radial data. We also mention that
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some precursory works, as [3], [13], [14], [32], brought to light the relation between

polarizations and rearrangements in many di¤erent settings.

To our purposes we recall, without proving, the following useful characteriza-

tion of a symmetric function by means of polarizations, and refer to the survey

[117] for more details on the subject.

Proposition 6.1.

(i) ([62], Proposition 2) Let f a CðRNÞ. Then f is Schwarz symmetric (with

respect to the origin) if, and only if, f ¼ fH for every H a H�.

(ii) ([103], Lemma 2.6), ([24], Lemma 17) Let f a CðRNÞ and e a RN an unitary

vector. Then f is foliated Schwarz symmetric with respect to e if, and only if,

f ¼ fH for every H a He.

The following result is essentially due to [32] but we provide a rather elemen-

tary proof. Here, B stands for the open ball in RN centered at the origin and with

radius one.

Lemma 6.2. Let f a LtðBÞ, 1 < t < l, and H a H. Let u and v be the strong

solutions of

�Du ¼ f ; �Dv ¼ fH in B;

u; v ¼ 0 on qB:

�

Then v ¼ vH in B and vb uH in HBB. Moreover,ð
B

uj dxa

ð
B

vjH dx; Ej a LlðBÞ: ð6:1Þ

In particular, if f b 0,

ð
B

usj dxa

ð
B

vsjH dx; Ej a LlðBÞ; jb 0; s > 1: ð6:2Þ

Proof. Without loss of generality, we can assume that f is smooth. Since

�Dðv� vÞ ¼ fH � fH b 0 in HBB we deduce from the maximum principle that

vb v in HBB. So v ¼ vH in B. On the other hand, since, by definition,

f � fH ¼ fH � f , we have that �Dðuþ u� v� vÞ ¼ f þ f � fH � fH ¼ 0. It

follows that uþ u ¼ vþ v in B; in particular, u ¼ v on qHBB. Then, by ob-

serving that �Dðv� uÞ ¼ fH � f b 0 in HBB and �Dðv� uÞ ¼ fH � f b 0 in

HBB, we conclude that vb u in HBB and vb u in HBB, that is vb uH in

HBB.
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Now, given j a LlðBÞ, we must derive the inequality

ð
B

uj dx ¼
ð
HBB

ðujþ ujÞ dxa
ð
HBB

ðvjH þ vjHÞ dx ¼
ð
B

vjH dx:

By replacing v ¼ uþ u� v and jH ¼ jþ j� jH in the above expression, we find

that the inequality reads

ð
HBB

½ðjH � jÞðv� uÞ þ ðjH � jÞðv� uÞ� dxb 0:

Clearly, this holds true since each of the four terms in parenthesis is non-negative,

and this establishes (6.1).

Finally, in case f b 0, since moreover, v ¼ vH , the property (6.2) is a conse-

quence of (6.1), as follows from ([32], Lemma 9.1) applied to the map jðrÞ ¼ rs.

r

We will also need a similar version of the above lemma for the case of the

whole space RN . First, we recall that �Dþ I : W 2; tðRNÞ ! LtðRNÞ is an iso-

morphism for every 1 < t < l.

Lemma 6.3. Let 1 < t < N
2 and set r > 0 such that t�1

t
þ 1

r
¼ N�2

N
. Let r 0 > 1 such

that 1
r
þ 1

r 0 ¼ 1. Let f a LtðRNÞ, and H any half-space in RN. Let u and v be the

strong solutions of

�Duþ u ¼ f ; �Dvþ v ¼ fH in RN :

Then v ¼ vH in RN and vb uH in H. Moreover,

ð
RN

uj dxa

ð
RN

vjH dx; Ej a Lr 0 ðRNÞ:

In particular, if f b 0,

ð
RN

urj dxa

ð
RN

vrjH dx; Ej a LlðRNÞ; jb 0: ð6:3Þ

Proof. We observe that u; v a W 2; tðRNÞ ,! LrðRNÞ. The proof is similar to the

proof of Lemma 6.2 and so will be omitted here. r
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6.2. Symmetry results for a system in RN using polarization arguments. In

this part we consider the system

�Duþ u ¼ jvjq�1
v in RN ;

�Dvþ v ¼ jujp�1
u in RN ;

(
ð6:4Þ

and we assume that the pair ðp; qÞ satisfies the hypothesis (H3), which for con-

venience we recall here

p; q > 0; 1 >
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH3Þ

It is proved in ([27], Theorems 1.8 and 1.9) that (6.4) has a ground state solu-

tion and that any ground state solution of (6.4) has definite sign, that is, u; v > 0 in

RN or u; v < 0 in RN (for short, uv > 0 in RN ). It was also proved in [27] that at

least one positive ground state solution of (6.4) is Schwarz symmetric. However,

it was left as an open problem whether every ground state solution of (6.4) has

radial symmetry or not. Here we give a positive answer to this question.

Theorem 6.4. Assume (H3). Then (6.4) has a ground state solution. Any ground

state solution ðu; vÞ of (6.4) is such that uv > 0 in RN. Moreover, if ðu; vÞ is a

positive ground state solution of (6.4) then, up to a common translation, u and v

are Schwarz symmetric.

Here our approach is based on the reduction by inversion as in Section 4, see

also [27]. Set L :¼ �Dþ I . Then (6.4) is equivalent to

LðjLuj1=q�1
LuÞ ¼ jujp�1

u; u a W 2; ðqþ1Þ=qðRNÞ;

and the study of ground state solutions of (6.4) is then reduced to the study of

minimizers for the best Sobolev constant

ap;q :¼ inf
n ð

RN

jLujðqþ1Þ=q
dx; u a W 2; ðqþ1Þ=qðRNÞ; kukpþ1 ¼ 1

o
: ð6:5Þ

The results listed below are proved in ([27], Section 3):

– there exists at least one minimizer to (6.5);

– any such minimizer is such that u;Lu > 0 in RN or u;Lu < 0 in RN ;

– at least one minimizer is Schwarz symmetric.

Therefore, the conclusion of the proof of Theorem 6.4 reduces to proving the

following proposition.
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Proposition 6.5. Assume (H3). Let u a W 2; ðqþ1Þ=qðRNÞ be a minimizer of (6.5)

such that u;Lu > 0 in RN. Then, up to translation, u, Lu are Schwarz symmetric.

We denote by TRN : W 2; ðqþ1Þ=qðRNÞ !
�
W 2; ðqþ1Þ=qðRNÞ

� 0
the operator given

by

3TRN ðuÞ; j4 ¼
ð
RN

jLuj1=q�1
LuLj dx; Eu; j a W 2; ðqþ1Þ=qðRNÞ:

Then TRN is a nonlinear homeomorphism, cf. ([59], Lemma 3.2) for a similar

result. For every w a Lðpþ1Þ=pðRNÞ, the imbedding W 2; ðqþ1Þ=qðRNÞ ,! Lpþ1ðRNÞ
guarantees that the map

j 7!
ð
RN

wj dx; j a W 2; ðqþ1Þ=qðRNÞ;

defines a continuous linear functional on W 2; ðqþ1Þ=qðRNÞ, and so there exists a

unique u a W 2; ðqþ1Þ=qðRNÞ such that TRN ðuÞ ¼ w, that isð
RN

jLuj1=q�1
LuLj dx ¼

ð
RN

wj dx; Ej a W 2; ðqþ1Þ=qðRNÞ:

Lemma 6.6. Let H be any half-space in RN, w a Lðpþ1Þ=pðRNÞ be nonnega-

tive and u; ~uu a W 2; ðqþ1Þ=qðRNÞ be such that TRN ðuÞ ¼ w and TRN ð~uuÞ ¼ wH. Then

3TRN ðuÞ; u4a3TRN ð~uuÞ; ~uu4.

Proof. Let v and ~vv be the strong solutions of

Lv ¼ w; L~vv ¼ wH in RN :

Then, u and ~uu are the strong solutions of

Lu ¼ jvjq�1
v; L~uu ¼ j~vvjq�1~vv in RN ;

and, by definition,

3TRN ðuÞ; u4 ¼
ð
RN

jLujðqþ1Þ=q
dx ¼

ð
RN

jvjqþ1
dx and

3TRN ð~uuÞ; ~uu4 ¼
ð
RN

j~vvjqþ1
dx:

The conclusion follows then from (6.3) with jC 1. r
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Proof of Proposition 6.5 completed. By definition we have that

ap;q :¼ inf
u AW 2; ðqþ1Þ=qðRN Þ;uA0

3TRN ðuÞ; u4
ð
Ð
RN jujpþ1

dxÞðqþ1Þ=qðpþ1Þ �

Let ap;q be achieved by a (positive) function u such that
Ð
RN upþ1 dx ¼ 1.

Step 1: For every half-space H in RN , uH is also a minimizer for ap;q.

Indeed, since u is a minimizer for ap;q, we have that TRN ðuÞ ¼ ap;qu
p. Let ~uu be

such that TRN ð~uuÞ ¼ ap;qu
p
H . Then, by Lemma 6.6, 3TRN ðuÞ; u4a3TRN ð~uuÞ; ~uu4. By

using the Hölder inequality we deduce that

ap;q ¼ ap;q

ð
RN

jujpþ1
dx ¼ 3TRN ðuÞ; u4a3TRN ð~uuÞ; ~uu4 ¼ ap;q

ð
RN

~uuup
H dx

a ap;q

� ð
RN

~uupþ1 dx
�1=ðpþ1Þ� ð

RN

u
pþ1
H dx

�p=ðpþ1Þ
¼ ap;q

� ð
RN

~uupþ1 dx
�1=ðpþ1Þ

yielding that
Ð
RN ~uupþ1 dxb 1 and so

ap;qa
3TRN ð~uuÞ; ~uu4

ð
Ð
RN j~uujpþ1

dxÞðqþ1Þ=qðpþ1Þa ap;q
ð
Ð
RN ~uupþ1 dxÞ1=ðpþ1Þ

ð
Ð
RN j~uujpþ1

dxÞðqþ1Þ=qðpþ1Þ

¼ ap;q

� ð
RN

~uupþ1 dx
��1=qðpþ1Þ

a ap;q:

It follows that
Ð
RN ~uupþ1 ¼ 1 and ~uu is a minimizer for ap;q, so that TRN ð~uuÞ ¼ ap;q~uu

p.

Hence ~uu ¼ uH and we conclude that uH is a minimizer for ap;q.

Step 2: For every half-space H in RN , we have u > u in intðHÞ, u < u in intðHÞ
or else u ¼ u in H.

Indeed, up to normalization, with v :¼ jLuj1=q�1
Lu and w :¼ jLuH j1=q�1

LuH ,

we have that Lu ¼ vq, Lv ¼ up, LuH ¼ wq, Lw ¼ u
p
H in RN . In particular, we

infer from the equations Lv ¼ up and Lw ¼ u
p
H that wb vH in H, cf. Lemma 6.3.

Then, since, by definition, ju� uj ¼ 2uH � u� u in H, we see that

Lðju� ujÞ ¼
�
ðwq � vqÞ þ ðwq � vqÞ

�
b 0 in intðHÞ:

This implies that either u > u in intðHÞ, u < u in intðHÞ or else u ¼ u in H. Going

back to the system, we must have that either v > v in intðHÞ, v < v in intðHÞ or
else v ¼ v in H respectively.

Step 3: Up to translation, u, Lu are Schwarz symmetric.

Up to translation, we may assume that uð0Þ ¼ maxx ARN uðxÞ. Now take any

half-space H a H�. Then, from Step 2, we have that ub u in H, that is, u ¼ uH .
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Hence, by Proposition 6.1 (i), and going back to the system, it follows that u, Lu

are Schwarz symmetric. r

6.3. A partial symmetry results. We provide here an example where the reduc-

tion by inversion approach was used to derive a partial symmetry result for the

ground state solutions of the Hénon type system

�Du ¼ jxjbjvjq�1
v in B;

�Dv ¼ jxjajujp�1
u in B;

u; v ¼ 0 on qB;

8><>: ð6:6Þ

where B is the open ball in RN centered at the origin of radius one and a; bb 0. In

this part we assume again that the powers p, q satisfy the hypothesis (H3). The

procedure in this part is borrowed from ([28], Theorems 1.2 and 1.3) from where

we quote:

Theorem 6.7 ([28]). Assume (H3). Then (6.6) has a ground state (classical ) solu-

tion. In addition, any ground state solution of (6.6) has definite sign, i.e. either

u; v > 0 in B or u; v < 0 in B.

Moreover, for any a; bb 0, every (positive) ground state solution ðu; vÞ of (6.6)
is such that u and v are both foliated Schwarz symmetric with respect to the same

unit vector e a RN. Furthermore, either u and v are radially symmetric, or u and v

are strictly decreasing in y ¼ arccosðx � eÞ a ½0; p� for 0 < jxj < 1.

In this part we will present the arguments involved to prove the Schwarz

foliated symmetry of (positive) ground state solutions of (6.6). For the complete

proof of Theorem 6.7, we refer to [28]. For further results on systems like (6.6) we

refer to [25], [35], [51], [52], [74] and references therein.

Arguing as in Section 4, the system (6.6) can be rewritten as the scalar equation

Dðjxj�b=qjDuj1=q�1DuÞ ¼ jxjajujp�1
u in B; with u;Du ¼ 0 on qB:

and the study of ground state solutions of (6.4) is then reduced to the study of

minimizers for the Sobolev constant

S :¼ inf
n ð

B

jDujðqþ1Þ=qjxj�b=q
dx; u a Eðqþ1Þ=q;b=q;

ð
jujpþ1jxja dx ¼ 1

o
;

where, for each 1 < s < l and g > 0

Es; g :¼
n
u a W 2; sðBÞBW 1; s

0 ðBÞ;
ð
B

jDujsjxj�g
dx < þl

o
:
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To simplify notation, we will denote Eðqþ1Þ=q;b=q simply by E. It was proved

in ([28], Lemma 3.4) that the nonlinear operator T : E ! E 0 given by

3TðuÞ; j4 ¼
ð
B

jDuj1=q�1DuDjjxj�b=q
dx; Eu; j a E:

is a nonlinear homeomorphism. On the other hand, for every w a Lðpþ1Þ=pðBÞ, the
imbedding E ,! Lpþ1ðBÞ guarantees that the map

j 7!
ð
B

wj dx; j a E;

defines a continuous linear functional on E. So there exists a unique u a E such

that TðuÞ ¼ w, that isð
B

jDuj1=q�1DuDjjxj�b=q
dx ¼

ð
B

wj dx; Ej a E:

The next lemma helps to complete the proof of Theorem 6.7 in which concerns

the symmetry of (positive) ground state solution.

Lemma 6.8. Let w a Lðpþ1Þ=pðBÞ be nonnegative and u; ~uu a E be such that

TðuÞ ¼ w and Tð~uuÞ ¼ wH. Then 3TðuÞ; u4a3Tð~uuÞ; ~uu4.

Proof. Let v and ~vv be the strong solutions of

�Dv ¼ w; �D~vv ¼ wH in B; v; ~vv ¼ 0 on qB:

Then, u and ~uu are the strong solutions of

�Du ¼ jxjbvq; �D~uu ¼ jxjbð~vvÞq in B; u; ~uu ¼ 0 on qB

and, by definition,

3TðuÞ; u4 ¼
ð
B

jDujðqþ1Þ=qjxj�b=q
dx ¼

ð
B

jxjbvqþ1 dx

and

3Tð~uuÞ; ~uu4 ¼
ð
B

jxjbð~vvÞqþ1
dx:

The conclusion follows then from (6.2) with jðxÞ ¼ jxjb. r
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Proof of the foliated Schwarz symmetry of ground state solution of (6.6). Let

S :¼ inf
u AE;uA0

3TðuÞ; u4
ð
Ð
B
jujpþ1jxja dxÞðqþ1Þ=qðpþ1Þ �

Let S be achieved by a (positive) function u such that
Ð
B
upþ1jxja dx ¼ 1.

Step 1: For every half-space H a H, uH is also a minimizer for ap;q.

The proof follows the same procedure as in Step 1 of the last section, and so

will be omitted here.

Step 2: For every half-space H a H, we have u > u in intðHÞBB, u < u in

intðHÞBB or else u ¼ u in HBB.

Again the proof follows exactly as the proof of Step 2 in the last section, based

on the strong maximum principle, and so will also be omitted here.

Step 3: Fix any point x0 a Bnf0g with uðx0Þ ¼ maxfuðxÞ : x a B; jxj ¼ jx0jg. Set

e ¼ x0
jx0j

. Then u, �Du are Schwarz foliated symmetric with respect to e.

Indeed, let H a He. Then, by Step 2, it follows that ub u in HBB, that is,

u ¼ uH . Hence, by Proposition 6.1 (ii), and going back to the system, it follows

that u, �Du are foliated Schwarz symmetric with respect to e. r

6.4. An example of symmetry breaking. We provide here an example where

two di¤erent reduction approaches were used to derive a loss of symmetry of the

ground state solutions. Namely we consider once again the Hénon type system

(6.6), where B is the unit ball in RN , a; b > 0, and ðp; qÞ satisfy (H3).

First we show that a symmetry breaking can be deduced by direct energy com-

parison using the reduction by inversion from Section 4. Secondly we will use

the Lyapunov-Schmidt type reduction from Section 5 to deduce a symmetry

breaking in a di¤erent range of the parameters a, b, p, q from a Morse type

argument, namely deducing some estimates from the positivity of the second

derivative of the family of reduced functional Jl with an adequate choice of the

parameter l.

Arguing as in Section 4, the system (6.6) can be rewritten as the scalar equation

Dðjxj�b=qjDuj1=q�1DuÞ ¼ jxjajujp�1
u in B; with u;Du ¼ 0 on qB:

The functional associated to this equation is

JðuÞ ¼ q

qþ 1

ð
B

jDujðqþ1Þ=qjxj�b=q
dx� 1

pþ 1

ð
B

jujpþ1jxja dx;
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defined on the functional space

Es; g ¼
n
u a W 2; sðBÞBW

1; s
0 ðBÞ :

ð
B

jDujsjxj�g
dx < þl

o
;

with s ¼ qþ1
q

and g ¼ b

q
. Radial solutions can be obtained by working with the

same functional in the same Sobolev space restricted to radially symmetric func-

tions, that is

Es; g; rad ¼
n
u a W 2; s

rad ðBÞBW 1; s
0 ðBÞ :

ð
B

jDujsjxj�g
dx < þl

o
;

still with s ¼ qþ1
q

and g ¼ b

q
. In order to deduce a symmetry breaking of the

least energy solution, the simplest strategy consists in providing estimates of the

least energy level (among solutions or equivalently on the corresponding Nehari

manifold). Assume

N þ a

pþ 1
þN þ b

qþ 1
> N � 2:

It is proved in [28] that there exist a; b; d; a0 > 0 such that, for every ab a0,

0a ba da, we have

aaðpþ2Þðqþ1Þ=ðpq�1Þð1þ b ðpþ1Þ=ðpq�1ÞÞa crad

a baðpþ2Þðqþ1Þ=ðpq�1Þð1þ b ðpþ1Þ=ðpq�1ÞÞ; ð6:7Þ

crad being the least energy level among radial solutions. On the other hand, it is

shown in ([35], Theorem 2 (c)) that

ca;b aC0a
ð2ðpþ1Þðqþ1Þ�Nðpq�1ÞÞ=ðpq�1Þ ðC0 > 0; ba a; ab a0Þ; ð6:8Þ

where ca;b is the least energy level among all (not necessarily radial) solutions of

(6.6). Actually, in [35] it is assumed p > 1, q > 1 and b < ðqþ 1ÞN but a close

inspection of their proof shows that (6.8) remains valid as long as ba a and a is

su‰ciently large. These estimates lead to the following conclusion: a symmetry

breaking occurs when a and b are comparable.

Theorem 6.9. Assume (H3), N > 1 and there exists C > 0 such that ba aaCb

as a ! l. Then there exists a0 > 0 such that for ab a0, no ground state solution

of (6.6) is radially symmetric.

Proof. This follows from a simple comparison of the levels ca;b and crad. r
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In the case where a and b are no longer comparable, namely b ¼ oðaÞ as

a ! l, the situation is much more delicate to handle. If b is fixed, we still deduce

a loss of symmetry when ðp; qÞ is su‰ciently close to the critical hyperbola, so that

2ðpþ 1Þðqþ 1Þ �Nðpq� 1Þ < ðpþ 2Þðqþ 1Þ:

This follows from Theorem 6.9 by taking the estimates (6.8) and (6.7) into account.

As shown in [104], the simplest way to prove symmetry breaking for the scalar

Hénon equation is to observe that the ground critical level of the associated func-

tional is asymptotically strictly smaller than the action on any radial solution; for

the system (6.6) the situation is more tricky since both the corresponding ground

critical levels, the radial one and the global one, may grow asymptotically at the

same rate, see [28], and this is in great contrast with the case of a single equation,

as treated by [104]. We mention that the estimate (6.7) corrects the wrong esti-

mate ([35], Theorem 2c).

To deduce a loss of symmetry in a regime where for instance bb 0 is fixed

and a ! l, another strategy can be exploited, namely another one from [104]

(adapted for the single equation) which is based on the computation of the second

derivative of the underlying energy functional. Here the Lyapunov type reduction

of Section 5 is really the good approach to be used since the other ones are not

convenient for Morse index type arguments.

Theorem 6.10 (b ¼ oðaÞ and b ! l or b fixed). Assume (H3), pb 1, qb 1,

Nb 3 and that b ¼ oðaÞ and b ! l as a ! l or b is fixed but taken su‰ciently

large. Then there exists a0 > 0 such that for ab a0, no ground state solution of

(6.6) is radially symmetric.

We still denote by ca;b the radial ground state level associated to a least energy

radial solution ðua;b; va;bÞ. The main ingredient in the proofs of the last wo theo-

rems is the following estimate

ca;b aC0

� ð
B

j‘ua;bj2 dx
�1=2� ð

B

v2a;b

jxj2
dx
�1=2

Ea; bb 0; ð6:9Þ

where the constant C0 ¼ C0ðp; q;NÞ in (6.9) is independent of a and b. The proof is

rather long and basically follows from the non negativity of the second derivative of

the reduced functional Jl at a minimizer with a good choice of l. We refer to [28].

Notice that it is in the proof of this estimate that one requires pb 1, qb 1 and

Nb 3. On the other hand, one can show [28] that there exists a0 > 0 such that

� ð
B

j‘ua;bj2 dx
�1=2� ð

B

v2a;b

jxj2
dx
�1=2

a
C1

1þ
ffiffiffi
b

p ca;b Eab a0; bb 0 ð6:10Þ
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for some positive constant C1 ¼ C1ðp; q;NÞ, as long as b=a ! 0. In fact, it is

su‰cient to have b=aa d for some d < 1=ðpþ 2Þ.
By comparing (6.9) and (6.10) we obtain a contradiction provided b is taken

su‰ciently large so that ðua;b; va;bÞ is not a ground state solution.

7. Concentration phenomena

Throughout this section we will assume Nb 3. To start with, let us recall some

concentration results for solutions of

�e2Duþ VðxÞu ¼ f ðuÞ in W; ð7:1Þ

with f ðsÞ being a power type nonlinearity, superlinear at the origin and subcritical

at infinity. One of the interesting phenomena concerning (7.1) is the existence of

concentration for some classes of solutions under di¤erent boundary conditions

and assumptions on V . The task of enumerating all contributions to this sub-

ject would give a survey paper by itself, hence here we just state some of the

most relevant papers whose statements have guided the corresponding results for

Hamiltonian systems.

One of the first results regarding concentration phenomena for (7.1) was the

one by Floer and Weinstein [63]; for W ¼ R, f ðsÞ ¼ jsj2s and V bounded, the au-

thors show (through a Liapunov-Schmidt reduction argument) that, given a non

degenerate critical point of V , there exists a solution of (7.1) which concentrates

around that point. Later, Oh [79], [80], [81] uses a similar approach while extend-

ing the results to higher dimensions, dealing also with multispike solutions.

The first results with a non-degeneracy assumption on V go back to the

works by Rabinowitz [90] and Wang [116]. In [90], it is shown the existence

of a ground state solutions when W ¼ RN and V satisfies 0 < infx ARN VðxÞ <
lim inf jxj!l VðxÞ for su‰ciently small e ! 0. In [116], it is proved that these

solutions concentrate around a global minimum point of V , as e ! 0.

A further step in the study of these questions was done by del Pino and Felmer

[54], where through a penalization method the authors find solutions which con-

centrate around a local minimum of V (possibly degenerate). This was extended

in [56] to find multiple spike solutions concentrating around a finite prescribed

number of local minima of V , or around given topologically nontrivial critical

points of V [53], [55]. We refer to the introduction of [92] for more references

on this subject.

Similar phenomena where studied for VðxÞC 1 and W bounded. For the

Dirichlet case, Ni and Wei [78] proved that ground state solutions concentrate at

the point which is at the maximum distance from the boundary, whereas in the
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Neumann case Ni and Takagi [77] showed that they concentrate around a point of

qW having maximum mean curvature. The proof of these two results were

simplified and extended to more general nonlinearities in [57], and we refer to the

introduction of the latter paper for a more detailed description of the results and

for an excellent review of the subject. We would like also to refer to [8] for more

recent results.

At this point, it is natural to ask whether these results extend to the Hamilto-

nian system

�Duþ VðxÞu ¼ gðvÞ in W

�Dvþ VðxÞv ¼ f ðuÞ in W:

�
ð7:2Þ

The answer is yes, and this task was done mainly in the works of Ramos et al

[84], [85], [92], [94], [95], [96]. We will write ahead the exact statements, mainly

because some of the results in the mentioned papers need clarification, and also

because by using the arguments of Section 5, we can make nowadays less re-

strictive assumptions on f , g. In all statements it is required that f , g satisfy

ð fg1Þ–ð fg2Þ–ð fg3Þ.
The proofs in these papers use mainly the approach and ideas followed on

Section 5, and they do not consist on simple adaptations of the arguments used in

the single equation case. In addition to what has been already said thoughtout

this paper, there are mainly three di‰culties that one needs to take in consider-

ation when passing to the system. Firstly, as far as we know no uniqueness result

seems to be known for the limiting problem (7.2) with W ¼ RN and V C 1, which

is a crucial assumption in some of the papers dealing with the single equation

case (see for instance [56], Assumption ð f 4Þ). Secondly, as said before, the energy

functional (1.4) is strongly indefinite and the underlying linking theorems are of

more complex nature; this fact makes energy estimates much harder to obtain.

The third issue is the fact that for ðp; qÞ satisfying assumption (H4), it might

happen that either p or q is larger than the critical Sobolev exponent. However,

if one has suitable upper bounds for the energy, one can then argue as in

Subsection 5.3.

Consider the system

�e2Duþ u ¼ gðvÞ in W

�e2Dvþ v ¼ f ðuÞ in W

�
ð7:3Þ

under Neumann

qu

qn
¼ qv

qn
¼ 0 on qW ð7:4Þ
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or Dirichlet boundary conditions:

u ¼ v ¼ 0 on qW: ð7:5Þ

As far as we know, the first paper to obtain concentration phenomena in

Hamiltonian system is due to Ávila and Yang [12], using the dual variational

formulation we presented in Section 3 (related results using this approach can be

found in [4], [5]). Their results were later on improved in [84], [96].

Theorem 7.1 ([84], [96]). Let W be a bounded domain. Under ð fg1Þ–ð fg2Þ–ð fg3Þ,
there exists e0 > 0 such that for any 0 < e < e0 problem (7.3)–(7.4) has non con-

stant positive solutions ue, ve. Moreover, ue þ ve attains its maximum value at some

unique point xe a qW. Up to a subsequence, xe ! x a qW with

HðxÞ ¼ max
x A qW

HðxÞ;

where HðxÞ denotes the mean curvature at a point x a qW.

At this point we would like to stress the di¤erences between the later state-

ment and the actual statement made in [84], [96]. First of all, in the last papers

the assumptions of f , g were more restrictive (for instance a requirement that

f 2ðsÞa 2f 0ðsÞFðsÞ and g2ðsÞa 2g 0ðsÞGðsÞ was made, among others). A close

look at the proofs, however, show that, having proved the results of Section 5

under ð fg1Þ–ð fg2Þ–ð fg3Þ, the only thing missing is to check that the following

stronger result holds under these assumptions:

For any given Palais-Smale sequence I, that is Iðun; vnÞ bounded with

mn :¼ kI 0ðun; vnÞk ! 0, then

sup
	
I
�
tðun; vnÞ þ ðf;�fÞ : tb 0; f a H 1

0



¼ Iðun; vnÞ þOðm2

nÞ:

This was proved in ([95], Proposition 2.5) assuming only ð fg1Þ–ð fg2Þ–ð fg3Þ.
The second and last di¤erence is that the theorem we stated speaks about con-

centration of ue þ ve, while [84], [96] state that both ue, ve concentrate at the same

unique local maximum xe. It seems however that the proofs there do not imply

such a strong result3, but only the one we stated on Theorem 7.1 (more precisely,

step 4 in the argument of the proof of ([96], Theorem 3.1) works only for the sum

ue þ ve). Alternatively, one can prove the weaker result that ue and ve admit global

maximum points xe and ye, and these satisfy jxe � yej=e ! 0 as e ! 0. In partic-

ular, xe; ye ! x a qW which maximizes the mean curvature at the boundary.

3This fact was also confirmed by M. Ramos in a private communication.
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Similar comments can be made for the remaining statements of this section,

and we refer to [95] for more comments regarding the assumptions on f and g,

and ([112], Section 5) for more details concerning both questions.

As far as Dirichlet boundary conditions are concerned, the generalization of

[78] for Hamiltonian systems is the following.

Theorem 7.2 ([85]). Let W be a bounded domain. Under ð fg1Þ–ð fg2Þ–ð fg3Þ, there
exists e0 > 0 such that for any 0 < e < e0 the problem (7.3)–(7.5) admits a positive

ground state solution ðue; veÞ, which satisfies the following properties, as e ! 0:

(i) ue þ ve attains its maximum value at some unique point xe a W;

(ii) de :¼ distðxe; qWÞ ! maxx AW distðx; qWÞ;
(iii) ceðWÞ ¼ eN

�
cðRNÞ þ e�2ð1þoð1ÞÞde=e

�
,

where ceðWÞ denotes the ground state level of (7.3), and cðRNÞ denotes the ground-

state level of the limiting problem (7.3) with e ¼ 1 and W ¼ RN.

Next, we turn to

�e2Duþ VðxÞu ¼ gðvÞ in W

�e2Dvþ VðxÞv ¼ f ðuÞ in W:

�
ð7:6Þ

In case W ¼ RN , we have the following generalization of [90], [116]:

Theorem 7.3 ([94]). Let W ¼ RN. Assume that the nonlinearities f and g satisfy

ð fg1Þ–ð fg2Þ–ð fg3Þ, and that the potential V is continuous and satisfies

0 < inf
x ARN

VðxÞ < lim inf
jxj!l

VðxÞ:

Then there exists e0 > 0 such that for any 0 < e < e0 there exists a positive ground

state solution ðue; veÞ of (7.6) such that ue þ ve attains its maximum value at some

unique point xe a RN. Moreover, fxege is bounded and, up to a subsequence, it

converges to x0 a RN satisfying

Vðx0Þ ¼ min
x ARN

VðxÞ:

Finally, we want to state the generalization for Hamiltonian systems of the

results by del Pino and Felmer [54], [56]. Let us assume that V is locally Hölder

continuous and
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ðV1Þ VðxÞb a > 0 for all x a W;

ðV2Þ there exists bounded domains Li, mutually disjoint, compactly contained in

W (i ¼ 1; . . . ; k) such that

inf
Li

V < inf
qLi

V

(that is, V admits at least k local strict minimum points, possibly degenerate).

Theorem 7.4 ([95], ([112], Section 5)). Take W a regular (eventually unbounded )

domain. Assume that ð fg1Þ–ð fg3Þ and ðV1Þ–ðV2Þ holds. Then by taking e > 0

small enough we have that (7.6) admits a positive solution ðue; veÞ having the fol-

lowing properties:

(i) ue þ ve possesses exactly k local maximum points xi; e a Wi , i ¼ 1; . . . ; k;

(ii) ueðxi; eÞ þ veðxi; eÞb b > 0, and Vðxi; eÞ ! infLi
V as e ! 0;

(iii) ueðxÞ; veðxÞa ge�ðb=eÞjx�xi; ej, Ex a Wn6
jAi

Lj ;

for some constants b; g; b > 0.

Comments on the proof. As explained in Section 5, one can work without loss

of generality with 1 < p ¼ q < 2�. We will denote by Je the reduced functional

associated with (7.6) in the sense of Subsection 5.2. Fix bounded domains ~LLi

(i ¼ 1; . . . ; k), such that Li T
~LLi. Take cut-o¤ functions fi such that fi ¼ 1 in Li

and fi ¼ 0 in RNn~LLi. Since W might be an unbounded domain, following [54],

[56], one can truncate the functions f and g outside Li in such a way that one

recovers the Palais-Smale condition. Consider the following Nehari–type set

Ne :¼
n
u a H 1

0 ðWÞ jJ 0
e ðuÞðufiÞ ¼ 0; and

ð
Li

u2 dx > eNþ1
o
:

Roughly speaking, this set (which can be proved to be a manifold) localizes the

functional Je near each H 1
0 ðLiÞ �H 1

0 ðLiÞ. The technical condition
Ð
Li
u2 dx >

eNþ1 insures that the set is closed (actually, one proves that
Ð
Li
u2 dxb heN for

some h > 0). It can be proved that ce ¼ infNe
Je is a critical point, corresponding

to a solution of (7.6) satisfying all the desired properties for su‰ciently small

e > 0. As it was said before, we would like to observe that the statement in

[95] is slightly incorrect, because it concludes that ue and ve have common local

maximums. The veracity of this stronger statement is not known to hold; this

is related with the fact that the if ðu; vÞ is a nontrivial solution of the limiting

problem
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�u 00 �N � 1

r
u 0 þ u ¼ gðvÞ; �v 00 �N � 1

r
v 0 þ v ¼ f ðuÞ;

Nu 00ð0Þ ¼ uð0Þ � g
�
vð0Þ

�
; Nv 00ð0Þ ¼ vð0Þ � g

�
uð0Þ

�
;

then one can only guarantee that either u 00ð0ÞA 0 or v 00ð0ÞA 0. The full proof of

the statement of Theorem 7.4 is presented in ([112], Section 5). r

We would like to close this section referring to the work of Ramos [92], where

the author (under the dimensional restriction 3aNa 6) exhibits solutions of (7.6)

which concentrate around a prescribed critical point of V , which is not necessarily

a minimum. It remais an open question whether this extends to higher dimen-

sions or if there exist multi-peak solutions of the system for small e > 0 concen-

trating around topologically nontrivial critical points of V (in the sense of [53],

Theorem 1.2).

8. Multiplicity results in the spirit of the Symmetric Mountain Pass Lemma

Let W be a bounded domain of RN , Nb 3. It is well known that the superlinear

and subcritical problem

�Du ¼ jujp�1
u in W; u ¼ 0 on qW;

possesses infinitely many solutions in H 1
0 ðWÞ as follows from the natural Z2-

symmetry and the symmetric Mountain Pass Lemma of Ambrosetti and

Rabinowitz [9]. The non homogeneous problem

�Du ¼ jujp�1
uþ hðxÞ in W; u ¼ 0 on qW; ð8:1Þ

where h a L2ðWÞ, can therefore be seen as a (large) perturbation of a symmetric

situation and thus a large number of solutions is expected. One can indeed obtain

infinitely many solutions, provided the growth range of the nonlinearity is suitably

restricted. Namely, Bahri and Berestycki [17], Struwe [106], and, with a di¤erent

approach, Rabinowitz [88], [89] proved the existence of infinitely many solutions

for problem (8.1) under the restriction

p > 1;
2

pþ 1
þ 1

p
>

2N � 2

N
; ð8:2Þ

while, later on, Bahri and Lions [15] and Tanaka [110] (see also [70]) showed that

it is su‰cient to assume

p > 1; pþ 1 <
2N � 2

N � 2
: ð8:3Þ
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The main ingredient in Bahri and Lions [15] and Tanaka [110] is the use of the

Morse index leading to more precise estimates and a better conclusion. Moreover,

assuming the ‘‘natural’’ growth restriction ðpþ 1ÞðN � 2Þ < 2N, Bahri [16] proved

that there is an open dense set of functions h a H�1ðWÞ for which (8.1) admits

infinitely many weak solutions.

For the corresponding Hamiltonian elliptic system

�Du ¼ jvjq�1
vþ kðxÞ in W;

�Dv ¼ jujp�1
uþ hðxÞ in W;

u; v ¼ 0 on qW;

8><>: ð8:4Þ

the symmetric case hðxÞC kðxÞC 0 has been studied by several authors. By

means of a Galerkin type approximation combined with the approach presented

in Subsection 2.2, one can reduce the strongly indefinite functional to a semi-

definite situation. We sketch this approach in Section 8.1. A di¤erent approach

to the problem of symmetric indefinite functional was given by Angenent and van

der Vorst in [10], who applied Floer’s version of Morse theory to Hamiltonian

elliptic systems, in the spirit of [15] (see also [11]).

We show in Subsection 8.2 and Subsection 8.3 ahead that the variational

approaches presented in the preceding sections allow one to derive the simplest

proofs for the symmetric situation. Moreover, in the case where hðxÞ2 0 and

kðxÞ2 0, the reduction method of Section 5 is successful to obtain the equiva-

lent of the Bahri-Lions’ result for the scalar equation (for p; q > 1). Indeed,

Rabinowitz’s approach mainly relies on an estimate of the deviation from sym-

metry and the use of an auxiliary functional. It turns out that the reduced func-

tional J suits very well in Rabinowitz’s approach (with some adaptation).

Moreover, Morse index information a la Bahri-Lions can be considered since

with J we recover the geometry of the single equation case functional.

In dimension 1 (see Subsection 8.4), we show that the reduction by inversion

allows to treat the more general case pq > 1.

It must be stressed that since in general no a priori bounds for positive solu-

tions are known to hold for (8.4), the results in this section do not give any infor-

mation about the sign of the infinitely many solutions. In Subsection 9.2 we will

discuss this in more detail, providing also multiplicity of sign-changing solutions.

8.1. The direct approach and Galerkin type approximation. In this section we

consider the symmetric problem

�Du ¼ jvjq�1
v in W;

�Dv ¼ jujp�1
u in W;

u; v ¼ 0 on qW;

8><>: ð8:5Þ
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following closely the presentation by Tarsi [111]. We will use the fractional

Sobolev space approach of Subsection 2.2, and so we take ðp; qÞ satisfying (H2),

which yields the existence of 0 < s < 2 so that the functional Is in (2.5) is

well defined. We show that infinitely many solutions can be found as critical

points of Is by means of a version of the symmetric Mountain Pass Lemma of

Ambrosetti and Rabinowitz [9], valid for strongly indefinite functionals. Let us

introduce some notations.

Take a Banach space E with norm k � k. Suppose that E ¼ EþaE� with

both Eþ, E� having infinite dimension, spanned respectively by ðeþi Þi and ðe�i Þi.
Set, for n;m a N

Xn ¼ spanfeþ1 ; . . . ; eþn gaE�; Xm ¼ Eþa spanfe�1 ; . . . ; e�mg;

and let ðXmÞ? ¼ spanfe�mþ1; e
�
mþ2; . . .g denote the complement of Xm in E. For a

functional I a C1ðE;RÞ, we define In :¼ I jXn
as the restriction of I on Xn. Then

we have the following theorem due to de Figueiredo and Ding ([46], Proposition

2.1), see also Bartsch and de Figueiredo [20].

Theorem 8.1. Let E be as above and let I a C1ðE;RÞ be even with Ið0Þ ¼ 0. In

addition, suppose that for each m a N, the following conditions hold:

(I1) there exists Rm > 0 such that IðzÞa 0 for all z a Xm with kzkbRm;

(I2) there exist rm > 0 and am ! þl such that IðzÞb am for all z a ðXm�1Þ? with

kzk ¼ rm;

(I3) I is bounded from above on bounded sets of X m;

and that

(I4) I satisfies the ðPSÞ�c condition for any cb 0, that is, any sequence fzngHE

such that zn a Xn for any n a N, IðznÞ ! c, and I 0nðznÞC I j 0Xn
ðznÞ ! 0 as

n ! þl possesses a convergent subsequence.

Then the functional I possesses an unbounded sequence fcmg of critical values.

Idea of the proof. The sequence of critical values can be constructed by means of

a Galerkin approximation. Using the previous notations, set

Bm :¼ fz a X m : kzkaRmg

as being the ball of radius Rm in Xm, take

Bm
n :¼ BmBXn ¼ fz a XmBXn : kzkaRmg;
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and define the following sets of continuous maps

Gm
n :¼ fh a CðBm

n ;XnÞ : hð�zÞ ¼ �hðzÞ Ez a Bm
n ; hðzÞ ¼ z Ez a qBm

n g:

Finally define the values

cmn :¼ inf
h AGm

n

sup
z ABm

n

I
�
hðzÞ

�
:

It can be proved that, for su‰ciently large m a N, the sequences cmn converge to

critical values cm of the functional I as n ! þl. Thus the limits

cm :¼ lim
n!þl

cmn

are critical values of the symmetric functional I for large m. r

Other versions of the same theorem are known, where the ðPSÞ�c condition is

replaced by other variants, or by the usual Palais-Smale condition (see for in-

stance [19], [23], [58] and references therein).

We briefly present the functional framework in which the functional Is associ-

ated to the system (8.5) satisfies the hypotheses of Theorem 8.1. First, fix again in

H 1
0 ðWÞ a system of orthogonal and L2-normalized eigenfunctions f1; f2; f3; . . . ,

of �D, f1 > 0, corresponding to positive eigenvalues l1 < l2a l3a � � � " þl,

counted with their multiplicity. Remember the definition of

Asu ¼ As
�Xl

n¼1

anfn

�
¼
Xl
n¼1

ls=2
n anfn

defined in the space EsðWÞ, see (2.3). Like in Subsection 2.2, we use the notation

Es ¼ EsðWÞ � EtðWÞ with t ¼ 2� s. In order to apply Theorem 8.1, one uses the

decomposition Es ¼ Eþ
s aE�

s , with

Eþ
s ¼ fðu;A�tAsuÞ : u a EsðWÞg; E�

s ¼ fðu;�A�tAsuÞ : u a EsðWÞg;

and basis ðfn;eA�tAsfnÞn. For the details we refer to Tarsi ([111], Theorem 1.1)

or to de Figueiredo and Ding [46] for a related but di¤erent problem.

8.2. The Symmetric Mountain Pass Lemma combined with the Lyapunov-
Schmidt type reduction. We now show how the reduction approach of Section

5 combined with the Symmetric Mountain Pass Lemma [9] provides a short proof

of the existence of infinitely many solution in a symmetric framework. Observe

that we have to restrict ourselves to the case p; q > 1.
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Theorem 8.2. Assume ðp; qÞ satisfies (H4). Then the system (8.5) admits an un-

bounded sequence of solutions ðuk; vkÞk HH 1
0 ðWÞ �H 1

0 ðWÞ.

Proof. We can assume that 1 < p ¼ q < 2� � 1 (cf. Remark 5.17 or the discussion

ahead) so that we can work with the functional spaceH 1
0 ðWÞ �H 1

0 ðWÞ. Remember

from (5.5) the definition of reduced functional

JðuÞ ¼ supfI uþ c; u� cð Þ : c a H 1
0 ðWÞg ¼ IðuþCu; u�CuÞ;

so that

JðuÞbIðu; uÞb kuk2H 1
0

provided kuk ¼ r with r > 0 small enough. Now, take a finite dimensional sub-

space X HH 1
0 ðWÞ. Assume by contradiction that there exists an unbounded

sequence ðunÞn HX such that

lim inf
n!l

JðunÞ > �l:

By computing JðunÞ, we easily see that the sequence ðkCunkH 1
0
=kunkH 1

0
Þn is

bounded and

lim
n!l

ð
un

kunkH 1
0

e
Cun

kunkH 1
0

�����
�����
p

¼ 0:

It then follows that

lim
n!l

ð
un

kunkH 1
0

�����
�����
p

¼ 0;

which is impossible since X has finite dimension. Now since J satisfies the Palais-

Smale condition and it is an even functional, we can therefore apply the Z2-

version of the Mountain Pass Theorem ([9], Theorem 2.8 & Corollary 2.9) to the

functional J, and the conclusion in the case 1 < p ¼ q < 2� � 1 follows from

Lemma 5.11.

Next, we observe that assuming 1 < p ¼ q < 2� � 1 is not restrictive. Indeed,

if for instance p < 2� � 1 < q, we define gnðsÞ as in Subsection 5.3. Since

p < 2� � 1, extending the case of pure powers to our new settings, it is easily

seen that for every n a N, the modified system

�Du ¼ gnðvÞ in W

�Dv ¼ jujp�1
u in W

u; v ¼ 0 on qW

8<: ð8:6Þ
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has an unbounded sequence of solutions ðuk; vkÞk HH 1
0 ðWÞ �H 1

0 ðWÞ. Finally,

arguing as in Section 5.3, it comes out that those solutions are bounded in the

Ll norm independently of n. This means that for every k a N, the first k solu-

tions of (8.6) are indeed solutions of the original system provided n is chosen large

enough. Since this is true for every k a N, the conclusion follows. r

8.3. The Symmetric Mountain Pass Lemma combined with the reduction by
inversion. Here we show how the reduction by inversion approach of Section 4

combined with the Symmetric Mountain Pass Lemma [9], see also ([89], p. 5),

provide yet another short proof, even simpler than that of Theorem 8.2, of the

existence of countable infinitely many solutions in a symmetric framework. Here

we closely follow the presentation in [60].

Let W be a smooth bounded domain in RN with Nb 1. We consider the

system

�Du ¼ jvjq�1
v in W;

�Dv ¼ jujp�1
u in W;

u; v ¼ 0 on qW;

8><>: ð8:7Þ

under the same hypothesis made in Section 3, namely

p; q > 0; 1 >
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH3Þ

As we have seen at Section 4, the system (8.7) is equivalent to the fourth-order

equation

DðjDuj1=q�1DuÞ ¼ jujp�1
u in W

u;Du ¼ 0 on qW:

�

Let E ¼ W 2; ðqþ1Þ=qðWÞBW
1; ðqþ1Þ=q
0 ðWÞ. So, under (H1), classical solutions

ðu; vÞ of (8.7) are the pairs such that u is a critical point of the C1ðE;RÞ func-

tional J : E ! R defined by

JðuÞ ¼ q

qþ 1

ð
W

Duj jðqþ1Þ=q dx� 1

pþ 1

ð
W

jujpþ1
dx:

Here we prove the following theorem which improves Theorem 8.2.

Theorem 8.3. Assume (H3). Then (8.7) has a sequence of classical solutions

ðun; vnÞ such that JðunÞ ! l as n ! l.
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Proof. By using Lemma 3.2, since (H3) is satisfied, it is possible to show that J

satisfies the Palais-Smale condition; cf. ([59], Lemma 3.4).

On the other hand, by using the superlinear hypothesis 1 > 1
pþ1 þ 1

qþ1 , that is

pq > 1, and standard arguments it follows that J has a mountain pass geom-

etry around its local minimum at origin. Also, its is clear that J is an even

functional.

Then, by ([89], p. 5), we just need to prove that for every finite dimensional

subspace F HE, there exists R ¼ RðF Þ > 0 such that JðuÞa 0 for u a FnBRðFÞ.
This follows from the hypothesis p > 1

q
, since

JðuÞ ¼ q

qþ 1
kukðqþ1Þ=q

E � 1

pþ 1
kukpþ1

pþ1

and that on finite dimensional subspaces all norms are equivalent. r

8.4. Perturbation from symmetry. Throughout this subsection we will restrict

the discussion to the case Nb 3. Using the direct variational approach and

adapting Rabinowitz’s arguments [89], Tarsi [111] obtained a first result in the

vein of [17], [89], [90], [106] for the system (8.5). As in [46], the approach relies

on Galerkin type arguments. Tarsi [111] proved the existence of infinitely many

solutions for the perturbed system (8.4) under the restriction (assuming also that

1 < pa q)

1

pþ 1
þ 1

qþ 1
þ pþ 1

pðqþ 1Þ >
2N � 2

N
: ð8:8Þ

We observe that this condition implies condition (8.2) and it reduces to (8.2) in

case p ¼ q. In particular, pþ 1 is not allowed to be close to the critical range

ð2N � 2Þ=ðN � 2Þ which appears in (8.3). Observe also that both pþ 1 and

qþ 1 have to be smaller than the critical Sobolev exponent 2N=ðN � 2Þ.
Using the Lyapunov-Shmidt type reduction of Section 5, Bonheure and Ramos

[30], [31] get rid of the indefiniteness of the energy functional associated to the

system, giving rise to critical points whose energy is controlled (from below) by

their Morse indices. This allows to obtain a result in the vein of Bahri and Lions

[15] and Tanaka [110] improving (8.8).

Theorem 8.4 ([30], [31]). Let h; k a L2ðWÞ and take ðp; qÞ satisfying

1 < pa q;
N

2
1� 1

pþ 1
� 1

qþ 1

� �
<

p

pþ 1
: ð8:9Þ

Then the system (8.4) admits an unbounded sequence of solutions ðuk; vkÞk H
H 1

0 ðWÞ �H 1
0 ðWÞ.

380 D. Bonheure, E. Moreira dos Santos and H. Tavares



Observe that the condition (8.9) is sharp in the sense that it reduces to (8.3)

in the case p ¼ q. Moreover, this condition is implied by that expressed in (8.8).

On the other hand, (8.9) does force both pþ 1 and qþ 1 to be smaller than the

Sobolev exponent 2N=ðN � 2Þ. Observe also that we do assume both equations

to be superlinear. Up to our knowledge, it is not known whether Theorem 8.4

extends to superlinear systems under the milder assumption pq > 1, except in

dimension N ¼ 1, see the forthcoming Theorem 8.5.

The proof of Theorem 8.4 combines the perturbation argument from

Rabinowitz [90] and Tanaka [110] for the single equation (8.1) with the

Lyapunov-Schmidt type reduction of Section 5 and makes use of a new estimate

of the augmented Morse index of some min-max critical points of the reduced

function J. In fact, the main ingredients for proving this estimate is the family

of reduced functional depending on a parameter Jl (Subsection 5.4) and the

well-known Cwikel [43], Lieb [72] and Rosenbljum [97] inequality (see [100] for

a proof ), which asserts that if m�
V ðaÞ denotes the number of eigenvalues ma 1 of

the problem

�Dj ¼ mVðxÞj; j a H 1
0 ðWÞ;

with Nb 3, then

m�
V ðaÞaC

ð
VðxÞN=2

dx

for some universal constant C > 0. We refer to [30], [31] for the complete proof.
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As discussed above, the condition on the exponents p and q can be improved in

dimension N ¼ 1. The price to pay is that one needs to require more regularity on

the perturbations f , g.

Theorem 8.5 ([26]). Suppose that p; q > 0, pq > 1 and f ; g a C1ð½0; 1�Þ. Then the

system

�u 00 ¼ jvjq�1
vþ f ðxÞ x a ð0; 1Þ;

�v 00 ¼ jujp�1
uþ gðxÞ x a ð0; 1Þ;

uð0Þ ¼ vð0Þ ¼ uð1Þ ¼ vð1Þ ¼ 0 on f0; 1g:

8><>:
has infinitely many classical solutions.

The proof consists first in reducing (8.5) to a single nonlinear fourth-order

equation as in Section 4. Let uf be the unique solution of �u 00 ¼ f ðxÞ, x a ð0; 1Þ
that vanishes on at x ¼ 0 and x ¼ 1. Considering w ¼ u� uf , one is led to study

the equation

ðjw 00j1=q�1
w 00Þ 00 ¼ jwjp�1

wþ jwþ uf jp�1ðwþ uf Þ � jwjp�1
wþ gðxÞ in ð0; 1Þ;

w;w 00 ¼ 0 on f0; 1g:

(
Assuming that 0 < qa 1, the function

ðx; sÞ 7! jsþ uf ðxÞjp�1�
sþ uf ðxÞ

�
� jsjp�1

sþ gðxÞ

is in Llð½0; 1� � RÞ as soon as uf and g are bounded. This motivates to consider

the model problem

ðjw 00j1=q�1
w 00Þ 00 ¼ jwjp�1

wþ hðx;wÞ in ð0; 1Þ;
w;w 00 ¼ 0 on f0; 1g;

(
ð8:10Þ

with h a Llð½0; 1� � RÞ and Carathéodory. The proof next follows Rabinowitz’s

approach [88] adapted by Garcia Azorero and Peral Alonso [64] to deal with

perturbations from symmetry involving the p-Laplacian operator. A crucial

argument in Rabinowitz’s method is the use of the asymptotic estimates for the

eigenvalues of the Laplacian. In the case we have the Laplacian operator, since

it is linear, these asymptotic estimates lead directly to Poincaré type inequalities

on the orthogonal of the spaces generated by the n-th first eigenfunctions. When

dealing with a nonlinear di¤erential operator, this step is much more delicate

and relies on some results on Schauder bases which are derived from Fourier anal-

ysis theory and topological isomorphism, for instance between W 2;pðð0; 1ÞÞ and

Lpðð0; 1ÞÞ � R2 when dealing with the fourth order quasilinear operator as in

(8.10). One of the main ingredient then for the proof of Theorem 8.5 is that for
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every 1 < p < l, fsinðnptÞ : nb 1g is a Schauder basis for W 1;p
0 ðð0; 1ÞÞ and for

W 2;pðð0; 1ÞÞBW
1;p
0 ðð0; 1ÞÞ. It is this step which would require new ideas if one

wants to improve Theorem 8.5 to higher dimension. Indeed, for instance, if N ¼ 2

and W ¼ ð0; 1Þ � ð0; 1Þ, the sequence of eigenfunctions of
�
�D;H 1

0 ðWÞ
�
, ordered

according to the corresponding increasing value of the sequence of eigenvalues,

is not a Schauder base for Lðpþ1Þ=pðWÞ if pA 1, since the process of ‘‘ball

summation’’ for the double Fourier series does not work; see ([71], Section 3.3 &

Theorem 3.5.6). We refer to [26] for the complete proof of Theorem 8.5.

9. Sign-changing solutions

In this final section we briefly describe two results about sign-changing solutions of

Hamiltonian systems. In the first subsection, we report a recent work dealing with

least energy nodal solution for an Hénon–type system, proving existence and sym-

metry properties. In the second subsection, we go back to the symmetric problem

(8.5), showing the existence of infinitely many sign-changing solutions. The latter

result is proved with the Lyapunov-Schmidt type reduction approach, while the

former uses the dual method.

9.1. Least energy nodal solutions. In some of the first sections we addressed,

from several points of view, the question of existence and symmetry of ground

state solutions (or least energy solutions). Recently in [29], the authors together

with Miguel Ramos have succeeded in proving similar results for least energy

nodal solutions, that is, solutions which minimize the energy among the set of all

solutions which change sign. More precisely, the results hold for the Hénon–type

systems in a bounded domain W:

�Du ¼ jxjbjvjq�1
v in W

�Dv ¼ jxjajujp�1
u in W

u; v ¼ 0 on qW

8><>:
under the assumptions

a; bb 0; 1 >
1

pþ 1
þ 1

qþ 1
>

N � 2

N

(which include the biharmonic case, namely when b ¼ 0 and q ¼ 1). We have

used the dual method to treat the problem, and we will follow closely the nota-

tions from Section 3. Given r; g > 0, define

LrðW; jxjgÞ :¼
n
u : W ! R measurable :

ð
W

jujrjxj�g
dx < l

o
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which is a Banach space equipped with the norm

kukr; g :¼
� ð

W

jujrjxj�g
dx
�1=r

:

Observe that, since W is bounded and g > 0, we have the inclusions LrðW; jxj�gÞH
LrðWÞ, where the last is the usual Lr-space. Define

X :¼ Lðpþ1Þ=pðW; jxj�a=pÞ � Lðqþ1Þ=qðW; jxj�b=qÞ;
kðw1;w2ÞkX :¼ kw1kðpþ1Þ=p;a=p þ kw2kðqþ1Þ=q;b=q Ew ¼ ðw1;w2Þ a X

and consider the map T : X ! L1ðWÞ given by

Tw ¼ w1Kw2 þ w2Kw1 w ¼ ðw1;w2Þ a X

where, with some abuse of notations, K denotes the inverse of the Laplace opera-

tor with zero Dirichlet boundary conditions. Let I : X ! R be the associated

energy functional

Iðw1;w2Þ ¼
p

pþ 1

ð
W

jw1jðpþ1Þ=pjxj�a=p
dx

þ q

qþ 1

ð
W

jw2jðqþ1Þ=qjxj�b=q
dx� 1

2

ð
W

Twdx:

Then the least energy nodal level can be defined by

cnod ¼ inffIðw1;w2Þ : we
1 ;w

e
2 A 0; I 0ðw1w2Þ ¼ 0g:

As in the case of ground states (cf. Section 3), this level can be characterized via a

fiber-type map. Having this in mind, consider the constants

l :¼ 2pðqþ 1Þ
pþ qþ 2pq

; m ¼ 2qðpþ 1Þ
pþ qþ 2pq

;

so that

g :¼ l
pþ 1

p
¼ m

qþ 1

q
a �1; 2½ and lþ m ¼ 2:

Given w a X , define y ¼ yw : Rþ
0 � Rþ

0 ! R by

yðt; sÞ ¼ Iðtlwþ
1 � slw�

1 ; t
mwþ

2 � smw�
2 Þ;
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and observe that ðt; sÞ is a critical point of y if and only if

ðtlwþ
1 � slw�

1 ; t
mwþ

2 � smw�
2 Þ a Nnod;

where

Nnod :¼ fðw1;w2Þ a X : we
i A 0 and I 0ðwÞðlwþ

1 ; mw
þ
2 Þ ¼ I 0ðwÞðlw�

1 ; mw
�
2 Þ ¼ 0g:

Since yw may not have a global maximum for some w a Nnod, we need to consider

the following auxiliary set

N0 ¼ ðw1;w2Þ a X :
l
Ð
W wþ

1 Kw2 dxþ m
Ð
W w1Kw

þ
2 dx > 0

l
Ð
W w�

1 Kw2 dxþ m
Ð
W w1Kw

�
2 dx < 0

( )
:

Observe that we
i 2 0 Ei ¼ 1; 2, ðw1;w2Þ a N0. It can be proved that for each

w a N0, yw admits a unique global maximum, which corresponds to a point in

Nnod. The main results in [29] deal with existence and symmetry of least energy

nodal solutions, and provide several equivalent characterizations of the corre-

sponding energy level.

Theorem 9.1. The number cnod is attained by a function w a Nnod, and

cnod ¼ inf
Nnod

I ¼ inf
w AN0

sup
t; s>0

Iðtlwþ
1 � slw�

1 ; t
mwþ

2 � smw�
2 Þ:

Moreover, if W is a ball, then each least energy nodal solution ðu; vÞ is such that

both u, v are foliated Schwarz symmetric with respect to the same p a qB1ð0Þ.

The proof of foliated Schwarz symmetry uses the notion of polarization, which

has been introduced in Subsection 6.1. In [29], several examples of symmetry

breaking are provided.

Remark 9.2. It is not clear if any approach di¤erent from the dual method could

have been used to solve this problem. For instance if one tried the Lyapunov-

Schmidt type reduction (Section 5), one would have to deal with the functions

Cuþ , Cu� , which seem di‰cult to characterize and to compare. On the other

hand, by choosing the reduction by inversion approach (Section 4), one could

not have worked with positive and negative parts of functions, since these are

no longer in the domain of the corresponding energy functional; instead, one

would have to deal with the projections on the cones of positive and negative

functions.
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9.2. Multiplicity results. Next we go back to the task of obtaining multiplicity

results for the system (1.3), which we repeat here for convenience of the reader:

�Du ¼ jvjq�1
v in W;

�Dv ¼ jujp�1
u in W;

u; v ¼ 0 on qW:

8><>: ð9:1Þ

We will assume (H4), which we recall as being

p; q > 1;
1

pþ 1
þ 1

qþ 1
>

N � 2

N
: ðH4Þ

In Subsections 8.1–8.2–8.3 we have seen several ways of proving that (9.1) ad-

mits infinitely many solutions (which have increasing energy). On the other hand,

a priori bounds for positive solutions are known to hold under (H4) for Na 4

(see [86], [105]). For Nb 5, there are some partial results which do not cover

entirely the case ðp; qÞ satisfying (H4), namely [33], [105], to which we refer for a

more complete history of the subject4. In the additional assumptions that W is

convex and (H4) holds, a priori bounds of positive solutions are known for all

space dimensions [39].

In these cases, the a priori bounds combined with the previously mentioned

multiplicity results yield the existence of infinitely many sign-changing solutions.

These results do not cover all space dimensions; nevertheless, the existence of

infinitely many sign-changing solutions was proved directly with success in ([91],

Theorem 4) by using the approach introduced in Section 5:

Theorem 9.3. Assume that ðp; qÞ satisfies (H4). Then (9.1) admits an unbounded

sequence of sign changing solutions ðuk; vkÞ in the sense that ðuk þ vkÞþA 0,

ðuk þ vkÞ�A 0 for every k.

Remark 9.4. For ðu; vÞ solution of the problem, one has that uþ v changes sign

if and only if both u and v change sign. In fact, the direct implication can be

proved by using the maximum principle. As for the reverse implication, suppose

that ue; veA 0. One must have fu > 0gB fv > 0gA j, otherwise fu > 0gJ
fva 0g and, by multiplying the equation of u by uþ, we would get

Ð
W j‘uþj2 dx ¼Ð

W jvjq�1
vuþ dxa 0 and uþC 0, a contradiction. Analogously, fu < 0gB fv < 0g

A j, and the claim follows.

4These questions are strongly related with the so called Lane-Emden conjecture, which a‰rms that
there are no positive solutions in the entire space to (9.1) under (H1); this is completely established by
now in dimension N a 4.
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Sketch of the proof of Theorem 9.3. As explained in Section 5 (see in particular

Remark 5.17), we can suppose without loss of generality that 1 < p ¼ q < 2� � 1.

We will use the notations of that section, recalling for instance the notion of re-

duced functional

JðuÞ :¼ IðuþCu; u�CuÞ; u a H 1
0 ðWÞ

(cf. (5.5)). For k a N, let Ek :¼ spanff1; . . . ; fkg, where fi is again the i-th eigen-

value of
�
�D;H 1

0 ðWÞ
�
, and Sk :¼ fE?

k : kukLp ¼ 1g. It can be proved that there

exists c0 > 0 (independent of k) such that

inf
Sk

J > �c0

and that (for large Rk > 0)

sup
qQk

J < �c0; for Qk :¼ BRk
BEk:

In order to prove existence of sign-changing solutions, it is important to have

some estimates outside the set P, the cone of positive solutions. One proves that

there exists Mk and mk such that

distðu;PÞb 2mk; Eu a Sk; JðuÞaMk;

and that the cone P is invariant for the flow, in the sense that if sðt; uÞ solves

qs

qt
ðt; uÞ ¼ �w

�
sðt; uÞ

� ‘J
�
sðt; uÞ

���‘J�sðt; uÞ��� ; sð0; uÞ ¼ 0

for some smooth function w : H 1
0 ðWÞ ! ½0; 1�, then

distðu;PÞamk ¼) dist
�
sðt; uÞ;P

�
a mk Etb 0:

Then it can be proved that

ck ¼ inf
g AGk

sup
gðQkÞBfdistðu;PÞbmkg

J;

with

Gk ¼
n
g a C

�
Qk;H

1
0 ðWÞ

�
: g is odd; gjqQk

¼ Id; sup
gðQkÞ

J < Mk

o
;

is a critical level of J, having a sign changing critical point uk with Morse index

less than or equal to k. By combining this with a suitable notion of linking, it is
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proved the existence of a sign-changing solution u�
k with augmented Morse index

m�ðukÞ greater than or equal to k, and such that

C 0k2ðpþ1Þðqþ1Þ=ðpq�1ÞN
aC 0�m�ðuÞ

�2ðpþ1Þðqþ1Þ=ðpq�1ÞN

aJðu�
kÞa ck aCk2ðpþ1Þ=Nðp�1Þ þ C;

where in the second inequality ([31], Proposition 9) is used. r

It should be noted that the strategy of the proof is flexible enough to be applied

to obtain ‘‘perturbation of symmetry’’ results in the case of single equation prob-

lems involving the harmonic or the biharmonic operator [91].
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Linéaire, 17(3):277–306, 2000.
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Sci. Paris Sér. A-B, 287(14):A951–A952, 1978.

[38] Frank H. Clarke and Ivar Ekeland. Hamiltonian trajectories having prescribed
minimal period. Comm. Pure Appl. Math., 33(2):103–116, 1980.

[39] Ph. Clément, D. G. de Figueiredo, and E. Mitidieri. Positive solutions of semilinear
elliptic systems. Comm. Partial Di¤erential Equations, 17(5–6):923–940, 1992.

[40] Ph. Clément and E. Mitidieri. On a class of nonlinear elliptic systems. Sūrikaiseki-
kenkyūsho Kōkyūroku, 1009:132–140, 1997. Nonlinear evolution equations and their
applications (Japanese) (Kyoto, 1996).

390 D. Bonheure, E. Moreira dos Santos and H. Tavares



[41] Ph. Clément and R. C. A. M. Van der Vorst. On a semilinear elliptic system. Di¤er-

ential Integral Equations, 8(6):1317–1329, 1995.

[42] Philippe Clément, Patricio Felmer, and Enzo Mitidieri. Homoclinic orbits for a class
of infinite-dimensional Hamiltonian systems. Ann. Scuola Norm. Sup. Pisa Cl. Sci.

(4), 24(2):367–393, 1997.

[43] Michael Cwikel. Weak type estimates for singular values and the number of bound
states of Schrödinger operators. Ann. of Math. (2), 106(1):93–100, 1977.

[44] Robert Dalmasso. Existence and uniqueness of positive solutions of semilinear ellip-
tic systems. Nonlinear Anal., 39(5, Ser. A: Theory Methods):559–568, 2000.

[45] Robert Dalmasso. Existence and uniqueness of positive radial solutions for the Lane-
Emden system. Nonlinear Anal., 57(3):341–348, 2004.

[46] D. G. De Figueiredo and Y. H. Ding. Strongly indefinite functionals and
multiple solutions of elliptic systems. Trans. Amer. Math. Soc., 355(7):2973–2989,
2003.

[47] Djairo G. de Figueiredo. Monotonicity and symmetry of solutions of elliptic systems
in general domains. NoDEA Nonlinear Di¤erential Equations Appl., 1(2):119–123,
1994.

[48] Djairo G. de Figueiredo. Semilinear elliptic systems: existence, multiplicity, sym-
metry of solutions. In Handbook of di¤erential equations: stationary partial di¤er-

ential equations. Vol. V, Handb. Di¤er. Equ., pages 1–48. Elsevier/North-Holland,
Amsterdam, 2008.

[49] Djairo G. de Figueiredo, João Marcos do Ó, and Bernhard Ruf. An Orlicz-
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