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The b-function with respect to weights of hypergeometric ideals
of codimension one

Helena Cobo

Abstract. We study the b-function with respect to weights of hypergeometric ideals HA.ˇ/,
where A is an n � .nC 1/ matrix of maximal rank. We describe the b-function for any weight
vector .�!;!/ with ! 2 RnC1 n ¹0º and any parameter vector ˇ 2 Cn.

1. Introduction

Hypergeometric ideals were introduced by Gel’fand, Graev, Kapranov and Zelevinskii
in a series of papers [6–8], as a generalization of classical hypergeometric functions
like the Gauss’ function. These ideals are defined in terms of a full-rank matrix
A 2 Md�n.Z/ and a vector of parameters ˇ 2 Cd . In [13] Saito, Sturmfels and
Takayama study these ideals from an algorithmic point of view. In this computer alge-
bra framework, they devote one section to the study of the b-function of holonomic
ideals with respect to weights as a tool for some algorithms in the Weyl algebra. See
also [2] for a clear exposition on this topic.

The b-function with respect to weights was studied in [13] for the case of reg-
ular hypergeometric ideals and generic parameters. In [12] it is studied for general
hypergeometric systems but for particular choices of the weights, more precisely,
weights along coordinate hyperplanes. In this article we describe the b-function for
any weight, in the case of hypergeometric ideals associated with a matrix A 2

Mn�.nC1/.Z/ of rank n. Such ideals are not necessarily regular. We give an explicit
description of the b-function of such ideals in Theorem 3.19, which is the main result
of the paper. The first step to compute the b-function is the description of the Gröb-
ner deformations of the hypergeometric ideal, given in Proposition 3.16. For a direct
computation of the b-function we need a Gröbner basis of this Gröbner deformations,
but we avoid these long computations by considering different ideals, for which the
computations of Gröbner basis are simpler. In this way we provide a multiple and a
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divisor of the b-function. It is not hard to see that, generically in ˇ, they coincide. For
the non-generic case, the arguments are on the degree of the b-function.

In the computation of the b-function we are led to solve certain linear systems of
equations. In the case under consideration the linear systems we need to solve are the
kind of systems studied in [4]. They depend on the Stirling numbers of second kind
S.`; k/, which appear naturally in this context, since in the Weyl algebra we have the
following relation

.x@x/
`
D

X̀
kD0

S.`; k/xk@kx : (1.1)

The choice of the matrixA2Mn�.nC1/.Z/ is equivalent to the toric ideal IA being
principal, which simplifies a lot the computations. If we consider matrices such that
IA is neither principal nor homogeneous, then the computation of the b-function for
any weight ! is much more involved, as can be seen in [3] for the case of a family
of non-homogeneous matrices A such that IA � CŒ@1; @2; @3� is generated by two
operators.

The computation of the b-function with respect to weights is implemented in the
computer algebra system Singular [9], and we have used it to compute inspiring exam-
ples.

2. The weighted b-function of a holonomic ideal

We introduce the b-function with respect to weights of a holonomic ideal follow-
ing [13]. We denote by Dn the n-th Weyl algebra over the field C, i.e., the ring

CŒx1; : : : ; xn; @1; : : : ; @n�

subject to the relations

@ixj D xj @i C ıij ; xixj D xjxi ; @i@j D @j @i

for 1 � i; j � n.
Every operator P in the Weyl algebra has a unique expansion of the form

P D
X

.˛;ˇ/2N2n

c˛;ˇx˛@ˇ ;

where only a finite number of coefficients c˛;ˇ are not zero. We use here the usual
multi-index notation, where x˛ stands for x˛11 � � � x

˛n
n and @ˇ for @ˇ11 � � � @

ˇn
n .

Let< be a term order onDn and let G be a Gröbner basis with respect to<. By the
division algorithm in Dn, the remainder of dividing an operator P 2 Dn with respect
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to the elements in G is well defined. It is called the normal form of P with respect
to G , and it is denoted by NF.P;G /. Let I � Dn be an ideal, and G a Gröbner basis
of I with respect to <, then P 2 I if and only if NF.P;G / D 0.

Definition 2.1. A vector .u; v/ D .u1; : : : ; un; v1; : : : ; vn/ 2 R2n is called a weight
vector (for the Weyl algebra) if

ui C vi � 0; for i D 1; 2; : : : ; n:

Definition 2.2. Let u; v 2 Rn. For a non-zero operator P D
P
c˛;ˇx˛@ˇ 2 Dn, the

initial form of P with respect to .u; v/ is

in.u;v/.P / WD
X

˛uCˇvDm

c˛;ˇx˛@ˇ ;

where m D max ¹˛ � uC ˇ � v j c˛;ˇ ¤ 0º.
This definition extends straightforwardly to ideals I � Dn,

in.u;v/.I / WD Dn �
®
in.u;v/.P / j P 2 I

¯
:

Definition 2.3. Given any ideal I � Dn, the characteristic variety Char.I / is the af-
fine variety in C2n defined by the characteristic ideal in.0;e/.I /, where e D .1; : : : ; 1/.

Theorem 2.4 ([14]). Let I be a proper ideal in Dn. Every irreducible component of
Char.I / has dimension at least n.

Definition 2.5. An ideal I � Dn is said to be holonomic if dim .Char.I // D n, i.e.,
if the dimension of the characteristic variety in C2n is as small as possible.

Let I be a left ideal in Dn and a non-zero weight vector of the form .�!; !/

with ! D .!1; : : : ; !n/ 2 Rn n ¹0º. For s WD !1x1@1C � � � C !nxn@n we consider the
intersection

in.�!;!/.I / \CŒs�;

which is an ideal in the principal ideal domain CŒs�.

Definition 2.6. The monic generator of in.�!;!/.I /\CŒs� is called the b-function of
the ideal I with respect to !. It is denoted by bI;!.s/.

Theorem 2.7 (see [10]). The b-function of a holonomic ideal I � Dn is not the zero
polynomial for any ! 2 Rn n ¹0º.

By definition there are two main steps in the computation of the b-function of an
ideal I � Dn with respect to a weight !:

(i) First we need to compute the initial ideal in.�!;!/.I /.
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(ii) Then we have to compute the intersection of in.�!;!/.I / with the subalge-
bra CŒs�.

Step (ii) can be tackled by elimination, computing a Gröbner basis with respect to
an appropriate elimination order. Another way is to apply the method of indeterminate
coefficients to compute the minimal polynomial of

s D !1x1@1 C !2x2@2 C � � � C !nxn@n

as an endomorphism of Dn=in.�!;!/.I / (see [11]). For this we need a Gröbner basis
G of in.�!;!/.I /with respect to a term order so that we can compute the normal form,
NF.sk;G /, for any k 2 Z>0. Since the condition

NF.sj ;G /C

j�1X
kD0

akNF.s
k;G / D 0

is equivalent to

sj C

j�1X
kD0

aks
k
2 in.�!;!/.I /;

we can use here any term order on the monomials in the Weyl algebra Dn.
We look for the smallest positive integer n such that there exists a non-trivial

solution a0; : : : ; an�1 2 C to the equation

NF
�
sn C an�1s

n�1
C � � � C a0;G

�
D 0:

Then the b-function is

bI;!.s/ D s
n
C an�1s

n�1
C � � � C a0:

Remark 2.8. Notice that if we find a monic polynomial b.s/ such that

NF.b.s/;G / D 0;

not knowing whether b.s/ has minimal degree, then we can only say that b.s/ is a
multiple of the b-function bI;!.s/.

We end this section with a technical result that will simplify the computation of
the normal form of powers of s. It says that when we have an element of the form
a0 C a1x1@1 C � � � C anxn@n in a Gröbner basis G , we can start reducing s by this
element.

Lemma 2.9. Let < be any term order onDn and let G D ¹g1; : : : ; gmº be a Gröbner
basis of Dn � ¹g1; : : : ; gmº with respect to <, such that g1 is of the form

g1 D a1x1@1 C � � � C anxn@n C a0; with ai 2 C:
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For any ! 2 Rn n ¹0º, let s D !1x1@1 C � � � C !nxn@n, then,

NF.sk;G / D NF
�
NF.s; g1/

k;G
�
D NF

�
NF.s; g1/

k;G n ¹g1º
�

for any k 2 Z>0.

Proof. Let us suppose that LT<.g1/ D a1x1@1 (hence a1 ¤ 0). Then, defining Ns WD
NF.s; ¹g1º/, we have

Ns D
�
!2 �

a2

a1
!1

�
x2@2 C � � � C

�
!n �

an

a1
!1

�
xn@n �

a0

a1
!1:

The second equality of the statement is clear, since no monomial in Ns (and hence no
monomial in Nsk , see equation (1.1)) is divisible by g1.

We claim that
NF.sk; ¹g1º/ D Ns

k :

Indeed, by the multinomial theorem,

sk D
X

i1C���CinDk;
ij�0

 
k

i1; : : : ; in

!
.!1x1@1/

i1 � � � .!nxn@n/
in ;

where  
k

i1; : : : ; in

!
D

kŠ

i1Š � � � inŠ
;

because i1 C � � � C in D k. Since the division of sk by g1 occurs in fact in the com-
mutative subring CŒ�1; : : : ; �n� � Dn (where �i D xi@i ), we have

NF.sk; ¹g1º/

D

X 
k

i1; : : : ; in

!h
�
a2

a1
!1�2 � � � � �

an

a1
!n�n �

a0

a1
!1

ii1
.!2�2/

i2 � � � .!n�n/
in

D

X 
k

i1; : : : ; in

!X 
i1

j1; : : : ; jn

!�
�
a0

a1
!1

�j1�
�
a2

a1
!1�2

�j2
� � �

�

�
�
an

a1
!n�n

�jn
.!2�2/

i2 � � � .!n�n/
in

D

X 
k

i2; : : : ; in; j1; : : : ; jn

!�
�
a0

a1
!1

�j1
.!2�2/

i2
�
�
a2

a1
!1�2

�j2
� � �

� .!n�n/
in
�
�
an

a1
!n�n

�jn
D Nsk;

since j1 C � � � C jn C i2 C � � � C in D k.
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Then the claim is proved and therefore

NF.sk;G / D NF
�
NF.sk; ¹g1º/;G n ¹g1º

�
D NF.Nsk;G n ¹g1º/ D NF.Ns

k;G /

as we wanted.

3. The b-function with weights of hypergeometric ideals of
codimension one

The hypergeometric ideals were introduced by Gel’fand, Kapranov and Zelevinskii
in [8] (see also [6, 7]), and are also called GKZ-systems. See [5] for a beautiful intro-
duction on this topic.

Definition 3.1. The support of a vector v 2 Nn is

supp.v/ D
®
i j 1 � i � n; vi > 0

¯
:

Any non-zero vector v 2Nn can be written uniquely as v D vC � v� where vC; v� 2
Nn and have disjoint supports. Then we associate to any non-zero vector v 2 Nn the
binomial @v

C

� @v
�

2 CŒ@� WD CŒ@1; : : : ; @n�.
Let A D .ai;j /i;j be a d � n matrix with integer coefficients and maximal rank

d � n. The toric ideal associated with A is the ideal IA � CŒ@1; : : : ; @n� generated by®
@v
C

� @v
�

j v 2 Zn; Av D 0
¯
:

Let ˇ 2 Cd be a complex vector. The matrix A and the vector ˇ define d Euler
operators

Ei � ˇi WD

nX
jD1

ai;jxj @j � ˇi ; 1 � i � d:

The hypergeometric ideal associated with the matrix A and parameter vector ˇ,
denoted by HA.ˇ/, is the left ideal in the Weyl algebra

HA.ˇ/ WD DnIA CDn.E1 � ˇ1; : : : ; Ed � ˇd /:

Remark 3.2. The hypergeometric ideal HA.ˇ/ gives rise to the following system of
partial differential equations:

nX
jD1

.ai;jxj @j � ˇi / � f D 0 for i D 1; : : : ; d;

.@u
� @v/ � f D 0 for u; v such that Au D Av;

where f is an indeterminate function and � stands for the natural action of differential
operators on functions (i.e., @i � f D

@f
@xi

and xi � f D xif for i D 1; : : : ; n).
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Example 3.3. Let us consider the hypergeometric system associated to the matrix

A D

 
1 3 2

�1 0 4

!
:

We have that Ker.A/ is generated by the vector v D .4;�2; 1/. Then we can write v
as v D vC � v� D .4; 0; 1/ � .0; 2; 0/, and hence the hypergeometric ideal is

HA.ˇ/ D D3
�
@4x@z � @

2
y ; x@x C 3y@y C 2z@z � ˇ1;�x@x C 4z@z � ˇ2

�
;

where we are denoting x1; x2; x3 by x; y; z respectively.

Theorem 3.4 (cf. [1, 8]). The hypergeometric ideal HA.ˇ/ is holonomic for any
pair .A; ˇ/.

From now on we will focus on the case of a matrix

A D .ai;j / 2Mn�.nC1/.Z/

with the assumption that A has rank n. Then the kernel of A,

KerZ.A/ D
®
v 2 ZnC1 j Av D 0

¯
;

is one-dimensional and hence the toric ideal is principal, of the form

IA D .@
v
C

A � @v
�
A / � CŒ@�;

for a certain vector vA 2 ZnC1. From now on we will denote vA by v to simplify the
notation.

The hypergeometric ideal HA.ˇ/ is then

HA.ˇ/ D DnC1
�
@v
C

� @v
�

; E1 � ˇ1; : : : ; En � ˇn
�
:

Since the toric ideal IA is principal these ideals are known as hypergeometric ideals
of codimension one.

The ideal HA.ˇ/ is regular if and only if the operator @v
C

� @v
�

is homogeneous
with respect to the usual grading, i.e., if jvCj D jv�j, or equivalently if .1; : : : ; 1/
belongs to the Q-row span of A.

Notation 3.5. The b-function bHA.ˇ/;!.s/ will be denoted by b!;ˇ .s/.

Definition 3.6. The Euler space of A is the C-linear span of the Euler operators
described by the rows of A,

EA D C � .E1; : : : ; En/:

For every E 2 EA there exists a complex number ˇE such that E � ˇE 2 HA.ˇ/.
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Do not be misled by the notation, while ˇ D .ˇ1; : : : ; ˇn/ denotes a vector in Cn,
ˇi and ˇE are complex numbers.

Notation 3.7. For every 1 � i � nC 1, let <i denote any term order on DnC1 such
that

xi@i <i xj @j (3.1)

for every 1 � j � nC 1 different from i .
We write

CC D
®
1 � i � nC 1 j vi > 0

¯
;

C� D
®
1 � i � nC 1 j vi < 0

¯
:

Notice, that for 1 � j � nC 1 we have j 2 CC [ C� if and only if vj ¤ 0. We
have that

CC [ C� � ¹1; : : : ; nC 1º;

but in general the inclusion is strict. Indeed, for any 1 � j � n C 1 we have that
j 2 CC [ C� if and only if the minor of A corresponding to the columns of A except
the j -th ncolumn has non-zero determinant. Let us denote this square matrix by Aj .

By hypothesis A is an n by nC 1 matrix with maximal rank and hence

CC [ C� ¤ ;:

Remark 3.8. Notice however that it may happen that C� D ;, and hence

IA D .@
v
� 1/:

This occurs when the matrix A has the property that the sign of .�1/iC1jAi j is con-
stant for every 1 � i � nC 1 with jAi j ¤ 0.

Notation 3.9. For i 2 CC [ C� we denote by A.i/ D .a
.i/

j;k
/ the matrix equivalent

to A (i.e. obtained by performing elementary operations on the rows of A) such that,
when dropping the i -th column, the resulting matrix is the identity. We have that

A.i/ D A�1i A:

For 1 � j � n let us denote by E.i/j the Euler operators corresponding to A.i/.
It is clear that every E.i/j belongs to the Euler space EA and hence the corresponding
parameter ˇ.i/j is well defined.

By definition, the operators E.i/j are

E
.i/
j D

´
a
.i/
j;i xi@i C xj @j if j < i;

a
.i/
j;i xi@i C xjC1@jC1 if j � i;
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where a.i/j;i 2 Q. We can write these operators in a compact form as follows:

E
.i/
j � ˇ

.i/
j D a

.i/
j;i xi@i C xjCı.i/

j

@
jCı

.i/

j

� ˇ
.i/
j ; (3.2)

where

ı
.i/
j D

´
0 if j < i;

1 if j � i:

Definition 3.10. For i 2 CC [ C� and ˇ 2 Cn, we define the set

Gi;ˇ D
®
E
.i/
1 � ˇ

.i/
1 ; : : : ; E

.i/
n � ˇ

.i/
n

¯
:

Lemma 3.11. For every i 2 CC [ C�, the set Gi;ˇ is the reduced Gröbner basis of
the ideal

DnC1.E1 � ˇ1; : : : ; En � ˇn/

with respect to the term order <i .

Proof. We clearly have that for any i 2 CC [ C�,

DnC1.E
.i/
1 � ˇ

.i/
1 ; : : : ; E

.i/
n � ˇ

.i/
n / D DnC1.E1 � ˇ1; : : : ; En � ˇn/:

It is straightforward to check that the S -polynomials of elements of Gi;ˇ reduce to zero
(we refer to [13] for a description of the Buchberger algorithm in the Weyl algebra).
Indeed, by definition of the order <i , the leading term of E.i/j � ˇ

.i/
j is

LT<i .E
.i/
j � ˇ

.i/
j / D

´
xj @j if j < i;

xjC1@jC1 if j � i:

for 1 � j � n. Then, for 1 � j < k � n

S.E
.i/
j � ˇ

.i/
j ; E

.i/

k
� ˇ

.i/

k
/

D x
kCı

.i/

k

@
kCı

.i/

k

.E
.i/
j � ˇ

.i/
j / � x

jCı
.i/

j

@
jCı

.i/

j

.E
.i/

k
� ˇ

.i/

k
/

D a
.i/
j;i xi@i .E

.i/

k
� ˇ

.i/

k
/ � a

.i/

k;i
xi@i .E

.i/
j � ˇ

.i/
j /

C ˇ
.i/

k
.E

.i/
j � ˇ

.i/
j / � ˇ

.i/
j .E

.i/

k
� ˇ

.i/

k
/ �! ¹0º;

where we are using that j C ı.i/j <kC ı
.i/

k
if j < k, and `C ı.i/

`
¤ i for 1� `� n.

Definition 3.12. For i 2 CC [ C�, we define

si .!; ˇ/ D NF.!1x1@1 C � � � C !nC1xnC1@nC1;Gi;ˇ /

for any ! 2 RnC1 n ¹0º and ˇ 2 Cn.
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Lemma 3.13. For any i 2 CC [ C�, and for any ! 2 RnC1 n ¹0º and ˇ 2 Cn, we
have

si .!; ˇ/ D ˛i .!/xi@i C 
i .!; ˇ/;

where ˛i is a linear function on ! and 
i is a linear function on ! and ˇ. More
precisely

˛i .!/ D
1

vi
h!; vi

and

i .!; ˇ/ D h!

.i/; A�1i ˇi;

where !.i/ D .!1; : : : ; !i�1; !iC1; : : : ; !nC1/ 2 Rn.
Moreover, for i; j 2 CC [ C� with i < j we have


j .!; ˇ/ � 
i .!; ˇ/ D
ˇ
.j /
i

vi
h!; vi:

Proof. Recall that the leading term of E.i/j � ˇ
.i/
j with respect to <i is

LT<i .E
.i/
j � ˇ

.i/
j / D x

jCı
.i/

j

@
jCı

.i/

j

for 1 � j � n. Then

NF.!1x1@1 C � � � C !nC1xnC1@nC1;Gi;ˇ /

D .!i � a
.i/
1;i!1 � � � � � a

.i/
i�1;1!i�1 � a

.i/
i;i !iC1 � � � � � a

.i/
n;i!nC1/xi@i

C ˇ
.i/
1 !1 C � � � C ˇ

.i/
i�1!i�1 C ˇ

.i/
i !iC1 C � � � C ˇ

.i/
n !nC1;

and hence

˛i .!/ D !i � a
.i/
1;i!1 � � � � � a

.i/
i�1;1!i�1 � a

.i/
i;i !iC1 � � � � � a

.i/
n;i!nC1

and


i .!; ˇ/ D ˇ
.i/
1 !1 C � � � C ˇ

.i/
i�1!i�1 C ˇ

.i/
i !iC1 C � � � C ˇ

.i/
n !nC1:

Since the kernel of A is invariant under invertible Q-linear transformations, we have
that A.i/v D N0 and therefore

v1 C a
.i/
1;ivi D 0;

:::

vi�1 C a
.i/
i�1;ivi D 0;

viC1 C a
.i/
i;i vi D 0;

:::

vnC1 C a
.i/
n;ivi D 0:
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Since vi ¤ 0 (because i 2 CC [ C�), we can write the i -th column of A.i/ as

a
.i/
1;i D �

v1

vi
;

:::

a
.i/
i�1;i D �

vi�1

vi
;

a
.i/
i;i D �

viC1

vi
;

:::

a
.i/
n;i D �

vnC1

vi
:

(3.3)

Then the claim for ˛i follows by the equalities in (3.3) while the claim for 
i
follows by definition of !.i/ and the fact that ˇ.i/ D A�1i ˇ.

Finally, for i; j 2 CC [ C� with i < j , we have that ı.j /i D 0 and therefore

E
.j /
i � ˇ

.j /
i D a

.j /
i;j xj @j C xi@i � ˇ

.j /
i D �

vi

vj
xj @j C xi@i � ˇ

.j /
i :

Hence

si � sj D
1

vi
h!; vixi@i �

1

vj
h!; vixj @j C 
i � 
j

D
1

vi
h!; vi.E

.j /
i � ˇ

.j /
i /C

ˇ
.j /
i

vi
h!; vi C 
i � 
j :

Since si � sj belongs to DnC1.E1 � ˇ1; : : : ; En � ˇn/, the rest of dividing by any
Gröbner bases must be zero, and the last claim of the statement follows.

Notation 3.14. In particular, if h!; vi D 0 then si .!; ˇ/ is independent of i . It will
be denoted by


.!; ˇ/ D NF
�
!1x1@1 C � � � C !nC1xnC1@nC1;Gi;ˇ

�
:

Example 3.15. We revisit Example 3.3 to illustrate the content of Lemma 3.13. First
notice that in this case CC D ¹1; 3º and C� D ¹2º. The matrices Aj for j 2 CC [C�

are

A1 D

 
3 2

0 4

!
; A2 D

 
1 2

�1 4

!
; A3 D

 
1 3

�1 0

!
;

and the matrices A.j / are

A.1/ D

 
1
2

1 0

�
1
4

0 1

!
; A.2/ D

 
1 2 0

0 1
2

1

!
; A.3/ D

 
1 0 �4

0 1 2

!
:
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Therefore,

E
.1/
1 � ˇ

.1/
1 D

1

2
x@x C y@y �

2ˇ1 � ˇ2

6
;

E
.1/
2 � ˇ

.1/
2 D �

1

4
x@x C z@z �

1

4
ˇ2;

E
.2/
1 � ˇ

.2/
1 D x@x C 2y@y �

2ˇ1 � ˇ2

3
;

E
.2/
2 � ˇ

.2/
2 D

1

2
y@y C z@z �

ˇ1 C ˇ2

6
;

E
.3/
1 � ˇ

.3/
1 D x@x � 4z@z C ˇ2;

E
.3/
2 � ˇ

.3/
2 D y@y C 2z@z �

ˇ1 C ˇ2

3
:

Dividing s D !1x@x C !2y@y C !3z@z by the elements E.i/1 � ˇ
.i/
1 and E.i/2 � ˇ

.i/
2

with respect to the order <i , it is straightforward to check that

s1.!; ˇ/ D
�
!1 �

!2

2
C
!3

4

�
x@x C

2ˇ1 � ˇ2

6
!2 C

ˇ2

4
!3;

s2.!; ˇ/ D
�
!2 � 2!1 �

!3

2

�
y@y C

2ˇ1 � ˇ2

3
!1 C

ˇ1 C ˇ2

6
!3;

s3.!; ˇ/ D .!3 C 4!1 � 2!2/z@z � ˇ2!1 C
ˇ1 C ˇ2

3
!2:

Once several notations are introduced together with some technical results, we
proceed with computation of the initial ideal in.�!;!/.HA.ˇ//. One way to compute
initial ideals is, by [13, Theorem 1.1.6], to compute a Gröbner basis for HA.ˇ/ with
respect to <.�!;!/, for any term order <.

In the first non-trivial case, where the matrix A is of size 1 � 2, i.e., A D
�
p q

�
,

the hypergeometric ideal is

HA.ˇ/ D D2.@
q
x � @

p
y ; px@x C qy@y � ˇ/:

In this simple case it is not difficult to prove that G D ¹@
q
x � @

p
y ; px@x C qy@y � ˇº is

such a Gröbner basis of HA.ˇ/, by computing the S -polynomial in the homogenized
Weyl algebra, as explained in [13].

However, the complexity of the computations for a general n � .n C 1/ matrix
grows to a point that makes it more reasonable trying another way. We will use [13,
Theorem 4.3.5] instead, as we explain next.
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Since the toric ideal IA is principal and generated by a binomial, it is direct to see
that, for any ! 2 RnC1 n ¹0º,

in!.IA/ D

8̂̂<̂
:̂
@v
C

if h!; vi > 0;

@v
�

if h!; vi < 0;

@v
C

� @v
�

if h!; vi D 0:

By [13, Theorem 3.1.3], the ideal in.�!;!/.HA.ˇ// equals the so-called fake initial
ideal

fin.�!;!/.HA.ˇ// WD DnC1in!.IA/CDnC1.E1 � ˇ1; : : : ; En � ˇn/

when the parameter vector ˇ is generic. But in the particular case we are treating of
hypergeometric ideals of codimension one, we can prove that the equality holds for
every ˇ 2 Cn.

Proposition 3.16. Let A be a full-rank matrix of size n � .n C 1/. Given any ! 2
RnC1 n ¹0º and ˇ 2 Cn, we have

in.�!;!/.HA.ˇ// D

8̂̂<̂
:̂
DnC1.@

vC ; E1 � ˇ1; : : : ; En � ˇn/ if h!; vi > 0;

DnC1.@
v� ; E1 � ˇ1; : : : ; En � ˇn/ if h!; vi < 0;

HA.ˇ/ if h!; vi D 0:

Proof. By [13, Theorem 4.3.5 ] (which holds true for non-necessarily homogeneous
matrices) we have that if the first homology H1.K

ˇ
� .gr.�!;!/.D=DIA/// vanishes,

then the initial ideal in.�!;!/.HA.ˇ// equals the fake initial ideal fin.�!;!/.HA.ˇ//.
The vanishing of the first homology is equivalent to the injectivity of the morphism

DnC1=DnC1in!.IA/
�.E�ˇE/
������! DnC1=DnC1in!.IA/

for every E � ˇE such that E belongs to the Euler space EA of A. Recall that the
number ˇE depends linearly on the components of the parameter vector ˇ. We denote
the Euler operator

E D c1x1@1 C � � � C cnC1xnC1@nC1 2 EA

and c D .c1; : : : ; cnC1/. By ¹e1; : : : ; enC1º we denote the canonical basis of RnC1.
Then, given a monomial xu@w , we have

xu@w.E � ˇE / D
�
hc; wi � ˇE

�
xu@w C

nC1X
jD1

cj xuCej @wCej : (3.4)
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Let us suppose that h!; vi > 0. The morphism

� .E � ˇE / W DnC1=DnC1@
vC
�! DnC1=DnC1@

vC

is well defined since

@v
C

.E � ˇE / D
�
E � ˇE C

X
i2CC

civi

�
@v
C

:

Let P D
P
˛ c˛xu˛@w˛ 2DnC1 be an operator such that P …DnC1@v

C

. The operator
P.E � ˇE / belongs to DnC1@v

C

if and only if every monomial of P.E � ˇE / is of
the form xu@w with vC � w, where � stands for the partial order

u � w if and only if uj � wj for j D 1; : : : ; nC 1:

For every xu˛@w˛ in P we have that the monomials in the expansion of xu˛@w˛ .E �
ˇE / are (see equation (3.4))

xu˛@w˛ if ˇE ¤ hc; w˛i;

xu˛Cej @w˛Cej for 1 � j � nC 1 such that cj ¤ 0:

We claim that if xu˛@w˛ … DnC1@v
C

then xu˛@w˛ .E � ˇE / … DnC1@v
C

. It is obvi-
ous when ˇE ¤ hc;w˛i. Otherwise, notice that there is at most one j 2 ¹1; : : : ; nC 1º
such that

@w˛Cej 2 DnC1@
vC :

Then for any k 2 ¹1; : : : ; nC 1º n ¹j º the monomial xu˛Cek@w˛Cek does not belong
toDnC1@v

C

and appears in xu˛@w˛ .E � ˇE / unless ck D 0. Therefore xu˛@w˛ .E �
ˇE / 2DnC1@

vC if and only if ˇD hc;w˛i, cD ej and @w˛Cej 2DnC1@
vC . But these

conditions are incompatible with vC 6� w˛ . Indeed, the fact that c D ej belongs to the
row-span of A implies that vj D 0, and hence vCj D 0. Therefore, we have vC 6� w˛
and vC � w˛ C ej , which leads to contradiction, and the claim is proved.

On the other hand, we have

P.E � ˇE / D
X
˛

c˛
�
hc; w˛i � ˇE

�
xu˛@w˛ C

X
˛

nC1X
jD1

c˛cj xu˛Cej @w˛Cej :

Let xu˛@w˛ 2 DnC1 be a monomial in P such that xu˛@w˛ … DnC1@v
C

, i.e.,

vC 6� w˛:

We have seen that, for every ˛ with c˛ ¤ 0, there exists j 2 ¹1; : : : ; nC 1º such that
cj ¤ 0 and

vC 6� w˛ C ej :



The b-function of hypergeometric ideals of codimension one 15

Considering the monomials in P having this property for j fixed, we see that the
monomials

xu˛Cej @w˛Cej ;

such that the j -th coordinate of w˛;j is maximal, cannot cancel in P.E � ˇE / and
hence P.E � ˇE / … DnC1@v

C

.
If h!; vi < 0 the proof is completely analogous.
Finally, let us suppose that h!; vi D 0. The morphism is well defined since

.@v
C

� @v
�

/.E � ˇE / D .E � ˇE /.@
vC
� @v

�

/

C

� X
i2CC

civ
C

i

�
@v
C

�

�X
i2C�

civ
�
i

�
@v
�

D .E � ˇE /.@
vC
� @v

�

/C
� X
i2CC

civ
C

i

�
.@v
C

� @v
�

/

because hc; vi D 0 implies hc; vCi D hc; v�i.
To prove the injectivity of the morphism

� .E � ˇE / W DnC1=DnC1.@
vC
� @v

�

/! DnC1=DnC1.@
vC
� @v

�

/;

let P D
P
˛ c˛xu˛@w˛ 2 DnC1 be an operator such that P … DnC1.@v

C

� @v
�

/,
and let < be any term order on DnC1 such that LT<.@v

C

� @v
�

/ D @v
C

. We can
suppose that no monomial xu˛@w˛ in P is divisible by @v

C

. Now, the difference to
the previous case is that, if there exists j such that vC � w˛ C ej , we can reduce by
the binomial. Hence, in xu˛@w˛ .E � ˇE /, instead of the monomial xu˛Cej @w˛Cej we
have xu˛Cej @w˛Cej�vCCv� . Since supp.vC/ \ supp.v�/ D ;, this monomial is not
reducible by @v

C

� @v
�

, and we can use the same argument as before to deduce that

NF
�
P.E � ˇE /; ¹@

vC
� @v

�

º
�
¤ 0:

Notation 3.17. For simplicity, we will drop the dependence on ! and ˇ in si .!; ˇ/,
˛i .!/ and 
i .!; ˇ/ (as defined in Lemma 3.13), and simply write si , ˛i and 
i .

For i 2 CC [ C� we set the polynomial

bi .s/ D

jvi j�1Y
jD0

.s � 
i � j˛i /:

Remark 3.18. Recall that we may have (see Remark 3.8) a toric ideal of the form

IA D .@
v
� 1/:

In this case, if ! 2 RnC1 n ¹0º is such that h!; vi < 0, then the initial ideal is

in.�!;!/.HA.ˇ// D DnC1



H. Cobo 16

and the b-function is not defined, since it is only defined for proper holonomic ideals.
But for h!;vi � 0 it is defined and we describe it below, with the notations introduced
in Notation 3.14 and Notation 3.17.

Theorem 3.19. Let A 2Mn�.nC1/.Z/ be a matrix with maximal rank. For any ! 2
RnC1 n ¹0º and for any ˇ 2 Cn,

b!;ˇ .s/ D

8̂̂<̂
:̂
Q
i2CC bi .s/ if h!; vi > 0;Q
i2C� bi .s/ if h!; vi < 0;

s � 
.!; ˇ/ if h!; vi D 0

is the b-function with respect to the weight ! of the holonomic ideal HA.ˇ/.

Proof. As we have seen in Section 2, there are two steps to compute the b-function
of a holonomic ideal. The first one is achieved in Proposition 3.16. For the second
step, both via elimination or using Noro’s algorithm, we need a Gröbner basis of
the initial ideal in.�!;!/.HA.ˇ//. The advantage of using the second procedure is
that we can use any term order in the Weyl algebra. However, despite the simple
form of the initial ideal described in Proposition 3.16, the computation of a Gröbner
basis of in.�!;!/.HA.ˇ// is too long and complex. Therefore, we will not compute
the b-function directly. Instead we will compute a multiple of the b-function (see
Remark 2.8) and some divisors of the b-function, by dealing with ideals simpler than
in.�!;!/.HA.ˇ//.

Let us denote by b.s/ the right-hand side of the equality in the statement. First we
will prove that b.s/ is a multiple of the b-function b!;ˇ .s/. For this it is enough to
show that for any ! 2 RnC1 n ¹0º

b.!1x1@1 C � � � C !nC1xnC1@nC1/ 2 in.�!;!/.HA.ˇ//:

For any operator E in the Euler space there exists ˇE 2 C uniquely defined such that
E � ˇE 2 HA.ˇ/. Then it is obvious that for any ! 2 RnC1 n ¹0º

E � ˇE 2 in.�!;!/.HA.ˇ//:

Moreover,
@v
C

2 in.�!;!/.HA.ˇ// if h!; vi > 0;

@v
�

2 in.�!;!/.HA.ˇ// if h!; vi < 0;

@v
C

� @v
�

2 in.�!;!/.HA.ˇ// if h!; vi D 0:

Let s denote the operator

s D !1x1@1 C � � � C !nC1xnC1@nC1:
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First, suppose that h!; vi D 0. Then

!1x1@1 C � � � C !nC1xnC1@nC1 2 EA

and, see Notation 3.14,

s D !1x1@1 C � � � C !nC1xnC1@nC1 D
X
i

ci .Ei � ˇi /C 
.!; ˇ/:

Then b.s/ D s � 
.!; ˇ/ is a multiple of the b-function.
Suppose that h!; vi > 0. By Remark 3.18 we assume that CC ¤ ;. Notice that

for every i 2 CC [ C�, we can write s as follows:

s D si C
X
j

�
.i/
j .Ej � ǰ /; (3.5)

where �.i/j are linear functions on !. Then, by definition of b.s/ and by (3.5), we have

b.s/ D
Y
i2CC

bi
�
si C

X
j

�
.i/
j .Ej � ǰ /

�
for a certain �.i/j 2 Q.

If i 2 CC, then vi ¤ 0 and by Lemma 3.13 we have si D ˛ixi@i C 
i with ˛i D
˛i .!/ ¤ 0. Hence

bi
�
si C

X
j

�
.i/
j .Ej � ǰ /

�
D

vi�1Y
kD0

�
˛i .xi@i � k/C

nX
jD1

�
.i/
j .Ej � ǰ /

�
D ˛

vi
i

vi�1Y
kD0

.xi@i � k/CQi

nX
jD1

�
.i/
j .Ej � ǰ /

for a certain operator Qi 2 DnC1. Then we have

bi .s/ D bi
�
si C

X
j

�
.i/
j .Ej � ǰ /

�
D ˛

vi
i x

vi
i @

vi
i CQi

nX
jD1

�
.i/
j .Ej � ǰ /;

where we are using the well-known relation

xi@i .xi@i � 1/.xi@i � 2/ � � � .xi@i � `/ D x
`C1
i @`C1i ;

for any positive integer ` and 1 � i � nC 1. Now we deduce

b.s/ D
Y
i2CC

˛
vi
i x

vi
i @

vi
i C

nX
jD1

Rj .Ej � ǰ /
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for certain operators Rj 2 DnC1. And sinceY
i2CC

˛
vi
i x

vi
i @

vi
i D

� Y
i2CC

˛
vi
i

�
xv
C

@v
C

we deduce that
b.s/ 2 in.�!;!/.HA.ˇ//;

as we wanted to prove.
When h!; vi < 0, the proof is completely analogous.
Now we prove that for generic parameters ˇ 2 Cn the polynomial b.s/ divides the

b-function b!;ˇ .s/, and hence it follows that b.s/ D b!;ˇ .s/.
If h!; vi D 0 there is nothing to prove since we know by Theorem 2.7 that the b-

function is non-zero. Otherwise, suppose h!;vi>0 (the case h!;vi<0 is analogous).
For any i 2 CC consider any term order <i satisfying (3.1). If we define the ideal

Ji;ˇ WD DnC1.@
vi
i ; E1 � ˇ1; : : : ; En � ˇn/;

by Proposition 3.16 it is clear that we have

in.�!;!/.HA.ˇ// � Ji;ˇ :

We claim that
NGi;ˇ WD ¹@

vi
i º [ Gi;ˇ

is a Gröbner basis of Ji;ˇ with respect to <i (see Definition 3.10 for Gi;ˇ ). Indeed,
since Gi;ˇ is a Gröbner basis of the ideal it generates, with respect to<i , we only have
to compute the S -polynomials S.@vii ; E

.i/

k
� ˇ

.i/

k
/ for 1 � k � n. First recall that the

Euler operators can be written as

E
.i/

k
� ˇ

.i/

k
D a

.i/

k;i
xi@i C xkCı.i/

k

@
kCı

.i/

k

� ˇ
.i/

k
;

where

ı
.i/

k
D

´
0 if k < i;

1 if k � i:

Notice that for 1 � k � n, we have k C ı.i/
k
¤ i . Then, since

LT<i .E
.i/

k
� ˇ

.i/

k
/ D x

kCı
.i/

k

@
kCı

.i/

k

we have

S.@
vi
i ; E

.i/

k
� ˇ

.i/

k
/ D x

kCı
.i/

k

@
kCı

.i/

k

@
vi
i � @

vi
i .E

.i/

k
� ˇ

.i/

k
/

D .ˇ
.i/

k
� a

.i/

k;i
vi � a

.i/

k;i
xi@i /@

vi
i �! NGi

¹0º:
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Now we claim that the ideal Ji;ˇ is holonomic. Indeed, since NGi;ˇ is a Gröbner
basis of Ji;ˇ we deduce that (see Definition 2.3)

in.0;e/.Ji;ˇ / D DnC1.@
vi
i ; E

.i/
1 ; : : : ; E

.i/
n /:

The components of the characteristic variety are of the form

V.wi ; pj /j2¹1;:::;nC1ºn¹iº � C2.nC1/
D Spec.CŒu1; : : : ; unC1; w1; : : : ; wnC1�/;

where pj is either uj orwj . Hence the dimension of the characteristic variety is nC 1
and the ideal Ji;ˇ is holonomic as claimed. Let us compute its b-function bJi;ˇ ;!.s/.

If vi D 1 then
NF.s; NGi;ˇ / D 
i

and hence bJi;ˇ ;!.s/ D s � 
i . Otherwise

NF.s; NGi;ˇ / D ˛ixi@i C 
i

and now we can only reduce with @vii . We cannot look for a solution to

NF.s` C a`�1s
`�1
C � � � C a0; NGi;ˇ / D 0 (3.6)

as long as ` < vi . For ` D vi we find a solution as follows. By Lemma 2.9 we have

NF.svi C avi�1s
vi�1 C � � � C a0; NGi;ˇ / D NF.s

vi
i C avi�1s

vi�1
i C � � � C a0; NGi;ˇ /;

and by equation (1.1)

s`i D
X̀
jD0

jX
kD0

 
`

j

!
˛
j
i 


`�j
i S.j; k/xki @

k
i :

Hence, setting avi WD 1,

s
vi
i C � � � C a0 D

viX
rD0

ar

0@ rX
jD0

jX
kD0

 
r

j

!
˛
j
i 


r�j
i S.j; k/xki @

k
i

1A
D

viX
kD0

0@ viX
jDk

viX
rDj

ar

 
r

j

!
˛
j
i 


r�j
i S.j; k/

1A xki @ki :
And then we deduce

NF.svi C avi�1s
vi�1 C � � � C a0; NGi;ˇ /

D

vi�1X
kD0

0@vi�1X
jDk

vi�1X
rDj

ar

 
r

j

!
˛
j
i 


r�j
i S.j; k/

1A xki @ki :
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This polynomial vanishes if and only if every coefficient vanishes, i.e. for every 0 �
k � vi � 1,

vi�1X
jDk

vi�1X
rDj

ar

 
r

j

!
˛
j
i 


r�j
i S.j; k/ D 0; (3.7)

which is a linear system of equations in avi�1; : : : ; a0.
This system is of the type studied in [4]. Let us briefly recall some definitions of

this paper. Given .k1; k2/ 2 Z2�0 and ` 2 Z>0, we define the polynomial

C.k1; k2; `/ D
X
i1�k1;
i2�k2;
i1Ci2�`

 
`

i1

! 
` � i1

i2

!
S.i1; k1/S.i2; k2/x

i1yi2z`�i1�i2 :

Further, given a finite set of points R � Z2�0 and m 2 Z>0, we define the matrix

MR;m D
�
C.k1; k2; `/

�
.k1;k2/2R; 0�`�m�1

:

Then the system in (3.7) can be written as

MRi ;vi .a; 1/
t
D N0;

where .a; 1/ D .a0; : : : ; avi�1; 1/, the set Ri is

Ri D ¹.0; 0/; .1; 0/; : : : ; .vi � 1; 0/º;

and the polynomials C.k1; k2; `/ 2 ZŒx; y; z� are evaluated at x D ˛i and z D 
i

(notice that for points of the form .j; 0/, the corresponding polynomial C.j; 0; `/
does not depend on the variable y).

By [4, Theorem 3.6] this system is solvable and its solution .a0; : : : ; avi�1/ gives
rise to the polynomial bi .s/. Then, we have proved that

bJi;ˇ ;!.s/ D bi .s/

and therefore, for any 1 � i � n C 1 such that i 2 CC, the polynomial bi .s/ is a
divisor of the b-function.

Hence, .
Q
i2CC bi .s//red is a multiple of the b-function and therefore, if we have

.
Q
i2CC bi .s//red D b.s/ we are done. But this is not the case in general. For any

i 2 CC the polynomial bi .s/ is reduced, but for i; j 2 CC the polynomials bi .s/ and
bj .s/may have roots in common. Let us characterize when this occurs. There are two
common roots 
i C k˛i D 
j C r j̨ if and only if


i � 
j D �k˛i C r j̨ D

� r
vj
�
k

vi

�
h!; vi:
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By Lemma 3.13, if i > j ,


i � 
j D
ˇ
.i/
j

vj
h!; vi

and since h!; vi ¤ 0 we have proved that there is a root of bi .s/ equal to a root
of bj .s/ for different i; j 2 CC if and only if there exists r 2 ¹0; : : : ; vi � 1º and
k 2 ¹0; : : : ; vj � 1º such that

ˇ
.i/
j

vj
D

r

vj
�
k

vi
;

which is a condition independent of !.
Then, since ˇ.i/j is a non-zero linear combination of ˇ1; : : : ; ˇn, the set

Zij WD
[
k;r

°ˇ.i/j
vj
D

r

vj
�
k

vi

±
defines a Zariski closed set in Cn, such that the polynomial bi .s/bj .s/ is reduced if
and only if ˇ … Zij . The condition for the polynomial b.s/ to be non-reduced, when
h!; vi > 0, is then

ˇ 2
[

i;j2CC

Zij ;

which is a closed condition on ˇ.
So far we have proved that generically in ˇ the b-function has jvCj roots (recall

that we are assuming that h!; vi > 0), while for ˇ in a Zariski closed set of Cn the
b-function has degree less than or equal to jvCj.

To finish, we show that for ˇ in a Zariski closed set of Cn we cannot have less
roots than for generic ˇ. Suppose that, instead of using Noro’s algorithm to com-
pute the b-function, we look for the minimal generator of in.�!;!/.HA.ˇ//\CŒs� by
elimination. Let G be a Gröbner basis of in.�!;!/.HA.ˇ// with respect to a term
order of the type <i . Since this order eliminates the variables xj @j for j ¤ i in
s D !1x1@1 C � � � C !nC1xnC1@nC1, we get

NF.s;G / D si D ˛ixi@i C 
i :

Here we are implicitly assuming that xi@i … in.�!;!/.HA.ˇ//, since otherwise b.s/D
s � 
i and there is nothing to prove. By Lemma 2.9

NF.s` C a`�1s
`�1
C � � � C a0;G / D NF.s

`
i C a`�1s

`�1
i C � � � C a0;G /

and by equation (1.1), expressions of the form s`i C a`�1s
`�1
i C � � � C a0 live in

CŒxi ; @i �. Hence, to reduce s`i C a`�1s
`�1
i C � � � C a0 we look for an operator
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Pi 2 in.�!;!/.HA.ˇ// \ CŒxi ; @i � with minimal degree. Such an operator can be
found by applying the Buchberger algorithm to the set®

@v
C

; E
.i/
j � ˇ

.i/
j j 1 � j � n; j C ı

.i/
j 2 CC

¯
:

Recall that

E
.i/
j � ˇ

.i/
j D a

.i/
j;i xi@i C xjCı.i/

j

@
jCı

.i/

j

� ˇ
.i/
j ;

LT<i .E
.i/
j � ˇ

.i/
j / D x

jCı
.i/

j

@
jCı

.i/

j

;

where

ı
.i/
j D

´
0 if j < i;

1 if j � i:

Here it is crucial that

a
.i/
j;i D �

v
jCı

.i/

j

vi
¤ 0

to deduce that the operator Pi has its leading term LT<i .Pi / independent of the
parameters ˇ.

It follows, that we cannot have generically more roots than for ˇ in a Zariski
closed set.

Example 3.20. Let us consider the hypergeometric system of Example 3.3,

HA.ˇ/ D D3
�
@4x@z � @

2
y ; x@x C 3y@y C 2z@z � ˇ1;�x@x C 4z@z � ˇ2

�
:

Let ! 2 R3 n ¹0º be such that 4!1 C !3 < 2!2. Then, by Proposition 3.16 we have
that

in.�!;!/.HA.ˇ// D D3
�
@2y ; x@x C 3y@y C 2z@z � ˇ1;�x@x C 4z@z � ˇ2

�
:

For the moment we do not care whether G D ¹@2y ; x@x C 3y@y C 2z@z � ˇ1;�x@x C

4z@z � ˇ2º is a Gröbner basis of in.�!;!/.HA.ˇ// or not, but we reduce sk by its
elements. In this way we will find a multiple of the b-function as follows. First, we
define

Ns D ˛2y@y C 
2

which is nothing but s2.!; ˇ/ (see Lemma 3.13), with ˛2 D !2 � 2!1 �
!3
2

and

2 D

2ˇ1�ˇ2
3

!1 C
ˇ1Cˇ2
6

!3 as computed in Example 3.15. Since we have

Ns2 D ˛22.y@y/
2
C 2˛2
2y@y C 


2
2

D ˛22y
2@2y C .˛

2
2 C 2˛2
2/y@y C 


2
2

� .˛22 C 2˛2
2/y@y C 

2
2 mod G ;
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we can look for a0 and a1 such that

Ns2 C a1 Ns C a0 � 0 mod G :

In other words,

.˛22 C 2˛2
2/y@y C 

2
2 C a1.˛2y@y C 
2/C a0 D 0;

or equivalently
˛22 C 2˛2
2 C ˛2a1 D 0;


22 C a1
2 C a0 D 0:
(3.8)

To solve this system it is enough to notice that the hypothesis 4!1 C !3 < 2!2 is
equivalent to ˛2 > 0. Then we get

a1 D �˛2 � 2
2;

a0 D 

2
2 C 
2˛2;

and therefore
b.s/ D s2 C a1s C a0 D .s � 
2/.s � 
2 � ˛2/

is a multiple of the b-function. In Theorem 3.19 it is proved that it is indeed the b-
function, since the polynomial b.s/ just found is, by definition, the polynomial b2.s/
(see Notation 3.17) and C� D ¹2º.

The linear system (3.8) is a very particular case of the kind of systems solved
in [4].

To complete the example we give here the full description of b!;ˇ .s/. By Theo-
rem 3.19, the b-function of HA.ˇ/ with respect to ! 2 R3 n ¹0º is8̂̂̂̂

<̂
ˆ̂̂:
.s � 
1/.s � 
1 � ˛1/.s � 
1 � 2˛1/

� .s � 
1 � 3˛1/.s � 
3/ if 4!1 C !3 > 2!2;

.s � 
2/.s � 
2 � ˛2/ if 4!1 C !3 < 2!2;

s � 
.!; ˇ/ if 4!1 C !3 D 2!2;

where, when 4!1 C !3 D 2!2, we have (see Notation 3.14)


.!; ˇ/ D .ˇ1 C ˇ2/
1

3
!1 � ˇ2!1:

Notice that there are multiple roots. When 4!1 C !3 > 2!2, it is straightforward
to check that, if

�ˇ2 D j 2 ¹0; 1; 2; 3º

then the roots 
1 C j˛1 and 
3 coincide for any ! 2 R3 n ¹0º.
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4. Final remarks

Given ! 2 RnC1 n ¹0º, we have proved in Theorem 3.19 that the number of roots of
the b-function of HA.ˇ/ is independent of the parameter ˇ 2 Cn. This is due to the
equality of the fake and the initial ideal proved in Proposition 3.16, and seems to be
particular of the case of codimension one.

Remark 4.1. Notice that for ! 2 RnC1 n ¹0º, if we consider the weight

!0 WD ! C

nX
iD1

�i .ai;1; : : : ; ai;nC1/

with �i 2 R, then h!0; vi D h!; vi, and hence, by Proposition 3.16,

in.�!0;!0/.HA.ˇ// D in.�!;!/.HA.ˇ//:

This equality suggests a relation among the b-functions b!;ˇ .s/ and b!0;ˇ .s/, and it
is indeed not difficult to check that the following symmetry relation holds:

b!0;ˇ .s/ D b!;ˇ .s C h�; ˇi/;

where � D .�1; : : : ; �n/.

There are some properties that are natural to ask to the matrix A when dealing
with hypergeometric systems. Some of them have already appeared above.

Definition 4.2. Given a matrixA 2Md�n.Z/, with columns denoted by a1; : : : ; an 2
Zd , we can associate to A the semigroup

SA WD NA D ¹�1a1 C � � � C �nan j �i 2 Nº;

the lattice
LA WD ZA D ¹�1a1 C � � � C �nan j �i 2 Zº;

the cone
CA WD R�0A D ¹�1a1 C � � � C �nan j �i 2 R�0º;

and the polytope

PA WD ¹�1a1 C � � � C �nan j 0 � �i � 1º:

We have SA � LA \ CA.
The vertices of the polytope PA are in the lattice LA. We define the volume of A

as the normalized volume of PA, i.e.,

vol.A/ D
vol.PA/
vol.LA/

;

where the volume of the lattice is defined by any basis of LA.
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(i) We say that the matrixA is homogeneous if .1; : : : ; 1/ belongs to the Q-row
span of A. This is equivalent to the fact that the ideal HA.ˇ/ is regular.

(ii) We say that A is pointed if NA\ .�NA/D ¹0º, where �NAD ¹�w jw 2

NAº. Or equivalently, if there exists a vector in the Q-row span ofAwith all
coordinates positive. Another characterization for a matrix A to be pointed
is that CA is a strictly convex cone.

(iii) We say that the matrix A is saturated if its columns generate a saturated
semigroup, i.e., if

NA D .ZA/ \Rn�0:

Definition 4.3. We say that ! 2 RnC1 n ¹0º is generic with respect to the ideal IA, or
simply generic, if the initial ideal in!.IA/ is monomial.

In the case under consideration, it follows by Proposition 3.16 that ! 2 RnC1 is
generic if and only if h!; vi ¤ 0.

Corollary 4.4. Let A 2Mn�.nC1/.Z/ be a full-rank matrix and let ˇ 2 Cn a vector
of parameters.

(i) The b-function of HA.ˇ/ has a constant number of roots for ! generic if
and only if A is homogeneous.

(ii) The b-function is defined in the whole RnC1 if and only if A is pointed and
has not a zero column.

(iii) The b-function of HA.ˇ/ is reduced for any ! and any ˇ if and only if
KerZ.A/ is generated by a vector of the form

v D viei � vj ej

with vi ; vj 2 Z>0 and 1 � i < j � nC 1.

(iv) There exists ! 2 RnC1 n ¹0º generic such that the b-function has degree
equal to vol.A/ and it is reduced for every ˇ 2 Cn if and only if the matrix
A is saturated. In particular, if there exists ! 2RnC1 n ¹0º generic such that
b!;ˇ .s/ has degree one then the matrix A is saturated.

Proof. Recall that we are denoting by ai 2 Zn, for 1 � i � nC 1, the columns of the
matrix A, and by ¹e1; : : : ; enC1º the standard basis of RnC1.

Referring to (i) there is nothing to prove, since it follows directly from Theo-
rem 3.19.

We prove (ii). Suppose that the matrix A has a zero column,

ai D

0B@0:::
0

1CA 2 Rn
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for certain 1 � i � nC 1. Then Ai has to be an invertible matrix and the solution to
Av D 0 is generated by ei . Therefore, the toric ideal IA is generated by the operator
@i � 1 and the b-function is not defined for h!; ei i < 0 (see Remark 3.18).

Suppose now that A is not pointed, then there exists a non-zero u2NA\.�NA/.
Then,

u D �1a1 C � � � C �nC1anC1; with �i � 0

and
�u D �1a1 C � � � C �nC1anC1; with �i � 0:

Therefore,
0 D .�1 C �1/a1 C � � � C .�nC1 C �nC1/anC1

and hence .�1 C �1; : : : ; �nC1 C �nC1/ is a multiple of v. This implies that v 2
RnC1�0 , or in other words, IA D .@v � 1/. And, again, the b-function is not defined for
h!; vi < 0.

For the other implication, we have that KerZ.A/ is generated by v where

v1a1 C � � � C vnC1anC1 D N0 2 Rn:

By hypothesis the vector v is not of the form ei with 1 � i � nC 1. If A is pointed
there exists a homomorphism � W Zn �! Z such that �.ai / > 0 for every i . Hence

v1�.a1/C � � � C vnC1�.anC1/ D 0

and not every vi can be non-negative. Hence CC ¤ ; and C� ¤ ;, and the b-function
is defined for every ! 2 RnC1 n ¹0º.

Let us prove (iii). The condition of the statement is equivalent to jCCj D jC�j D 1.
It follows directly from Theorem 3.19 that when jCCj D jC�j D 1 the b-function is
reduced.

Suppose now that h!;vi> 0 and jCCj> 1. In the proof of Theorem 3.19 we show
that for any i; j 2 CC there exists a non-empty Zariski closed set Zij � Cn such that
bi .s/bj .s/ is reduced if and only if ˇ … Zij .

To finish, let us prove (iv). The existence of a generic weight ! 2 RnC1 n ¹0º

such that for every ˇ 2 Cn the polynomial b!;ˇ .s/ is reduced and has degree equal to
vol.A/ is equivalent, by Theorem 3.19, to the following situation:

h!; vi > 0; CC D ¹j º and vC D vol.A/ej

for certain j 2 ¹1; : : : ; nC 1º. Notice that the condition Av D 0 is then

vol.A/aj D
X
k¤j

vkak;
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where vk � 0. Since vol.A/ equals the number of lattice points in the so-called funda-
mental parallelogram of CA \ LA, the equation above implies that SA D LA \ Zn�0,
and therefore A is saturated.

Remark 4.5. A possible generalization of Corollary 4.4 for matrices of any size
A 2 Md�n.Z/ might be straightforward for the points (ii) and (iv), together with
the following.

(i) The b-function of HA.ˇ/ has constant number of roots for both ! and ˇ
generic if and only if A is homogeneous.

(iii) The b-function is reduced for any ! and any ˇ if and only if KerZ.A/ can
be generated by vectors of the form

aiei � bj ej

with 1 � i < j � n and ai ; bj > 0.

This agrees with [13, Proposition 5.1.9], where the b-function is described for generic
weights and parameters, for homogeneous matrices of any size. It also agrees with
the main result in [3], where the b-function is described for generic ˇ in the case of a
particular family of matrices which are non-homogeneous, pointed and saturated.
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