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Einstein–Klein–Gordon spacetimes in the
harmonic near-Minkowski regime

Philippe G. LeFloch and Yue Ma

Abstract. We study the initial value problem for the Einstein–Klein–Gordon system and estab-
lish the global nonlinear stability of massive matter in the near-Minkowski regime when the
initial geometry is a perturbation of an asymptotically flat, spacelike hypersurface in Minkowski
spacetime and the metric enjoys the harmonic decay 1=r (in terms of a suitable distance func-
tion r at spatial infinity). Our analysis encompasses matter fields that have small energy norm
and solely enjoys a slow decay at spacelike infinity. Our proof is based on the Euclidean-
hyperboloidal foliation method recently introduced by the authors, and distinguishes between
the decay along asymptotically hyperbolic slices and the decay along asymptotically Euclidean
slices. We carefully analyze the decay of metric components at the harmonic level 1=r , espe-
cially the metric component in the direction of the light cone. In presence of such a slow-
decaying matter field, we establish a global existence theory for the Einstein equations expressed
as a coupled system of nonlinear wave and Klein–Gordon equations.

1. Introduction

1.1. Global evolution problem for the Einstein-matter equations

Main purpose. We consider solutions to the Einstein equations in the near-Minkow-
ski regime and study the global nonlinear evolution problem when a suitable initial
data set is prescribed, consisting of a Riemannian metric, a symmetric two-tensor, and
matter data. These data are assumed to be close to a sufficiently flat and asymptoti-
cally Schwarzschild-like perturbation of a hypersurface in Minkowski spacetime. For
the vacuum Einstein equations, this problem was solved first by Christodoulou and
Klainerman [9], while an alternative proof in wave coordinates was given later on by
Lindblad and Rodnianski [35, 36]. Solutions with lower decay at spacelike infinity
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were constructed by Bieri [1] (and [2]), while most recent contributions are due to
Hintz and Vasy [15, 16]. All of these results easily extend to massless matter fields.

Our aim in the present paper is to solve the global evolution problem for the
Einstein-matter system when the matter field under consideration is massive. We are
going to describe the problem and first state a simplified version of our main result
(Theorem 1.1) when the data have Schwarzschild decay. Later in this paper (cf. The-
orem 3.1) we state a more general result, when the metric at spatial infinity enjoys
harmonic-type decay.

A recent literature on the global dynamics of self-gravitating massive fields is now
available. The present paper is a companion to our work [30] and, on the one hand,
provides the arguments that are necessary in order to establish the Schwarzschild-
type decay of solutions to the Einstein equations and, on the other hand, can also be
considered as an overview of the more general proof in [30] (see also [31]). These
results grew from earlier work by the authors in [26, 29].

While our project came under completion we learned that Ionescu and Pausader
simultaneously solved the same problem by introducing a completely different meth-
odology, which is based on the notion of spacetime resonances; see [21]. A somewhat
different class of initial data sets is covered therein, as far as the functional norms
and the spatial decay of solutions are concerned (specially since the regularity in [21]
is stated in weighted Fourier spaces). We will not attempt to review here the vast
literature on the subject, and we refer the reader to our detailed overview in [30].
Recent work includes, among others, the major contributions by Bigorgne [3, 4], Faj-
man et al. [11, 13], Lindblad et al. [37], Smulevici [42], and Wang [44]. This field is
extremely active and, for additional results and references, the reader is referred to
[5, 6, 10, 12, 14, 17–20, 22–25, 27, 28, 32–34, 38–41, 43, 45].

Einstein equations and massive fields. We consider four-dimensional manifolds
.M; g/ in which M ' Œ0;C1/ � R3 and g is a Lorentzian metric with signature
.�;C;C;C/ and Levi-Civita connection rg D r. Greek indices ˛; ˇ; : : : describe
0; 1; 2; 3, and we denote by R˛ˇ the Ricci curvature of g and by R D g˛ˇR˛ˇ its
scalar curvature. Throughout, we use implicit summation over repeated indices, as
well as raising and lowering indices with respect to the metric g˛ˇ and its inverse
denoted by g˛ˇ .

We impose that Einstein-matter equations hold, namely

G˛ˇ D 8�T˛ˇ ; (1.1)

in which the left-hand side is Einstein’s curvature tensor defined (in abstract indices)
as

G˛ˇ D R˛ˇ �
R

2
g˛ˇ : (1.2)



Einstein–Klein–Gordon spacetimes in the harmonic near-Minkowski regime 345

The right-hand side of (1.1) is the energy-momentum tensor, which depends upon the
matter content and, for instance, is taken to vanish identically for vacuum Einstein
spacetimes, so that (1.1) then reduces to the Ricci-flat condition R˛ˇ D 0.

While our method of analysis should apply to many massive matter models, we
are interested here in Klein–Gordon scalar fields � WM! R with energy-momentum
tensor

T˛ˇ D r˛�rˇ� �
�1
2
r
�r


� C U.�/
�
g˛ˇ : (1.3)

Here, the potential function U D U.�/ depends on the nature of the matter under
consideration and, throughout, we assume that

U.�/ D
1

2
c2�2 CO.�3/ (1.4)

for some (mass-like) constant c > 0. Recalling the Bianchi identity r˛R˛ˇ D 1
2
rˇR,

we have r˛G˛ˇ D 0 and, consequently,

r
˛T˛ˇ D 0: (1.5)

In turn, we deduce that � satisfies the nonlinear Klein–Gordon equation

�g� � U 0.�/ D 0: (1.6)

For instance, when U.�/ D c2

2
�2, this is �g� � c2� D 0, which is linear in � but

also involves the unknown metric.

Initial value problem. For suitable initial data, equation (1.6) is expected to uniquely
determine the evolution of the matter. Our challenge is precisely to study the nonlin-
ear coupling problem when the metric g itself is one of the unknowns and solves the
Einstein equations with suitably prescribed initial data. When a foliation by spacelike
hypersurfaces is chosen and a suitable gauge choice is made, we use Latin indices
varying between 1 and 3 and the Einstein equations decompose into evolution equa-
tions

Gab D 8�Tab; a; b D 1; 2; 3; (1.7)

and constraint equations

G00 D 8�T00; G0a D 8�T0a; a D 1; 2; 3: (1.8)

The initial value problem is then formulated by specifying a Riemannian metric g0
and a symmetric two-tensor field k0, defined on a manifold with topology R3, and
satisfying the constraints (1.8), namely

Rg0
C .Trg0

k0/
2
� jk0j

2
g0
D 16�T00;

divg0

�
k0 � .Trg0

k0/g0
�
D �8�T0�;

(1.9)
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where Rg0
denotes the scalar curvature, Trg0

the trace, and divg0
the divergence

of the metric g0. We then seek a globally hyperbolic Cauchy development [7, 8]
consisting of a spacetime metric g together with a matter field � satisfying Ein-
stein’s evolution equations and defining a manifold whose induced geometry (first-
and second-fundamental forms) on an initial hypersurface is given by the pair .g0;k0/.

1.2. Self-gravitating fields in the asymptotically Schwarzschild regime

Wave-Klein–Gordon system of interest. We work on the manifold M ' R1C3C WD

¹.t; x/ 2 R1C3; t � 1º covered by a single coordinate chart .t; x/D .t; xa/ with t � 1
and x 2 R3. We also write r2 WD jxj2 D

P3
aD1 jx

aj2. We introduce the Minkowski
metric gMink WD �dt

2 C
P
a.dx

a/2, and observe that M is the future of the initial
hypersurface ¹t D 1º. We also introduce the outgoing light cone

L WD
®
r D t � 1

¯
� R3C1C (1.10)

and its constant-t slices are denoted by Lt .
More precisely, we rely on global coordinate functions x˛ WM ! R (with ˛ D

0; 1; 2; 3) satisfying the wave gauge conditions

�gx˛ D 0; (1.11)

and we express the Einstein equations as a nonlinear system of second-order partial
differential equations, supplemented with second-order constraints. The unknowns
are the metric coefficients g˛ˇ and the matter field �. Specifically, we finde�gg˛ˇ D F˛ˇ .g; gI @g; @g/ � 16�

�
@˛�@ˇ� C U.�/g˛ˇ

�
;e�g� � U 0.�/ D 0; (1.12)

where e�g WD g˛
0ˇ 0@˛0@ˇ 0 denotes a modified wave operator, and the wave gauge

constraints take the form

�˛ D g˛ˇ��˛ˇ D 0; ��˛ˇ D
1

2
g��

0�
@˛gˇ�0 C @ˇg˛�0 � @�0g˛ˇ

�
: (1.13)

The nonlinearities F D P CQ have an important structure especially in connection
with the Euclidian-hyperboloidal foliation, which is described and plays a central role
in [30].

Merging the Minkowski and the Schwarzschild solutions. In wave coordinates the
Schwarzschild metric gSch takes the form (with !a WD xa=r)

gSch;00 D �
r �m

r Cm
; gSch;0a D 0;

gSch;ab D
r Cm

r �m
!a!b C

.r Cm/2

r2
.ıab � !a!b/:

(1.14)
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Consider a (regular) cut-off function �?.r/ that vanishes for r � 1=2 and is iden-
tically 1 for all r � 3=4. Given a (small) mass coefficient m > 0 we introduce the
reference metric

g? D gMink C �
?.r/�?.r=.t � 1//.gSch � gMink/; t � 2: (1.15)

This metric coincides with gMink in the cone
®
r=.t � 1/ < 1=2

¯
and coincides with

gSch in the exterior
®
r=.t � 1/ � 3=4

¯
which contains the light cone L. This metric

satisfies the so-called light-bending property, saying by definition that the light cone
coefficient

rg?.l; l/ D 4mCO.1=r/ for the metric g?; (1.16)

is positive, where the light cone direction is defined by

l WD @t � .xa=r/@a: (1.17)

This is essentially the same construction as in [35].

Class of initial data sets. We are interested in solutions to the Einstein-matter sys-
tem in the harmonic regime (corresponding to � D 1 in [30]) and we establish a
sharp decay property in the case where the reference metric is constructed from the
Schwarzschild metric. The initial metric g0 is assumed to be sufficiently close to the
Euclidean metric while the initial second fundamental form k0 is sufficiently small.
Let us introduce the following decomposition (for a; b D 1; 2; 3):

g0ab D g
?
0ab C u0ab D ıab C h

?
0ab C u0ab; k0ab D k

?
0ab C l0ab: (1.18)

We aim at covering a variety of asymptotic behaviors and, at this juncture, it is con-
venient to introduce the following terminology.

• The part h?0 is referred to as the initial reference and will be assumed to be small
in a (weighted, high-order) pointwise norm.

• The part u0 is referred to as the initial perturbation and will be assumed to be
small in (weighted, high-order) energy norm.

An example of a such decomposition is provided by the construction in Lindblad
and Rodnianski [35], where the initial data is decomposed as the sum of a finite-energy
perturbation plus an (asymptotically) Schwarzschild metric outside of a compact set
(with sufficiently small and positive mass). In our theory, the two parts are treated
differently. Indeed, h?0 is the initial trace of h? while u0 is propagated.

For the metric perturbation, we introduce the energy norms

Emetric
�;N .g0; k0/ WD

X
jI j�N



hri�CjI j�j@Ix@xu0j C j@Ixu1j�

L2.R3/
;

Ematter
�;N .�0; �1/ WD

X
jI j�N



hri�CjI j�j@Ix@x�0j C j@Ix�0j C j@Ix�1j�

L2.R3/
:

(1.19)
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While our proof below will provide a more general result as stated below, we find it
convenient to state first our result for the perturbation of the Schwarzschild solution.

Given an initial data set we decompose it according to (1.18) and we introduce
the linear development denoted by uinit of the initial data set .u0˛ˇ ; u1˛ˇ /, that is, we
introduce the solution to the (free, linear) wave equation with this initial data. It was
established in [30, Proposition 10.6] that, under the assumption that the norm above
is finite,

juinitj . C0".t C r C 1/�1: (1.20)

Our main assumption beyond the smallness on the norms (1.19) is the following sign
condition which we referred to as the light-bending condition

inf
Mnear

`

�
4mC ruinit.l; l/

�
� "?: (1.21)

Here, a parameter ` 2 .0; 1=2� being fixed once for all, we have defined the near-light
cone domain to be

Mnear
` WD

°
t � 2; t � 1 � r �

t

1 � `

±
; (1.22)

where in agreement with [30] it is convenient to restrict attention to t � 2. Interest-
ingly, this condition can be easily satisfied when

• either " is small with respect to "?, so that the contribution m from the Schwarz-
schild metric dominates,

• both initial data u0 � 0 and u1 � 0 are non-negative (as is clear from the fact that
the fundamental solution to the wave equation is a non-negative measure),

• or yet a combination of the above two extreme examples, namely, the negative
contribution of the perturbation is small with respect to the Schwarzschild mass.

Main statement. We are in a position to state our main result. In fact, a more gen-
eral statement concerning perturbations of reference metrics with harmonic decay is
actually established in this paper; see Theorem 3.1.

Theorem 1.1 (Nonlinear stability of self-gravitating Klein–Gordon fields. Perturba-
tions of the Schwarzschild solution). A constant C? > 0 being fixed, the following
result holds for all sufficiently small "; "? satisfying " � C?"?. Consider the reference
metric g? defined in (1.15) by merging together the Minkowski metric gMink and the
Schwarzschild metric with mass "? along a light cone. Consider a set of constraint-
satisfying initial data .g0; k0; �0; �1/, a large integerN , and some exponents .�;�; "/
satisfying

� 2 .1=2; 1/; � 2 .3=4; 1/; � � �: (1.23)
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Then, provided the initial data satisfies the light-bending condition (1.21) together
with the smallness condition

Emetric
�;N .g0; k0/C Ematter

�;N .�0; �1/ � "; (1.24)

the maximal globally hyperbolic Cauchy development of .g0; k0; �0; �1/ associated
with the Einstein-massive field system (1.1) and (1.3) is future causally geodesically
complete, and asymptotically approaches Minkowski spacetime in all (timelike, null,
spacetime) directions. Moreover, the component g.l; l/ has a harmonic decay and
enjoys the light-bending condition, namely

jg.l; l/j .
"? C "

t C r C 1
; inf

Mnear
`

rg.l; l/ � "?=2: (1.25)

Harmonic decay. The first inequality in (1.25) is the main novelty of this paper,
and establishing it requires significant new observation beyond our previous strategy.
Indeed, our proof of Theorems 1.1 and 3.1 follows from the general method in [30] in
which we now take the parameter � therein to be the critical value � D 1. We would
like to point out here several significant differences and several new ingredients that
are required for the proof in the present paper. First of all, the use of a hierarchy
property for commutators was not necessary for the range � < 1, but turns out to be
essential now. On the other hand, we revisit [30, Section 8] concerning the pointwise
decay of metric components (and their derivatives) and we use a decomposition of
the wave operators in which the component HN 00 is directly controlled. In turn, in
the analysis in [30, Section 13] we now decouple the contributions of the Hessian and
of the commutators. Interestingly, this leads to significant simplifications in compari-
son with the arguments in [30], while simultaneously new estimates are required. For
instance, in the analysis of the (now harmonic) decay of the null metric component
in [30, Section 14], we no longer introduce the “loss” exponent � . In order to recover
the desired 1=r behavior for the metric, the application of the Kirchhoff formula must
now be done at the 1=r level of decay, and this requires a sharp control of the source-
terms in the wave equation. Such terms are due to the Ricci curvature of the reference
metric (assumed to have sufficient decay, and even to vanish for the Schwarzschild
metric), the commutators (discussed earlier) and the quasi-linear terms (also dis-
cussed earlier). Observe that it is also important to distinguish between zero-order
estimates (i.e. without differentiation) and high-order estimates. Finally, we point out
that, interestingly, our results also apply in the vacuum spacetimes by taking � to
vanish identically: our proof then is somewhat simpler than the one in [36], thanks to
the fact that it takes advantage of the light-bending condition—a consequence of the
assumed positivity of the mass of the Schwarzschild metric.
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2. Euclidean-hyperboloidal foliation and functional inequalities

2.1. Spacetime foliation and vector fields

Preliminary. We provide here an overview of the technical tools introduced by the
authors in [30] when developing the Euclidean-hyperboloidal foliation method. This
method generally applies to establish the global existence of solutions with small
amplitude for coupled systems of wave and Klein–Gordon equations. The method
relies on the following key ingredients.

• Construction of a spacetime foliation consisting of asymptotically hyperboloidal
slices and asymptotically flat slices.

• Functional analysis tools on such a foliation: admissible vector fields, Sobolev
inequalities, and energy estimates.

• Sup-norm estimates for wave equations and Klein–Gordon equations.

For the full set of notions and results, we refer to [30].

Foliation of interest. In order to foliate M by spacelike hypersurfaces, we introduce
a cut-off function � W R! Œ0; 1� satisfying

�.x/ D

´
0; x � 0;

1; x > 1:
(2.1a)

We also introduce the hyperboloidal and Euclidean radii at a time s

rH.s/ WD
1

2
.s2 � 1/; rE.s/ WD

1

2
.s2 C 1/; (2.1b)

Then, a function � referred to as the foliation coefficient is defined by

�.s; r/ WD 1 � �.r � rH.s// D

´
1; r < rH.s/;
0; r > rE.s/:

(2.1c)

We next define the Euclidean–hyperboloidal time function T D T.s; r/ by solving the
ordinary differential equation

@rT.s; r/ D
r�.s; r/

.s2 C r2/1=2
; T.s; 0/ D s: (2.1d)

In turn, our foliation Ms WD ¹.t; x
a/ 2 M = t D T.s; r/º is a one-parameter family

of asymptotically Euclidean, spacelike hypersurfaces. The future of the initial surface
¹t D 1º is decomposed as

¹t � 1º DMinit
[

[
s�2

Ms; Ms DMH
s [MM

s [ME
s ; (2.2a)
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with Minit WD ¹.t; x/ = 1 � t � T .2; r/º and

MH
s W D

®
t D T.s; jxj/; jxj � rH.s/

¯
asymptotically hyperboloidal,

MM
s W D

®
t D T.s; jxj/; rH.s/ � jxj � rE.s/

¯
merging (or transition),

ME
s W D

®
t D T.s/; rE.s/ � jxj

¯
asymptotically Euclidean:

(2.2b)
We also write MEM

s WDME [MM.

Frames of interest. The following terminology will be used.

• The semi-hyperboloidal frame (SHF)

@H0 WD @t ; @Ha D =@
H

a WD
xa

t
@t C @a (2.3a)

is defined in Ms and is the appropriate frame in the hyperboloidal domain in order
to establish the relevant decay properties in timelike and null directions. Some of
our arguments will involve radial integration based on =@Hr WD .x

a=r/=@
H

a .

• The semi-null frame (SNF)

@N
0 WD @t ; @N

a D
=@

N

a WD
xa

r
@t C @a (2.3b)

is defined in Ms except on the center line r D 0, and is the appropriate frame
within the Euclidean-merging domain in order to exhibit the structure of the non-
linearities of the field equations and, in turn, to establish the relevant decay prop-
erties in spatial and null directions.

• The Euclidean-hyperboloidal frame (EHF) defined as

@EH0 WD @t ;

@EHa D =@
EH

a WD @a C .x
a=r/@rT@t D @a C xa�.s; r/.s2 C r2/�1=2@t

(2.3c)

consists of tangent vectors =@EHa to the slices Ms . Observe that @EHa D @Ha in MH
s ,

while @EHa D @a in ME
s . The expressions of the vectors @EHa are more involved in

the merging MM
s , where the vectors @EHa interpolate between @Ha and @a. Some

of our arguments will involve radial integration based on =@EHr WD .xa=r/=@
EH

a .

Admissible vector fields. Minkowski spacetime admits three sets of Killing fields.

• The spacetime translations generated by the vector fields @˛ (˛ D 0; 1; 2; 3).

• The Lorentz boosts generated by the vector fields La WD xa@t C t@a (a D 1; 2; 3).

• The spatial rotations generated by the vector fields �ab WD xa@b � xb@a (a; b D
1; 2; 3).
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We refer to @˛ , La, �ab as the admissible fields which commute with the wave and
Klein–Gordon operators in Minkowski spacetime. In defining high-order norms, we
combine admissible vector fields together. An operator Z D @ILJ�K is called an
ordered admissible operator. To such an operator Z D @ILJ�K , we associate its
order, degree, and rank by

ord.Z/ D jI j C jJ j C jKj; deg.Z/ D jI j; rank.Z/ D jJ j C jKj: (2.4)

2.2. Energy and Sobolev inequalities

Weighted energy inequality. For the foliation under consideration, the fundamental
energy functional associated with the wave equation and, more generally, the Klein–
Gordon equations involve the weight � D �.t; x/ defined by

�.s; r/2 WD 1 �
r2�2.s; r/

s2 C r2
D

´
s2=t2; r < rH.s/;
1; r > rE.s/:

(2.5)

In addition, we introduce a weight which reduces to a constant in the interior of the
light cone and is essentially the distance to the light cone in the exterior domain.
Further, we are given a smooth and non-decreasing function @ satisfying @.y/ D 0
for y � �1 and @.y/ D y C 1 for y � 0, and we set

X WD 1C @.r � t /: (2.6)

Consider the wave or Klein–Gordon equation (with c � 0) with unknown u,
namely g˛ˇ@˛@ˇu � c2u D f associated with a metric g˛ˇ DW g˛ˇMink C H

˛ˇ and
a right-hand side f . The energy-flux vector

Vg;�;cŒu� WD �X2�
�
g00j@tuj

2
� gab@au@bu � c

2u2; 2gaˇ@tu@ˇu
�

(2.7a)

depends upon the metric g as well as the weight X� . By setting

�g;�;cŒu� WD � 2�X�1@0.r � t /.�1; xa=r/ � Vg;�;cŒu�

D 2�X2��1@0.r � t /
�
gN ab=@

N

a u=@
N

b u �H
N 00
j@tuj

2
C c2u2

�
;

�Gg;�Œu� WD @tH
00
jX�@tuj2 � @tH abX2�@au@buC 2X2�@aH aˇ@tu@ˇu;

(2.7b)

we find
�2X2�@tuf D divVg;�;cŒu�C�g;�;cŒu� �Gg;�Œu�: (2.7c)

Next, we consider the integral

Eg;�;c.s; u/ WD

Z
Ms

Vg;�;cŒu� � ns d�s: (2.8a)
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By integrating the energy identity (2.7c) over the domain limited by a slice of the
foliation and the initial slice and using Stokes’ formula, we arrive at the energy identity

Eg;�;c.s1; u/ � Eg;�;c.s0; u/C

Z
MŒs0;s1�

�
�g;�;cŒu� �Gg;�Œu�

�
dxdt

D �2

Z
MŒs0;s1�

@tuf X2� dxdt: (2.8b)

The Jacobian J of our parameterization .t; x/ 7! .s; x/, as established in [30, Lem-
ma 3.5], satisfies

J �

8̂̂<̂
:̂
s=t in MH

s ;

�s.s2 C r2/�1=2 C .1 � �/2s in MM
s ;

2s in ME
s ;

(2.9)

and
�2s . J . �2s in MM: (2.10)

After a change of variable and differentiation we can rewrite (2.8b) in the equivalent
form

d

ds
Eg;�;c.s; u/C 2�

Z
Ms

�
gN ab=@

N

a u=@
N

b uC c
2u2

�
@
0.r � t /X2��1 Jdx

D

Z
Ms

�
Gg;�Œu�C �X2��1@0.r � t /HN 00

j@tuj
2
�
Jdx

C

Z
Ms

j@tuf jX2� Jdx;

(2.11a)

in which the latter integral is controlled byZ
Ms

j@tuf jX2� Jdx .
Z s1

s0

E�;c.s; u/
1=2
kJ��1X�f kL2.Ms/

ds: (2.11b)

We will rely on the following weighted energy estimate in the Euclidean-merging
domain concerning any solution u WMEM

Œs0;s1�
!R to the wave or Klein–Gordon equa-

tion g˛ˇ@˛@ˇu � c2u D f with right-hand side f WMEM
Œs0;s1�

! R:

d

ds
EEM
g;�;c.s; u/C

d

ds
EL
g;c.s; uI s0/

C 2�

Z
MEM

s

�
gN ab=@

N

a u=@
N

b uC c
2u2

�
X2��1@0.r � t / Jdx

D

Z
MEM

s

�
Gg;�Œu�C �X2��1@0.r � t /HN 00

j@tuj
2
�
Jdxds

C

Z
MEM

s

X2�@tuf Jdxds;

(2.12)
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in which the latter integral is bounded byZ s1

s0

.EEM
�;c .s; u//

1=2


J��1X�f




L2.MEM

s /
ds;

while the second term in the left-hand side is defined as

d

ds
EL
g;c.s; uI s0/ D s

Z �
�HN 00

j@tuj
2
C gN ab=@

N

a u=@
N

b uC c
2u2

�
d�; (2.13)

where the domain of integration is defined by t D r C 1 and rH.s0/ � r � rH.s1/.

Commutator estimates. We also introduce the Japanese bracket hyi WD
p
1C jyj2

for all real y. Then, for any function uD u.t; x/we define jujN WDmaxord.Z/�N jZuj

and
jujp;k WD max

ord.Z/�N
rank.Z/�k

jZuj;

where the first maximum is over all ordered admissible operators. Various calcu-
lus rules based on this notation were established in [30], which we will not repeat
here. Let us only extract an important consequence of [30, Proposition 6.10]. We also
decompose each slice MEM

s into near and far regions so that

Mnear
s WDMEM

s \
®
t � 1 � r � 2t

¯
; Mfar

s WDMEM
s \

®
r � 2t

¯
: (2.14)

Proposition 2.1. (Hierarchy property for quasi-linear commutators. Euclidean-merg-
ing domain).

1. Estimate in the near-light cone domain. For any function u defined in the near-
light cone domain and for any operator Z with ord.Z/Dp and rank.Z/Dk, one has

ˇ̌
ŒZ;H˛ˇ@˛@ˇ �u

ˇ̌
.
�
jHN 00

j C t�1jr � t jjH j
�
j@@ujp�1;k�1 C T

hier
p;k ŒH; u�

C T
easy
p;k

ŒH; u�C T
super
p;k

ŒH; u� in Mnear
Œs0;s1�

; (2.15a)

with

T hier
p;k ŒH; u� WD

X
p1Cp2Dp
p1Ck2Dk

�
jLHN 00

jp1�1 C t
�1
jr � t jjLH jp1�1

�
j@@ujp2;k2

;

T
easy
p;k

ŒH; u� WD
X

p1Cp2Dp
k1Ck2Dk

�
j@HN 00

jp1�1;k1
C t�1jr � t jj@H jp1�1;k1

�
j@@ujp2;k2

;

T
super
p;k

ŒH; u� WD t�1jH jj@ujp C t
�1

X
0�p1�p�1

jH jp1C1j@ujp�p1
: (2.15b)



Einstein–Klein–Gordon spacetimes in the harmonic near-Minkowski regime 355

2. Estimate in the Euclidean-merging domain. For any function u defined in the
Euclidean-merging domain, one has (with Yrot D La or �ab)ˇ̌

ŒZ;H˛ˇ@˛@ˇ �u
ˇ̌
. jH jj@@ujp�1;k�1 C

X
p1Cp2Dp
p1Ck2Dk
with k1Dp1

jYrotH jp1�1j@@ujp2;k2

C

X
p1Cp2Dp
k1Ck2Dk

j@H jp1�1;k1
j@@ujp2;k2

in MEM
Œs0;s1�

: (2.16)

The above estimates will be applied to study the evolution of our high-order
energy functionals. In (2.15), the term T hier

p;k
ŒH; u� is the most challenging contribu-

tion to the change of the energy functional but involves terms at a lower rank, that is,
contains strictly fewer boosts or rotations; this structure will allow us to formulate an
induction argument on the rank. The term T easy is easier since it contains the factor
@H which enjoys (comparatively) goodL2 and pointwise decay, while T super contains
a favorable 1=t factor.

Functional inequalities. It is necessary to revisit the standard Sobolev inequalities
and formulate them along the foliation of interest. We only select here two results.
In the inequalities below, recall that =@EMI denotes any jI j-order operator determined
from the fields ¹=@EMa ºaD1;2;3, while =@EI denotes any jI j-order operator determined
from the fields ¹@aºaD1;2;3.

Proposition 2.2 (Sobolev inequality in the Euclidean-merging domain). Fix an expo-
nent � � 0 and set C.�/ WD 1C �C �2. For all sufficiently regular functions defined
in MŒs0;s1� with 2 � s0 � s � s1, one has

rX�ju.t; x/j . C.�/
X

jI jCjJ j�2

kX�=@EMI�JukL2.MEM
s /; .t; x/ 2MEM

s ; (2.17a)

rX�ju.t; x/j . C.�/
X

jI jCjJ j�2

kX�=@EI�JukL2.ME
s /
; .t; x/ 2ME

s : (2.17b)

Next, we rely on the boosts La D xa@t C t@a which are tangent to the hyper-
boloidal slices.

Proposition 2.3 (Sobolev inequality in the hyperboloidal domain). For any function
defined on a hypersurface MH

s , the following estimate holds (where t2 D s2 C jxj2):

sup
MH

s

t3=2ju.t; x/j .
X
jJ j�2

kLJukL2.MH
s / '

X
mD0;1;2

ktm.=@
H
/mukL2.MH

s /: (2.18)

Estimates based on the energy functional. We also have the following decay prop-
erties for the wave or Klein–Gordon equation; cf. [30, Propositions 7.2, 7.4, and 9.5],
respectively, together with [30, Proposition 7.3] (namely (7.9) therein).
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Proposition 2.4 (Hardy–Poincaré inequality for high-order derivatives). For any �D
1=2C ı with ı > 0 and any sufficiently decaying function u defined in MŒs0;s1� and
for all s 2 Œs0; s1� one has

kX�1C�jujp;kkL2.MEM
s / .

�
1C ı�1

�
F EM;p;k
� .s; u/C F 0

� .s; u/; (2.19)

kX�1C��jYrotujk�1kL2.MEM
s / . .1C ı

�1/F EM;k
� .s; u/: (2.20)

Proposition 2.5 (Sobolev decay for wave fields). For all � 2 Œ0; 1/ and all functions
u, one has (with k � p)

rX�j@ujp;k




L1.MEM

s /
C


r1C�j=@N

ujp;k



L1.MEM

s /

. .1 � �/�1F EM;pC3;kC3
� .s; u/ (2.21a)

and, for 1=2 < � D 1=2C ı < 1,

krX�1C�jujN�2kL1.MEM
s / . ı

�1F EM;N
� .s; u/C F 0

� .s; u/: (2.21b)

Proposition 2.6 (Pointwise decay of Klein–Gordon fields). Given any exponents � 2
.0; 1/, for any solution v to ��v C c2v D f defined in MEM

Œs0;s1�
one has

c2jvjp;k .

´
r�2X1��F

EM;pC4;kC4
�;c .s; v/C jf jp;k in Mnear

Œs0;s1�
;

r�1��F
EM;pC2;kC2
�;c .s; v/ in Mfar

Œs0;s1�
:

3. Nonlinear stability of Einstein–Klein–Gordon spacetimes

3.1. The class of reference metrics

We introduce a class of reference spacetime metrics .R3C1C ; g?/ which represent
“approximate solutions” to Einstein’s vacuum equations .

• The metric g? D gMink C h
? is asymptotically Minkowski in the sense that

jh?jNC2 C hr C tij@h
?
jNC1 C hr C ti

2
j@@h?jN � "?hr C ti

�1: (3.1a)

• This metric is almost Ricci flat in the sense that

j
.w/R?jN C hr � tij@

.w/R?jN�1 �

´
"2?hr C ti

�4 in MEM
Œs0;C1/

;

"?hr C ti
�3 in MH

Œs0;C1/
;

(3.1b)

where .w/R? denotes the “reduced” Ricci curvature classically defined by remov-
ing suitable contractions of the Christoffel symbols.
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• This metric satisfies the light-bending property, that is,

inf
Mnear

`

�
rh?.l; l/

�
� "?; (3.1c)

in which g?.l; l/ is (linearly) equivalent to �hN 00
? and we recall that l D @t �

.xa=r/@a (as stated earlier).

As a consequence of (3.1b) and (2.9) and after introducing a small parameter ı > 0
and some decay exponent

� 2 .1=2; 1/; (3.2)

the following rough bound follows by integration:

X�J��1j.w/R?jN



L2.MEM

s /
� R?err.s/ D CR?"2?ı

�1=2s�1�ı ; (3.3)

in which CR? > 0 is a constant determined by N andZ s

s0

R?err.s
0/ ds0 � CR?"2?ı

�3=2s�ı0 : (3.4)

For further motivations and results we also refer the reader to the more general theory
in [30, Section 12]. Furthermore, it is straightforward to check that the Minkowski–
Schwarzschild reference metric g? in the introduction satisfies all of the conditions
above.

3.2. The class of initial data sets

In the following ı 2 .0; 1/ denotes a fixed exponent which should be small in com-
parison to a small multiple of � � 1=2, which arises as a critical value for the decay
of the metric perturbation. It will be interesting to keep track, in our estimates, of the
most relevant parameters and constants. For the initial data we assume the following
smallness conditions.

• In the hyperboloidal domain, we assume

F H;N�5.s0; u/C s
�1=2
0 F H;N�5

c .s0; �/ � C0"s
ı
0; (3.5a)

F H;N�7.s0; u/C F H;N�7
c .s0; �/ � C0"s

ı
0 : (3.5b)

• In the Euclidean-merging domain, we assume

F EM;N
� .s0; u/C s

�1
0 F EM;N

�;c .s0; �/ � C0"s
ı
0; (3.6a)

F EM;N�5
� .s0; u/C F EM;N�5

�;c .s0; �/ � C0"s
ı
0 : (3.6b)
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• Finally, we impose the linear light-bending condition on the total initial data
(defined as the sum of the reference data and the perturbation) (with ` 2 .0; 1=2�
being fixed),

inf
Mnear

`;Œs0;C1/

�
rg?.l; l/C ruinit.l; l/

�
� "?: (3.7)

Concerning (3.7), we point out that the contributions due to the nonlinearities of
the Einstein-matter equations on the key metric component hN 00 will turn out to be
negligible in comparison to the background and initial linear contributions which are
of amplitude "?=r . As a consequence of our energy bounds, recalling [30, (10.38)]
and applying the Klainerman–Sobolev inequality on the initial slice, we obtain

j@tu.1; x/j C j@xu.1; x/j . C0"hri�3=2�� :

Integrating with the (spatial) radial derivative from spatial infinity, we obtain

hrij@tu.1; x/j C ju.1; x/j . C0"hri�1=2�� :

Recalling that � C 1=2 > 1, we apply [30, Proposition F.2] (based on Kirchkoff’s
formula) and obtain

juinitjN�4 . C0".t C r C 1/�1 in MŒs0;C1/: (3.8)

Here, the linear development uinit of the initial data .u0˛ˇ ; u1˛ˇ / is the solution of the
(free, linear) wave equation with this initial data. (See also [30, Proposition 10.6].)
The passage from geometric statements to statements in coordinates was already dis-
cussed in an appendix of [30] to which the reader is referred.

3.3. Nonlinear stability statement

We distinguish between estimates at low- or high-order of differentiation, estimates
within the hyperboloidal and Euclidean-merging domains, and a positivity condition
near the light cone. The following energy bounds will be established at each time
s � s0.

• In the hyperboloidal domain, we have

F H;N�5.s; u/C s�1=2F H;N�5
c .s; �/ � ."? C C1"/s

ı ; (3.9a)

F H;N�7.s; u/C F H;N�7
c .s; �/ � ."? C C1"/s

ı : (3.9b)

• In the Euclidean-merging domain, we have

F EM;N
� .s; u/C s�1F EM;N

�;c .s; �/ � ."? C C1"/s
ı ; (3.10a)

F EM;N�5
� .s; u/C F EM;N�5

�;c .s; �/ � ."? C C1"/s
ı : (3.10b)
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• Near the light cone, we have the light-bending condition

inf
Mnear

`;s

.�rhN 00/ � 0: (3.11)

Theorem 3.1 (Nonlinear stability of self-gravitating Klein–Gordon fields. Perturba-
tions of metrics with harmonic decay). A constant C? > 0 being fixed, the following
result holds for all sufficiently small "; "? satisfying " � C?"?. Consider a reference
metric g?, defined as a perturbation of the Minkowski metric satisfying (3.1) for some
decay exponent

� 2 .1=2; 1/: (3.12)

Consider an initial data set .u0; u1; �0; �1/ satisfying the decay and regularity condi-
tions (3.5)–(3.7) at the initial time s0 for some parameters .N; �; "/ for a sufficiently
large integer N with

� 2 .3=4; 1/; � � �: (3.13)

Then, the initial value problem for the Einstein–Klein–Gordon system in wave gauge
(1.12) admits a global in time solution .g; �/ defined for all t � 1 and x 2 R3. This
solution satisfies the decay and regularity conditions (3.9)–(3.11) for all times s � s0
and remains close to the reference spacetime .R3C1C ; g?/ (in the norms under consid-
eration) and enjoys the following decay estimate

inf
Mnear

`;s

.�rhN 00/ � "?=2; jh.l; l/j .
"?

t C r C 1
: (3.14)

4. Consequences of the energy estimates

4.1. Bootstrap assumptions and basic estimates

Bootstrap assumptions. This result will be established in the succeeding sections by
following the strategy already outlined in the introduction. From now on, we assume
that the local in time solution in fact extends over an interval Œs0; s1�, and we assume
that Œs0; s1� is the maximal interval of time within which (3.9), (3.10) and (3.11) hold
for all s 2 Œs0; s1� so that, by continuity, one of these conditions is an equality at the
end time s1. Our objective is to establish the following improved estimates for all
s 2 Œs0; s1�:

F H;N�5.s; u/C s�1=2F H;N�5
c .s; �/ �

1

2
."? C C1"/s

ı ; (4.1a)

F H;N�7.s; u/C F H;N�7
c .s; �/ �

1

2
."? C C1"/s

ı ; (4.1a)

F EM;N
� .s; u/C s�1F EM;N

�;c .s; �/ �
1

2
."? C C1"/s

ı ; (4.2a)
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F EM;N�5
� .s; u/C F EM;N�5

�;c .s; �/ �
1

2
."? C C1"/s

ı ; (4.2b)

inf
Mnear

`;Œs0;s1�

.�rhN 00/ �
1

2
"?: (4.3)

Observe that the factor s�1=2 arises in (4.1a), while s�1 arises in (4.2a). In the follow-
ing, our statements will be established under the assumptions on the reference metric
and initial data and the bootstrap assumptions, as stated above.

Energy-based estimates. The followingL2 estimates for the metric perturbation and
the matter field are immediate from the bootstrap assumption (3.10a) and (3.10b) in
the Euclidean-merging domain:

kX��j@ujN kL2.MEM
s / C kX

�
j=@

N
ujN kL2.MEM

s / . ."? C C1"/s
ı ; (4.4a)

kX��j@�jpkL2.MEM
s / C kX

�
j=@

N
�jpkL2.MEM

s / C kX
�
j�jpkL2.MEM

s /

. ."? C C1"/

´
s1Cı ; p D N;

sı ; p D N � 5:
(4.4b)

As a consequence of the weighted Poincaré inequality in Proposition 2.4 we find

kX�1C� jujp;kkL2.MEM
s / . ı

�1F EM;p;k
� .s; u/C F 0

� .s; u/

. ı�1."? C C1"/sı ; (4.5)

which provides us with a control of the metric components possibly without partial
derivatives.

Pointwise decay of the metric. Basic sup-norm estimates are then derived by apply-
ing the generalized Sobolev estimate1 in Proposition 2.5, and we thus control the
metric perturbation @u at order N � 3, as

krX� j@ujN�3kL1.MEM
s / C kr

1C�
j=@

N
ujN�3kL1.MEM

s / . ."? C C1"/s
ı : (4.6)

In view of h˛ˇ D h?˛ˇ C u˛ˇ , by combining this result with the asymptotically Min-
kowski condition (3.1a) on the reference metric, for the metric unknown @h we obtain

krX� j@hjN�3kL1.MEM
s / C kr

1C�
j=@

N
hjN�3kL1.MEM

s / . ."? C C1"/s
ı : (4.7)

We apply the Sobolev decay for wave fields (2.21b), together with (3.9a) and (3.10a),
and obtain

krX��1jujN�2kL1.MEM
s / . ı

�1."? C C1"/s
ı (4.8)

and, using again (3.1a) enjoyed by the reference,

kr� jhjN�2kL1.MEM
s / . ı

�1."? C C1"/s
ı : (4.9)

1We neglect a factor 1=.1 � �/ since we have fixed � < 1.
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Pointwise decay of the matter field. The Sobolev decay inequality in [30, Proposi-
tion 7.4] and the bootstrap assumptions (3.10) provide us with sup-norm estimates

krX�j@�jp�3kL1.MEM
s / C kr

1C�
j=@

N
�jp�3kL1.MEM

s /

. ."? C C1"/

´
s1Cı ; p D N;

sı ; p D N � 5;
(4.10)

and, thanks to the consequence in [30, (7.20)] of our generalized Sobolev inequality,

krX�j�jp�2kL1.MEM
s / . ."? C C1"/

´
s1Cı ; p D N;

sı ; p D N � 5:
(4.11)

However, within Mnear
s this is not sufficient for our purpose below and we establish a

stronger decay, as follows.

Lemma 4.1. The matter field satisfies the pointwise bound

kr2X��1j�jp�4kL1.MEM
s / . ."? C C1"/

´
s1C2ı ; p D N;

s2ı ; p D N � 5:

Proof. In view of inequality (4.11), we want to “trade” a factor X for a factor r , and
we only need to deal with the domain Mnear

s . We need the decay property near the light
cone stated in Proposition 2.6. We consider the Klein–Gordon equation g˛ˇ@˛@ˇ� �
c2� D 0 and with the notation therein, we set

f D h��@�@�� D h
?��@�@�� C u

��@�@��:

For the first term h?��@�@�� above, the decay condition on h? in (3.1a) yields us

jh?��@�@��jp�4 . "?."? C C1"/r�2X��
´
s1Cı ; p D N;

sı ; p D N � 5:

For the second term u��@�@��, by [30, Lemma 10.1] we have ju�� jp . jujp and, by
recalling the Sobolev decay (4.8) and (4.10), we find

ju��@�@��jp�4 . jujp�4j@�jp�3

. ı�1."? C C1"/2r�2X1����
´
s1C2ı ; p D N;

s2ı ; p D N � 5:

On the other hand, recalling (3.10) we have

r�2X1��F EM;p;k
�;c .s; �/ . ."? C C1"/r�2X1��

´
s1Cı ; p D N;

sı ; p D N � 5:

We are thus in a position to use the general pointwise decay enjoyed by Klein–Gordon
fields, as stated in [30, Proposition 9.5] and we arrive at the desired conclusion.
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4.2. Basic estimates for nonlinearities: energy norm

Improving the energy estimates. We differentiate the metric and matter evolution
equations (1.12) with respect toZ D @ILJ�K (with ord.Z/D jI j C jJ j C jKj �N
or � N � 5) and obtaine�gZu D �ŒZ; h��@�@� �u˛ˇ CZ�P?˛ˇ Œu��CZ�Q?

˛ˇ Œu�
�

CZ
�
I?˛ˇ Œu�C 2 R.w/ ?

˛ˇ � u
��@�@�g

?
˛ˇ

�
� 8�Z

�
2T˛ˇ � Tg˛ˇ

�
; (4.12a)

and e�gZ� � c2Z� D �ŒZ; h��@�@� ��; (4.12b)

in which I?Œu� represent the reference-perturbation interaction terms presented in [30,
(10.8)]. Our main task is to control kJ��1X� jT jN kL2.MEM

s /, where T represents any
of the terms of the right-hand sides of (4.12). Thanks to (2.10) we have

kJ��1X� jT jN kL2.MEM
s / . ksX

��jT jN kL2.MEM
s /: (4.13)

Linear-critical and super-critical nonlinearities. We treat first the comparatively
easier terms, that is, the reference-perturbation interaction terms I?Œu�, the term
u��@�@�h

?
˛ˇ

, and the source terms associated with the scalar field. On the other hand,
the null terms, the quasi-null term and the commutators require different arguments
and will be the subject of later sections. We set

W linear
WD F˛ˇ .g

?; g?I @g?; @u/C F˛ˇ .g
?; g?I @u; @g?/;

W super
WD F˛ˇ .u; g

?
I @g?; @g?/C F˛ˇ .g

?; uI @g?; @g?/

C B?˛ˇ Œu�CC?
˛ˇ Œu� � 8�.2T˛ˇ � Tg˛ˇ /C 2 R.w/ ?

˛ˇ :

(4.14)

It is a simple matter to check that

kJ��1X� jW linear
jp;kkL2.MEM

s / . ı
�1."? C C1"/

2s�1�ı ; (4.15)

while
kJ��1X� jW super

jp;kkL2.MEM
s / . ı

�1."? C C1"/
2s�1�ı : (4.16)

On the other hand, for super-critical terms involving the reference metric we find

ksX��jF˛ˇ .u; g?I @g?; @g?/jN kL2.MEM
s / C ksX

��jB?˛ˇ Œu�jN kL2.MEM
s /

C ksX��jC?
˛ˇ Œu�jN kL2.MEM

s / . ."? C C1"/
2s�1�ı ; (4.17)

as well as for super-critical terms involving the matter field

ksX��j2T˛ˇ � Tg˛ˇ jN kL2.MEM
s / . ."? C C1"/

2s�1�ı :
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We can now apply the Hardy–Poincaré inequality in Proposition 2.4 and obtain

ksX��ju@@h?jN kL2.MEM
s / . ı

�1"?."?CC1"/s
�3Cı . ı�1."?CC1"/2s�2: (4.18)

4.3. Basic estimates for nonlinearities: pointwise norm

Estimates for the metric. We use our linear bounds and obtain

jI?˛ˇ Œu�jN�4 C ju
��@�@�g

?
jN�4 . ı�1."? C C1"/2r�3X��s2ı (4.19)

and
ju��@�@�g

?
˛ˇ jN�3 . ı

�1"?."? C C1"/r
�4X1��sı : (4.20)

Estimates for the matter field. For the matter interaction terms, thanks to (4.10),
(4.11), and Lemma 4.1 we haveX

˛;ˇ

j2T˛ˇ � .T

g


 /g˛ˇ jN�3 DW jT .�/jN�3

. ."? C C1"/2r�3X1�2�s1C3ı : (4.21)

Here and from now on, we use the short-hand notation T .�/ for the matter term
contributions 2T˛ˇ � .T

g

 /g˛ˇ . For the proof, we recall the expression of T˛ˇ
and, using the pointwise decay of Klein–Gordon fields in Proposition 2.6, obtain (see
[30, (12.35) and Lemma 12.1])

j@�@�jN�3 . j@�jN�3j@�jŒ.N�3/=2� . ."? C C1"/2r�3X1�2�s1C3ı : (4.22)

The bound for j�2jN�3 is similar and we omit the details. Using the fact that
jh˛ˇ jN�3 . 1, we obtain (4.21).

Bounds on null metric component. The null component gN 00 of the metric plays a
special role in our analysis, and the decay of its gradient is considered now. Thanks to
the wave gauge condition as derived in [30, Lemma 11.3], we have the decay property

j@gN 00
jN�3 . ı�1

�
"? C C1"

�
r�1��sı in MEM

Œs0;s1�
: (4.23)

Indeed, consider the right-hand side the inequality in [30, Lemma 11.3] with p D
N � 3, namely

j@gN 00
jN�3 .j=@

N
hjN�3 C r

�1
jhjN�3 C

X
p1Cp2DN�3

jhjp1
j@hjp2

:

We need to substitute the Sobolev bounds (4.7) on j@hjN�3 and j=@N
hjN�3, together

with the bound for jhjN�2 from (4.9).
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5. Estimates based on the structure of the Einstein equations

5.1. Commutator and Hessian estimates for the metric

Basic pointwise estimates. Throughout, the bootstrap assumptions (3.10) and (3.11)
are assumed, and ."? C C1"/ is taken to be sufficiently small. So far all the estimates
are similar to the ones we had derived in the general regime (but by taking � D 1) in
[30]. Now, we focus on the harmonic decay estimates. From [30, Sections 6 and 8], we
recall the following result (extracted from Propositions 6.10 and 8.5 therein). Observe
that the inequalities now are simpler in comparison to the general � regime, due to
the fact that now we have a “good” control of the component HN 00. We first write
[30, Proposition 6.10] in a different form that will be more appropriate in the present
paper, and next we state our improved estimate for the Hessian.

Proposition 5.1 (Hessian for the wave equation near the light cone). Consider the
wave operator e�gu D g˛ˇ@˛@ˇu in which g˛ˇ D g˛ˇMink CH

˛ˇ , and assume that,
for some "1 � 1,

jH j � "1 in Mnear
`;Œs0;s1�

; (5.1)ˇ̌
HN 00

ˇ̌
� "1

1C jr � t j

r
in Mnear

`;Œs0;s1�
: (5.2)

Then, for any function u one has

1C jr � t j

r
j@@uj . je�guj C t�1j@uj1;1 in Mnear

`;Œs0;s1�
(5.3)

and, more generally at arbitrary order .p; k/,

1C jr � t j

r
j@@ujp;k . je�gujp;k C t�1j@ujpC1;kC1 C T hier

p;k ŒH; u�

C T
easy
p;k

ŒH; u�C T
super
p;k

ŒH; u� in Mnear
`;Œs0;s1�

; (5.4)

where the notation of (2.15) is used.

Sketch of the proof of Proposition 5.1. From [30, Proposition 8.5] (and by recalling
[30, (8.18)]) we find

1C jr � t j

r
j@@ujp;k

. je�gujp;k C t�1j@ujpC1;kC1 C X
ord.Z/�p
rank.Z/�k

ˇ̌
ŒZ;H˛ˇ@˛@ˇ �u

ˇ̌
; (5.5)
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in which we control the last term thanks to the hierarchy property for commutators
(2.15), namely

1C jr � t j

r
j@@ujp;k . je�gujp;k C t�1j@ujpC1;kC1

C
�
jHN 00

j C t�1jr � t jjH j
�
j@@ujp�1;k�1

C T hier
p;k ŒH; u�C T

easy
p;k

ŒH; u�C T
super
p;k

ŒH; u�:

Thanks to our smallness assumptions (5.1) and (5.2) (for a sufficiently small "1), the
third term in the right-hand side above is absorbed on the left-hand side, and (5.4) is
established.

We will also use the second part of [30, Proposition 8.5], restated in the following
form.

Proposition 5.2 (Hessian for the wave equation away from the light cone). Suppose
that, for some "1 � `,

jH j � "1 in Mfar
`;Œs0;s1�

: (5.6)

Then, for any function u the following pointwise inequality holds (where the commu-
tator is bounded by (2.16)):

j@@ujp;k . .1C tX�1/
�
je�gujp;k C t�1j@ujpC1;kC1�

C

X
ord.Z/�p
rank.Z/�k

jŒZ;H˛ˇ@˛@ˇ �uj in Mfar
`;Œs0;s1�

:

Estimates on the Hessian of the metric perturbation. The arguments in [30, Sec-
tion 13] somewhat simplify since the coupling between the commutator and the Hes-
sian contributions is no longer required at the leading order. For clarity in the presen-
tation, we treat first the remaining terms in (5.4).

Lemma 5.3. Using the notation (2.15b), for all p � N � 4 the metric perturbation
satisfies

jT hierŒH; u�jp;k C jT
easyŒH; u�jp;k C jT

superŒH; u�jp;k

.
�
."? C C1"/C rX�1jLhN 00

jk�1

�X
r
j@@ujp�1;k�1

C ı�1."? C C1"/
2
hri�2X��s2ı in Mnear

`;Œs0;s1�
; (5.7)

while
jŒZ;H˛ˇ@˛@ˇ �uj . ."? C C1"/j@@ujp;k;

ord.Z/ � p; rank.Z/ � k in Mfar
`;Œs0;s1�

:
(5.8)
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Proof. The result is analogous to the one in [30, Proposition 13.1]. In view of (3.1a),
(4.7), (4.8) and (4.23), we have

jHN 00
jN�2 . jhN 00

jN�2;

j@HN 00
jN�3 . ı�1

�
"? C C1"

�
r�1��sı ;

jH jN�3 . ı�1."? C C1"/r��sı ;

j@H jN�3 . ."? C C1"/r�1X��sı :

(5.9)

Observing that

j@@ujN�4 . j@ujN�3 . ."? C C1"/r�1X��sı

and substituting these bounds in (2.15b), we obtain the desired result (5.7). The esti-
mate (5.8) is established in the same manner and we omit the details.

Proposition 5.4. There exists a constant "s >0, determined byN , such that, provided

jhN 00
jN�4 � "sr

�1 in MEM
Œs0;s1�

; (5.10)

the metric perturbation satisfies

X
r
j@@ujN�4 C j@=@

N
ujN�4 . ."? C C1"/r�2X��s2ı in Mnear

`;Œs0;s1�
; (5.11)

together with

j@@ujN�4 . `�1."? C C1"/t�1r�1X��s2ı in Mfar
`;Œs0;s1�

: (5.12)

Proof. We recall [30, Lemma 13.3], which we apply with the choice � replaced by �
which is possible since � < 1. We obtain

je�gujp;k . ."? C C1"/r�2X��s2ı C "?r�3 in MEM
Œs0;s1�

; p � N � 4: (5.13)

Then we substitute (5.7) and (4.6) (applied in t�1j@ujpC1;kC1) into (5.4), and we
obtain the bound for j@@ujp;k , provided ."? C C1"/ C rX�1jLhN 00jk�1 is suffi-
ciently small. The bound for j@=@N

ujp;k is obtained thanks to [30, (6.4a)]. For (5.12),
we apply (5.8) and Proposition 5.2 with ."? C C1"/ sufficiently small.

Hessian of the null component. We also need the following pointwise estimate
which is a direct application of the wave gauge condition (1.11).

Lemma 5.5. As a consequence of (5.11) and the wave gauge condition one has

j@@hN 00
jN�4 . ."? C C1"/r�1��X��s2ı in Mnear

Œs0;s1�
:
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Proof. We only give an outline of the argument. Recalling [30, (11.22b)], we have

j@t@th
N 00
jp;k . j@=@

N
hjp;k C r

�1
j@hjp;k

C

X
p1Cp2Dp
k1Ck2Dk

�
jhjp1;k1

j@@hjp2;k2
C j@hjp1;k1

j@hjp2;k2

�
C r�1

X
p1Cp2Dp
k1Ck2Dk

j@hjp1;k1
jhjp2;k2

:

By substituting (4.6), (4.9), and (5.11), the desired result holds under the condition
ı�1."? C C1"/ . 1.

5.2. Asymptotically harmonic decay of the null metric component

Objective. We now establish the following result which is similar to [30, Proposi-
tion 14.1]. Importantly, our bound here is sharper than the one derived in [30], which
was only concerned with a sub-harmonic decay.

Proposition 5.6. Under the bootstrap assumptions within Œs0; s1�, one has

jhN 00
jN�4 . ."? C C1"/hri�1 in MEM

Œs0;s1�
; (5.14)

inf
Mnear

`;Œs0;s1�

.�r hN 00/ �
1

2
"?: (5.15)

Pointwise estimates. An important ingredient of the method is the derivation of
pointwise estimates, as now stated. Given a triple of data .f; u0; u1/ we consider
the solution u D u.t; x/ to

�u D f; u.1; x/ D u0.x/; @tu.1; x/ D u1.x/; x 2 R3; (5.16)

and we use the notation

u D ��1Œu0; u1; f �;
��1initŒu0; u1� WD �

�1Œu0; u1; 0�;

��1sourŒf � WD �
�1Œ0; 0; f �:

(5.17)

We consider the effect of a decaying source, represented by the operator ��1sour. We
denote byƒt;x WD ¹.�; y/ = t � � D jx � yj; 1 � � � tº the past light cone associated
with a point .t; x/. In the present paper, we will rely especially on the critical case
below (and refer to [30] for additional details).

Proposition 5.7 (Sup-norm estimates for the wave equation). Consider a function f
satisfying, for some ˛1; ˛2; ˛3,

jf .�; y/j . C1�˛1.� C jyj/˛2
�
1C j� � jyjj

�˛3 ; .�; y/ 2 ƒt;x : (5.18)
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Case 1 (typical). When ˛1 D�1C � and ˛2 D�1� � and ˛3 D�1C� for some
� C � < � and 0 < �; �; � � 1=2, one hasˇ̌
��1sourŒf �.t;x/

ˇ̌
.C1

�
��1C��1C j�� �j�1

�
j�C�� �j�1.t C r/�1: (5.19a)

Case 2 (sub-critical). When ˛1 D 0 and ˛2 D �2 � � and ˛3 D �1C � for some
0 < �;� � 1=2, one has

ˇ̌
��1sourŒf �.t; x/

ˇ̌
. C1

8̂̂<̂
:̂
��1j� � �j�1.t C r/�1t��� ; � > �;

��1.t C r/�1 ln.t C 1/; � D �;

��1j� � �j�1.t C r/�1; � < �:

(5.19b)

Case 3 (critical). When ˛1 D 0 and ˛2 D �2 and ˛3 D �1 � � for some � 2
.0; 1=2/, one hasˇ̌

��1sourŒf �.t; x/
ˇ̌
. C1��1.t C r/�1

�
1C X�� ln

� t
X

��
: (5.19c)

Case 4 (super-critical). When ˛1 D 0 and ˛2 D �2 C � and ˛3 D �1 � � for
some 0 < � < � < 1=2, one has

j��1sourŒf �.t; x/j . C1
�
j� � �j�1 C ��1��1X��t�

�
.t C r/�1: (5.19d)

Controlling j�ujp;k. We recall the following decomposition introduced in [30, Sec-
tion 14]:

M
good
Œs0;s1�

WD
®
r � t � 1C ."? C C1"/t

1=2
¯
\MEM

Œs0;s1�
;

Mbad
Œs0;s1�

WD
®
t � 1 � r � t � 1C ."? C C1"/t

1=2
¯
\MEM

Œs0;s1�
:

(5.20)

The formulation [30, (14.1)–(14.4)], and specifically [30, (14.2)], can be restated as

jA˛ˇ Œh�jN�2 . ı�2."? C C1"/2r�2�s2ı : (5.21)

Then the statement in [30, (14.4)] still holds. Furthermore, thanks to (3.1a) and (3.8),
we have

r j„N 00
jN�4 C r ju

N 00
init jN�4 . ."? C C1"/:

Then we find

.1C r C t /jhN 00
jp;k . hrijusourjp;k C ."? C C1"/; p � N � 4: (5.22)

The only issue is to estimate r jusourjp;k and, for this purpose, we need to bound
j�ujp;k . The following result is analogous to [30, Lemma 14.3].
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Lemma 5.8. Under the condition (5.10), such that (5.11) and (5.12) hold, one has

j�ujN�4 . `�1ı�1."? C C1"/2t�1C.3=2/ır�1��X�1C.1��/

C ı�1."? C C1"/
2r�2�3ıX�1Cı in Mfar

`;Œs0;s1�

and

j�ujN�4 . ."? C C1"/r�2CıX�1��.r jhN 00
jN�4/

C ı�1."C C1"/
2r�2�3ıX�1Cı in Mnear

`;Œs0;s1�
:

Proof. As in the proof of [30, Lemma 14.3], we need to establish pointwise bounds
on the following quantities:

jh��@�@�ujk; ju��@�@�h
?
jk; jP?Œu�jk; jQ?Œu�jk;

jI?Œu�jk; jT Œ��jk; j
.w/R?˛ˇ jk :

(5.23)

The estimates established in the general theory are sufficient for all but the first term
and, for convenience, we recall the previous bounds as follows:

jP?Œu�jN�4 C jQ
?Œu�jN�4 . ."? C C1"/2�4ır�2�3ıX�1Cı ;

jI?Œu�jN�4 C ju
��@�@�h

?
jN�4 . ı�1."? C C1"/2r�2�3ıX�1Cı ;

jT Œ��jN�4 . ."? C C1"/2r�2�3ıX�1Cı ;

(5.24)

and j.w/R?
˛ˇ
jk is bounded by (3.1b), which is stronger than the inequality [30, (14.6)]

applied in the proof of [30, Lemma 14.3]. We thus focus on the first term jh��@�@�ujk
and, first of all, we have

jh��@�@�u˛ˇ jk . jhN 00@t@tujk C jH@=@
N
ujk C r

�1
jH@ujN�4: (5.25)

Thanks to (4.8), (5.11) and provided � � 1=2� .3=2/ı, the second term is bounded as

jH@=@
N
ujN�4 . ı�1."? C C1"/2r�3X1�2�s3ı

. ı�1."? C C1"/2r�2�3ıX�1Cı in Mnear
Œs0;s1�

:

On the other hand, to handle the “far” region we rely on (5.12) in combination with
(5.9) which leads us to the relevant estimate that is stated in Lemma 5.8.

The last term of the right-hand side of (5.25) is trivial thanks to the decreasing
factor r�1,

r�1jH@ujN�4 . ı�1."? C C1"/2r�2��X��sı . ı�1."? C C1"/2r�2�3ıX�1Cı ;

provided � � 1=2 � .5=4/ı. For the first term of the right-hand side of (5.25), we first
apply [30, (13.5)] and (4.9), so

jhN 00@t@tujN�4 . `�1ı�1."? C C1"/2t�1C.3=2/ır�1��X�1C.1��/ in Mfar
Œs0;s1�

:
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We have arrived at the first inequality. On the other hand, we rely on (5.10) and apply
(5.11) and obtain

jhN 00@t@tujN�4 . ."? C C1"/r�2CıX�1��
�
r jhN 00

jN�4

�
in Mnear

Œs0;s1�
;

and, in combination with the above inequalities, we arrive at the second inequality.

Proof of Proposition 5.6. Step 1. We consider (5.14) first. We first establish the bound
in Mfar

`;Œs0;s1�
, which is achieved by a direct application of Proposition 5.7 in combi-

nation with Lemma 5.8 and (5.22). We observe that Mfar
`;Œs0;s1�

is past complete, in the
sense that for any .t; x/ 2Mfar

`;Œs0;s1�
the past cone

ƒ.t;x/ WD ¹.�; y/ 2MŒs0;s1� = jy � xj � t � �º

is entirely contained in Mfar
`;Œs0;s1�

. Then, by Proposition 5.7, Case 1 (� D .3=2/ı,
� D 1 � �, � D �) and Case 2 (� D ı, � D 3ı), we obtain (under the condition
� � 1=2 � .5=4/ı)

jusourjN�4 . `�1ı�2."? C C1"/2.t C r/�1 C ı�1."? C C1"/2.t C r/�1;

which leads us to
jusourjN�4 . `�1ı�2."? C C1"/2hri�1: (5.26)

Then recalling (5.22), we obtain (5.14) in Mfar
`;Œs0;s1�

.
Then we consider the region Mnear

`;Œs0;s1�
and define

s� D sup
s02Œs0;s1�

®
(5.10) is valid in Mnear

`;Œs0;s0�

¯
: (5.27)

Provided ."?CC1"/ is sufficiently small, we have s�>s0 and for all .t;x/2M
good
`;Œs0;s��

,

ƒ.t;x/ D ¹.�; y/ 2MŒs0;s1� = jy � xj � t � �º �M
good
Œs0;s��

:

We also have

X�8ı . ."? C C1"/�8ır�4ı in M
good
Œs0;s1�

\Mnear
`;Œs0;s1�

:

Thus, by Lemma 5.8, in M
good
Œs0;s��

,

j�ujN�4 . `�1ı�1."? C C1"/2t�1C.3=2/ır�1��X�1C.1��/

C
�
ı�1."? C C1"/

2
C ."? C C1"/

1�8ır jhN 00
jN�4

�
r�2�3ıX�1Cı

(5.28)
provided 7ı � �. (Here C is a constant determined by N .) Then, by Proposition 5.7
(Case 1 and Case 2), we obtain

jusourjN�4 . `�1ı�2."? C C1"/2hri�1

C ı�1."? C C1"/
1�8ı
hri�1 sup

M
good
Œs0;s��

�
r jhN 00

jN�4

�
:
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Recalling (5.22), we obtain

hrijhN 00
jN�4 . ."? C C1"/C `�1ı�1."? C C1"/2

C ı�1."? C C1"/
1�8ı sup

M
good
Œs0;s��

�
r jhN 00

jN�4

�
;

which leads us to (provided ."? C C1"/ is sufficiently small, as determined by N )

hrijhN 00
jN�4 . ."? C C1"/C `�1ı�2."? C C1"/2 in M

good
Œs0;s��

: (5.29)

Next, we consider the region Mbad
Œs0;s��

\Mnear
`;Œs0;s1�

and we rely on a technique of
integration towards the light cone. We observe that for .t; x/ 2Mbad

Œs0;s��
, we denote

by .t; xx/ 2M
good
Œs0;s��

\Mbad
Œs0;s��

with x=jxj D xx=jxxj. Then, for ord.Z/ � N � 4 we
have (with @EHr D .xa=r/@EHa )

ZhN 00.t; x/ D ZhN 00.t; xx/ �

Z jxxj
jxj

@EHr ZhN 00.t; �x=jxj/ d�:

Then, in view of (5.29) and (4.23), we have

hrijZhN 00
j . ."? C C1"/C `�1ı�2."? C C1"/2

C hti
ˇ̌
j Nxj � jxj

ˇ̌
sup

MEM
Œs0;s��

¹j@ZhN 00
jN�4º

. ."? C C1"/C `�1ı�2."? C C1"/2 C ."? C C1"/2hti1=2��Cı=2:

Combining with (5.29) we find

sup
MEM

Œs0;s��

®
hrijhN 00

jN�4

¯
. ."? C C1"/C `�1ı�2."? C C1"/2: (5.30)

Recalling (5.27), we observe that when ."? C C1"/ is sufficiently small, the above
bound leads us to

r jhN 00
jN�4 <

1

2
"s in Mnear

`;Œs0;s��
: (5.31)

By continuity, we conclude that s�D s1 since, otherwise, sup
M

good
s�
.r jhN 00jN�4/ D "s

would contradict (5.31). Next, (5.14) follows from (5.30), provided `�1ı�1."? C
C1"/ . 1. This completes the proof of (5.14).

Step 2. We now turn our attention to (5.15), which, in some sense, is a special
case of (5.14) but also provides us with a key sign. We recall the following identity
(established in [30, (14.3)])

rhN 00
D rg?.l; l/C ruinit.l; l/C rhN 00

pertur

D r
�
g?.l; l/C uinit.l; l/

�
� r

X
˛;ˇ

‰N 0

˛‰
N 0

ˇusour;˛ˇ C r‰
N 0

˛‰
N 0

ˇA˛ˇ Œh�:
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Thanks to (3.7) and (5.21), we find

rhN 00
� �"? C Cr jusourj C ı

�2."? C C1"/
2r1�2�Cı :

Substituting (5.14) in (5.28) we obtain

j�uj . `�1ı�1."? C C1"/2t�1C.3=2/ır�1��X�1C.1��/

C ı�1."? C C1"/
2�8ır�2�3ıX�1Cı in M

good
Œs0;s1�

: (5.32)

By Proposition 5.7 (Case 1 and Case 2), we obtain

hrijusourj . `�1ı�2."? C C1"/2�8ı in M
good
Œs0;s1�

;

which leads us to (for some constant C > 0)

rhN 00
� �"? C C`

�1ı�2."? C C1"/
2�8ı in M

good
Œs0;s1�

: (5.33)

Again, we perform an integration towards the light cone in order to cover Mbad
Œs0;s1�

hN 00.t; x/ D hN 00.t; xx/ �

Z jxxj
jxj

@EHr hN00.t; �x=jxj/ d�

� hN 00.t; xx/C C."? C C1"/
2t�1

� �"?jxxj
�1
C C`�1ı�2."? C C1"/

2�8ı
jxxj�1 C C."? C C1"/

2t�1

� �"?r
�1
C C

�
."? C C1"/

2
C `�1ı�2."? C C1"/

2�8ı
�
r�1

in Mbad
Œs0;s1�

. We recall that " � C?"? with C? a given constant, thus, when "? suffi-
ciently small, the above inequality together with (5.33) leads us to (5.15).

5.3. Sharp decay for the gradient of good metric components

Objective and strategy. We now turn our attention to the estimates for @=u for the
good components =u of the metric perturbation.

Proposition 5.9. Under the bootstrap assumption in Œs0; s1� and as a consequence
of (5.14), one has in Mnear

`;Œs0;s1�

j@=ujN�4;k .
�
`�ı=2 C ı�2

�
."? C C1"/hri

�1X�1=2�ı=2

�
�
1C ."? C C1"/.lnhri/k

�
; 0 � k � N � 4; (5.34)

j@@=ujN�5;k . .`�ı C ı�2/."? C C1"/hri�1X�1�ı

�
�
1C ."? C C1"/.lnhri/k

�
; 0 � k � N � 5: (5.35)

Our proof relies on the following result, which was pointed out first in [35] and
formulated as follows in [30].
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Proposition 5.10 (Weighted pointwise estimate in the Euclidean-merging domain).
Consider a metric g˛ˇ D g˛ˇMink CH

˛ˇ defined in Mnear
`;Œs0;s1�

and satisfying

jHN 00
j � 1; HN 00

� 0 in Mnear
`;Œs0;s1�

: (5.36)

Given any � � 0, for any function u defined Mnear
`;Œs0;s1�

one has

X�j.@t � @r/.ru/j.t; x/ . sup
�`

s0;s1

.r � t C 2/�
�
r j@uj C juj

�
C

Z t

t0

X.�; r/�r
�
r�1j=@

N
uj1;1 C jH jj@=@

N
uj

C r�1jH jj@uj C je�guj�ˇ̌'t;x.�/
d�;

in which the supremum is taken over the set �`s0;s1 D L`;Œs0;s1� [Mnear
`;s0

.

Our strategy is to apply the above estimate to the wave equations satisfied by the
components Z=uN

˛ˇ . More precisely, we observe thate�guN
˛ˇ D L1˛ˇ C L2˛ˇ C S1˛ˇ ; (5.37)

where uN
˛ˇ
WD ‰N ˛0

˛ ‰
N ˇ 0

ˇ u˛0ˇ 0 and

L1˛ˇ WD u˛0ˇ 0e�g�ˆN ˛0

˛ ˆ
N ˇ 0

ˇ

�
;

L2˛ˇ WD g
��@�

�
ˆN ˛0

˛ ˆ
N ˇ 0

ˇ

�
@�u˛0ˇ 0 ;

S1˛ˇ WD ˆ
N ˛0

˛ ˆ
N ˇ 0

ˇ
e�gu˛0ˇ 0 :

For any Z D @ILJ�K with ord.Z/ � N � 4, we then writee�g.ZuN
˛ˇ / D ZL1˛ˇ CZL2˛ˇ CZS1˛ˇ C S2˛ˇ ;

S2˛ˇ D S2˛ˇ Œu� WD �ŒZ; h
��@�@� �u

N
˛ˇ ;

(5.38)

e�g.Z@tuN
˛ˇ / D Z@t .L1˛ˇ C L2˛ˇ C S1˛ˇ /C S

0
2˛ˇ ;

S 02˛ˇ D S
0
2˛ˇ Œu� WD �ŒZ@t ; h

��@�@� �u
N
˛ˇ :

(5.39)

In order to eventually control Z=uN
˛ˇ , we need to estimate the source terms on the

right-hand side, which is our main task in the rest of this Section 5.3.

Estimates on source terms. We are in a position to establish the following result.

Proposition 5.11. As a consequence of (5.14), for all ord.Z/�N � 4 and rank.Z/D
k � N � 4 one has

X1=2Cı=2r je�gZ=uN
j . ."? C C1"/r�1

�
rX1=2Cı=2j@=uN

jN�4;k�1

�
C ı�1."? C C1"/r

�1�ı ; (5.40a)
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while for all ord.Z/ � N � 5 and rank.Z/ D k � N � 5 one has

rX1Cı je�gZ@t =uN
j . ."? C C1"/r�1

�
rX� j@@=uN

jN�5;k�1

�
C ı�1."? C C1"/r

�1�ı : (5.40b)

Proof. The proof is similar to that in [30, Proposition 15.2]. The only difference con-
cerns the estimates for S2�� Œu� and S 02�� Œu�, while the remaining terms are bounded
by ı�1."? C C1"/r�1�ı . Recalling Proposition 2.1 together with (5.11) and (5.14)
(which guarantees (5.10)), for .˛; ˇ/ ¤ .0; 0/ we find

jS2˛ˇ jp;k . ."? C C1"/hri�1j@@=uN
jp�1;k�1

C ı�1."? C C1"/
2
hri�2��X��s3ı ; k � p � N � 4;

jS 02˛ˇ jp;k . ."? C C1"/hri
�1
j@@@t =u

N
jp�1;k�1

C ı�1."? C C1"/
2
hri�2��X��s3ı ; k � p � N � 5:

(5.41)

Hence, (5.40a) and (5.40b) are established.

Proof of Proposition 5.9. Relying on the notation in Proposition 5.10, we observe
that by (4.6) and (5.11) expressed on the relevant cone r D t .1 � `/ or r � t ' `r

sup
�`

s0;s1

X1=2Cı=2
�
r j@Z=uN

j C jZ=uN
j
�
. .`�ı=2 C ı�1/."? C C1"/;

sup
�`

s0;s1

X1Cı
�
r j@Z@t =u

N
j C jZ@t =u

N
j
�
. `�ı."? C C1"/:

(5.42)

Then, for .t; x/ 2Mnear
`;Œs0;s1�

and ord.Z/ D N � 4; rank.Z/ D k, after observing that
(5.36) are guaranteed by (3.11) and (5.9), we obtain

X1=2Cı=2j.@t � @r/.rZ=uN /.t; x/j

. .`�ı=2 C ı�1/."? C C1"/C
Z t

t0

rhr � �i1=2Cı=2je�gZ=uN
ˇ̌
't;x.�/

d�

C

Z t

t0

hr � �i1=2Cı=2
�
j=@

N
=uN
jN�3 C r jH jj@=@

N
Z=uN

j

C jH jj@=uN
jN�4

�ˇ̌
't;x.�/

d�

. .`�ı=2 C ı�1/."? C C1"/

C

Z t

t0

."? C C1"/r
�1X1=2Cı=2r j@=uN

jN�4;k�1

ˇ̌
't;x.�/

d�

C ı�1."? C C1"/

Z t

t0

��1�ı d�
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. .`�ı=2 C ı�2/."? C C1"/C ."? C C1"/

�

Z t

t0

��1X1=2Cı=2r j@=uN
jN�4;k�1

ˇ̌
't;x.�/

d�;

where we used2 (5.41), (4.6), and (4.4a). On the other hand, observe that

jZuj . ı�1."? C C1"/r�1X1��sı . ı�1."? C C1"/rı=2�� . ."? C C1"/;

which we apply with u replaced by =uN . This leads us to

r
ˇ̌
.@t � @r/Z=u

N
˛ˇ

ˇ̌
. ."? C C1"/C j.@t � @r/.rZ=uN /j: (5.43)

Now recalling (4.6), for all ord.Z/ � N � 4 we have

r j=@
N
Zuj . C1"r��Cı=2 . ."? C C1"/:

Recalling the identities 2@t D .xa=r/=@
N

a C .@t � @r/ and @a D =@
N

a � .x
a=r/@t , to-

gether with the ordering lemma [30, Lemma 5.8], we obtain the following bound in
Mnear
`;Œs0;s1�

:

rX1=2Cı=2j@=uN
jN�4;k . .`�ı=2 C ı�2/."? C C1"/C ."? C C1"/

�

Z t

t0

��1rX1=2Cı=2j@=uN
jN�4;k�1

ˇ̌
't;x.�/

d�:

Finally, with the notation Bk.t/ WD supMnear
`;Œs0;s�

.rX1=2Cı=2j@=uN
jN�4;k/ (with t D

T E.s/), the above estimate reads

Bk.t/ . .`�ı=2 C ı�2/."? C C1"/C ."? C C1"/
Z t

t0

��1Bk�1.�/ d�; (5.44)

in which the last term does not exist when k D 0. Next, by induction on k varying
from k D 0 to k D N � 4, we conclude and arrive at (5.34). The estimate (5.35) is
established in a similar way, and we omit the details.

Useful inequalities. For k � 1, we can relax (5.44) in the form

Bk.t/ . .`�ı=2 C ı�2/."? C C1"/C ."? C C1"/
Z t

t0

��1Bk.�/ d�: (5.45)

By Gronwall’s inequality, we obtain the slightly weaker version

j@=ujN�4;k

.

´
.`�ı=2 C ı�2/."? C C1"/hri

�1CC."?CC1"/X�1=2�ı=2; 1 � k � N � 4;

.`�ı=2 C ı�2/."? C C1"/hri
�1X�1=2�ı=2; k D 0I

(5.46a)

2The term =uN is a finite linear combination of u with homogeneous coefficients of degree
zero, thus the bounds can be applied.
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j@@=ujN�5;k

.

´
.`�ı C ı�2/."? C C1"/hri

�1CC."?CC1"/X�1�ı ; 1 � k � N � 5;

.`�ı C ı�2/."? C C1"/hri
�1X�1�ı ; k D 0;

(5.46b)

5.4. Pointwise estimates for metric components at low order

Objective. We now collect the pointwise estimates obtained in the previous sections
for the different metric components. The main result is stated as follows.

Proposition 5.12. In Mnear
`;Œs0;s1�

, the metric components satisfy

j@hjN�4;k

.

´
.`�ı=2 C ı�2/."? C C1"/X�1=2�ı=2hri�1; k D 0;

.`�ı=2 C ı�2/."? C C1"/X�1=2�ı=2hri�1CC."?CC1"/; 1 � k � N � 4;

(5.47)

j@@hjN�5;k

.

´
.`�ı C ı�2/."? C C1"/X�1�ıhri�1; k D 0;

.`�ı C ı�2/."? C C1"/X�1�ıhri�1CC."?CC1"/; 1 � k � N � 5:

(5.48)

Furthermore, the source terms usour;˛ˇ defined in [30, (14.1)] enjoys the near-har-
monic decay in the whole domain MEM

Œs0;s1�
,

jusourjk . ."? C C1"/r�1CC."?CC1"/
1=2

; 0 � k � N � 5: (5.49)

We also have estimates for the metric with upper indices, that is

j@H j WD max
˛;ˇ
j@h˛ˇ j:

Corollary 5.13. In Mnear
`;Œs0;s1�

, the metric perturbation satisfies

j@ujN�4;k C j@H jN�4;k

.

´
.`�ı=2 C ı�2/."? C C1"/X�1=2�ı=2hri�1; k D 0;

.`�ı=2 C ı�2/."? C C1"/X�1=2�ı=2hri�1CC."?CC1"/; 1 � k � N � 4;

j@@ujN�5;k C j@@H jN�5;k

.

´
.`�ı C ı�2/."? C C1"/X�1�ıhri�1; k D 0;

.`�ı C ı�2/."? C C1"/X�1�ıhri�1CC."?CC1"/; 1 � k � N � 4:

(5.50)
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Furthermore, as a consequence of (3.1a), in MEM
Œs0;s1�

, one has

jujN�5 C jh˛ˇ jN�5 C jh
˛ˇ
jN�5 . ."? C C1"/hri�1CC."?CC1"/

1=2

: (5.51)

Sharp decay bounds on gradient and Hessian. The following identities will be
used.

Lemma 5.14. When jhjŒp=2� � 1, one has hN
00 D h00 D �

1
4
hN 00 C BŒh� withˇ̌

@tBŒh�
ˇ̌
p;k
. j@t=h

N
jp;k C j@AŒh�jp;k;ˇ̌

@t@tBŒh�
ˇ̌
p;k
. j@t@t=h

N
jp;k C j@@AŒh�jp;k

(5.52)

with
j@AŒh�jp;k .

X
p1Cp2Dp
k1Ck2Dk

j@hjp1;k1
jhjp2;k2

;

j@@AŒh�jp;k .
X

p1Cp2Dp
k1Ck2Dk

�
j@@hjp1;k1

jhjp2;k2
C j@hjp1;k1

j@hjp2;k2

�
C

X
p1Cp2Cp3Dp
k1Ck2Ck3Dk

j@hjp1;k1
j@hjp2;k2

jhjp3;k3
:

Proof. We only outline the proof and refer to [30] where we derived the algebraic
identity

�hN 00
D h00 �

2xa

r
ha0 C

xaxb

r2
hab �‰

N 0

˛‰
N 0

ˇA˛ˇ Œh�; (5.53a)

with

h00 D h
N
00;

ha0 D h
N
˛ˇ‰

N ˛

a‰
N ˇ

0 D �.x
a=r/hN

00 C

X
.˛;ˇ/¤.0;0/

‰N ˛

a‰
N ˇ

0
=h

N

˛ˇ ;

hab D
xaxb

r2
hN
00 C

X
.˛;ˇ/¤.0;0/

‰N ˛

a‰
N ˇ

b
=h

N

˛ˇ :

(5.53b)

Substituting (5.53b) into (5.53a) and separating the linear terms from the nonlinear
ones, we obtain the result.

Proof of (5.47). Combining Lemma 5.14 with (4.7) and (4.9), we obtain

j@AjN�4 C j@@AjN�5 . ı�1."? C C1"/2r�1��X��s2ı : (5.54)
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Combining (4.23), Lemma 5.5, and the condition ı�1."? C C1"/ . 1, we thus find

j@th
N
00jN�4;k . j@t=h

N
jN�4;k C ı

�1."? C C1"/r
�1��s2ı ;

j@t@th
N
00jN�5;k . j@t@t=h

N
jN�5;k C ."? C C1"/r

�1��X��s2ı ;

together with

j@mt hjp;k . j@
m=h

N
jp;k C j@

m
t h

N
00jp;k . j@

m=uN
jp;k C j@

mh?jp;k C j@
m
t h

N
00jp;k :

In view of Proposition 5.9 and (3.1a), we arrive at (5.47) and (5.48).

Proof of (5.50). We only outline the argument. For the bounds on j@uj and j@@uj, we
only need to observe that h˛ˇ D h?˛ˇ C u˛ˇ together with (3.1a). For the bounds on
j@H j and j@@H j, namely j@h˛ˇ j and j@@h˛ˇ j, we recall that �h˛ˇ D h˛ˇ CA˛ˇ Œh�

and apply (5.54).

Proof of (5.49). We rely on Proposition 5.7, and the proof is quite similar to that of the
source in [30, Proposition 16.1], while the only difference is that here we have better
pointwise bounds (5.47), (5.48) and (5.50). More precisely, by (4.19), (4.20), (4.21)
and (3.1b), the terms I?Œu�, u��@�@�h?, T Œ�� and .w/R?

˛ˇ
are bounded (provided

� � 5ı and � � 3=4C .7=4/ı) by

ı�1."? C C1"/
2r�2�3ıX�1Cı :

We only need to improve the estimate of j�u˛ˇ jN�5 in Mnear
`;Œs0;s1�

. More precisely,
we have

jP?Œu�jk C jQ
?Œu�jk

.

´
.`�ı C ı�4/."? C C1"/

2X�1�ır�2; k D 0;

.`�ı C ı�4/."? C C1"/
2X�1�ır�2CC."?CC1"/; 1 � k � N � 4:

(5.55)

Similarly, considering the most challenging component hN 00@t@tu we improve the
estimate of quasi-linear terms as

jh��@�@�ujk .

´
.`�ı C ı�2/."? C C1"/

2X�1�ır�2; k D 0;

.`�ı C ı�2/."? C C1"/
2X�1�ır�2CC."?CC1"/; 1 � k � N � 5;

(5.56)
provided � � 1=2C .5=4/ı. We thus conclude that, in Mnear

Œs0;s1�
,

j�u˛ˇ jk . ı�1."? C C1"/2s�2�3ıX�1Cı

C

´
.`�ı C ı�4/."? C C1"/

2X�1�ır�2; k D 0;

.`�ı C ı�4/."? C C1"/
2X�1�ır�2CC."?CC1"/; 1 � k � N � 4:

(5.57)
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In Mfar
`;Œs0;s1�

and for all k � N � 5, we use X�1 . `�1hri�1 together with (4.6), (4.9)
and (5.12), and arrive at

j@u@ujN�5 . `�4ı."? C C1"/2r�2�3ıX�1Cı ;

jh˛ˇ@˛@ˇujN�5 . `�1ı�1."? C C1"/2t�1C.3=2/ır�1��X�1C� :
(5.58)

In conclusion, we have a control of the wave operator

j�u˛ˇ jk . .`�4ı C ı�1/."? C C1"/2r�2�3ıX�1Cı

C `�1ı�1."? C C1"/
2t�1C.3=2/ır�1��X�1C�

C .`�ı C ı�4/."? C C1"/
2X�1�ır�2CC."?CC1"/

1=2

: (5.59)

Here, for simplicity we have replaced the decay factors r�1 and r�2CC."?CC1"/ by
r�2CC."?CC1"/

1=2
. Applying Proposition 5.7 for the case k � 1, we obtain

jusourjk . .`�4ı C ı�1/ı�2."? C C1"/
2r�1„ ƒ‚ …

Case 2 with �Dı;�D3ı

C `�1ı�3."? C C1"/
2r�1„ ƒ‚ …

Case 1 with �D.3=2/ı
�D1�min.�;�/;�Dmin.�;�/;

������ı

C .`�ı C ı�4/ı�1."? C C1"/
3=2r�1CC."?CC1"/

1=2„ ƒ‚ …
Case 4 with �Dı;�DC."?CC1"/1=2;C."?CC1"/1=2�ı=2

:

Provided .`�ı C ı�4/ı�1."? C C1"/1=2 . 1, we arrive at (5.49).

Proof of (5.51). We rely on the decomposition

h˛ˇ D h
?
˛ˇ C u˛ˇ D h

?
˛ˇ C uinit;˛ˇ C usour;˛ˇ

and, by recalling (3.1a) and (1.20) together with (5.49), we can control jh˛ˇ j. Further,
for jh˛ˇ j, we only need to observe that max˛;ˇ jh˛ˇ j . max˛;ˇ jh˛ˇ j, provided that
max˛;ˇ jh˛ˇ j is sufficiently small.

6. Closing the bootstrap estimates

6.1. Improved energy estimate for general metric components

Objective. This section is devoted to the following result. The proof begins with
the energy estimate (2.12) applied to (4.12). Sufficient integrable L2 decay must be
checked for the terms arising on the right-hand side of the energy estimate.

Proposition 6.1 (Improved energy estimates for the matter field). Under the boot-
strap assumptions, the matter field satisfies

F EM;N
� .s; u/ �

C1

2
"sı ; s 2 Œs0; s1�: (6.1)
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Nonlinearities.

Proposition 6.2 (Sharp energy estimates for nonlinearities). Under the bootstrap
assumptions and as a consequence of the pointwise metric estimates (5.50), for all
s 2 Œs0; s1� one has

X�J��1je�gujp;k

L2.MEM

s /
. .`�ı=2 C ı�2/."? C C1"/

�
s�1F EM;p;k

� .s; u/

C s�1CC."?CC1"/F EM;p;k�1
� .s; u/

�
C ."? C C1"/

2s�1�ı CR?err.s/;

(6.2)
where R?err.s/ denotes the Ricci upper bound in (3.3).

Proof. Null semi-linear terms near the light cone. Recalling the structure of the null
terms, we find

jQ?Œu�jp;k WD max
˛;ˇ
jQ?

˛ˇ Œu�jp;k

.
X

p1Cp2Dp
k1Ck2Dk

j@ujp1;k1
j=@

N
ujp2;k2

C jh?jp
X

p1Cp2Dp
k1Ck2Dk

j@ujp1;k1
j@ujp2;k2

(6.3)

and, in combination with (5.50),

jQ?Œu�jp;k .
X

p1Cp2Dp
k1Ck2Dk

j@ujp1;k1
j=@

N
ujp2;k2

C "?r
�1
j@ujp;kj@ujp1;k1

. .`�ı=2 C ı�2/."? C C1"/

�
�
hri�1j=@

N
ujp;k C hri

�1CC."?CC1"/j=@
N
ujp�1;k�1

�
C ."? C C1"/s

ır�1�� j@ujp DW G1 CG2: (6.4)

We integrate the above inequality so that, thanks to (2.10),

kX�J��1 G2kL2.Mnear
`;s
/ . ."? C C1"/s�1�2�CıkX��j@ujpkL2.Mnear

`;s
/

. ."? C C1"/2s�1�ı : (6.5)

On the other hand, we have

kX�J��1G1kL2.Mnear
`;s
/

. .`�ı=2 C ı�2/."? C C1"/s�1kX��j=@
N
ujp;kkL2.Mnear

`;s
/

C .`�ı=2 C ı�2/."? C C1"/s
�1CC."?CC1"/

1=2

kX��j=@N
ujp�1;k�1kL2.Mnear

`;s
/

. .`�ı=2 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
� .s; u/

�
:
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Quasi-null terms near the light cone. Recalling [30, Lemma 11.2], we have

jP?Œu�jp;k . jP?00Œu�jp;k C j=P
?
Œu�jp;k

.
X

p1Cp2Dp
k1Ck2Dk

j@=uN
jp1;k1

j@=uN
jp2;k2

„ ƒ‚ …
G3

C

X
p1Cp2Dp

�
j=@

N
ujp1
j@ujp2

C jSEM
p1

Œu�jj@ujp2

�
„ ƒ‚ …

G4a

C

X
p1Cp2Cp3Dp

jh?jp3
j@ujp1

j@ujp2„ ƒ‚ …
G4b

The terms in G4a and G4b are null terms and high-order terms, bounded similarly to
G2, so we can focus our attention on G3. By applying (5.46a), we find

ksX��G3kL2.Mnear
`;s
/ . .`�ı=2 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
� .s; u/

�
:

Quadratic semi-linear terms away from the light cone. It remains to derive the desired
bound in Mfar

`;s
. We observe that X�1 . `�1s�2 so, thanks to (6.3) and our bound on

jP?Œu�jp;k ,

jQ?Œu�jp;k C jP
?Œu�jp;k . .1C jh?jN /j@u@ujN .

X
p1Cp2Dp
k1Ck2Dk

j@ujp1;k1
j@ujp2;k2

. j@ujp;kj@ujŒN=2� . ."? C C1"/r�1X��sı j@ujp;k

. `�ı=2."? C C1"/r�1X��Cı=2j@ujp;k :

We thus find

kX�J��1G3kL2.Mfar
`;s
/ . `

�ı=2."? C C1"/kr
�1sX��j@ujp;kkL2.Mfar

`;s
/

. `�ı=2."? C C1"/s�1F EM;p;k
� .s; u/:
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Commutators.

Proposition 6.3 (Sharp energy estimates for commutators). As a consequence of
Lemma 5.13, for all ord.Z/ D p and rank.Z/ D k one has

kX�J��1ŒZ; h˛ˇ@˛@ˇ �ukL2.MEM
s /

. ı�1.`�1 C ı�2/."? C C1"/s�1F EM;p;k
� .s; u/

C ı�1.`�1 C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/

C kX�J��1je�gujp�1;k�1kL2.MEM
s / C `

�1ı�1."? C C1"/
2s�2:

Proof. Estimates away from the light cone. For simplicity in the notation, we define

Ap;k.s/ WD
X

ord.Z/�p
rank.z/�k

kX�J��1ŒZ; h˛ˇ@˛@ˇ �ukL2.Mfar
`;s
/;

Bp;k.s/ WD kX�J��1j@@ujp;kkL2.Mfar
`;s
/:

We recall Proposition 5.2, which gives us

Bp;k.s/ . Ap;k.s/C `�1kX�J��1je�gujp;kkL2.Mfar
`;s
/

C `�1s�1F EM;pC1;kC1
� .s; u/: (6.6)

We then rely on (2.16) and control each term in this inequality as follows.

• For jYrothjp1�1j@@ujp2;k2
we find

jYrothjp . jYroth
?
jp C jYrotujp . "?hri�1 C jYrotujp;

which leads us to

kX�J��1jYrothjp1�1j@@ujp2;k2
kL2.Mfar

`;s
/

.

´
ı�1."? C C1"/Bp�1;k�1.s/; p1 � N � 3;

"?Bp�1;k�1.s/C `�1ı�1."? C C1"/2s�2; p1 � N � 2;
(6.7)

where for the first case we have applied the third bound of (5.9), while for the
second bound we have applied (4.5) and (5.12), provided � � 1=2C .3=2/ı.

• The term jH jj@@ujp�1;k�1 is also bounded by the first case of (6.7).

• The term j@hjp1�1;k1
j@@ujp2;k2

is easier since a partial derivative is acting on h.
We observe that

j@hjp . j@h?jp C j@ujp . "?hri�2 C j@ujp (6.8)

and, using the inequality X�1 . `�1hri�1 valid in Mfar
`;Œs0;s1�

,

kX�J��1j@hjp1�1;k1
j@@ujp2;k2

kL2.Mfar
`;s
/ . `

�ı=2."? C C1"/s
�1F EM;p;k

� .s; u/:

(6.9)
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We then deduce that

Ap;k.s/ . ı�1."? C C1"/Bp�1;k�1.s/C `�ı=2."? C C1"/s�1F EM;p;k
� .s; u/

C `�1ı�1."? C C1"/
2s�2: (6.10)

Combining (6.10) and (6.6) and observing that ı�1."? C C1"/� 1, we obtainX
ord.Z/�p
rank.z/�k

kX�J��1ŒZ; h˛ˇ@˛@ˇ �ukL2.Mfar
`;s
/

. kX�J��1je�gujp�1;k�1kL2.Mfar
`;s
/

C `�1ı�1."? C C1"/s
�1F EM;p;k

� .s; u/

C `�1ı�1."? C C1"/
2s�2; (6.11)

which completes the proof of Proposition 6.3 in Mfar
`;Œs0;s1�

.

Estimates near the light cone. We also introduce the notation

Ap;k.s/ WD
X

ord.Z/�p
rank.z/�k

kX�J��1ŒZ; h˛ˇ@˛@ˇ �ukL2.Mnear
`;s
/;

Bp;k.s/ WD kt�1X1C�J��1j@@ujp;kkL2.Mnear
`;s
/:

Then, in view of (5.5) we get

Bp;k.s/ . Ap;k.s/CkX�J��1je�gujp;kkL2.Mnear
`;s
/C s

�1F EM;pC;kC1
� .s; u/: (6.12)

On the other hand, we recall (2.15) and we need to control each term in its right-hand
side.

• The term .jHN 00j C t�1jr � t jjH j/j@@ujp�1;k�1, thanks to (5.14) and (5.9) (the
third bound), is directly controlled by

X�J��1.jHN 00

j C t�1jr � t jjH j/j@@ujp�1;k�1/


 . ."? C C1"/Bp�1;k�1.s/:

(6.13)

• Thanks to (5.14) and (5.9) (i.e. the third bound therein), the term T hier
p;k
ŒH; u� is

controlled as follows. First of all, we have

jLHN 00
jN�5 C t

�1
jr � t jjH jN�5 . ."? C C1"/Xr�1

and

jLHN 00
jk�1 C t

�1
jr � t jjH jk�1 . jh?jk C jLujk�1 C t�1Xjujk

. "?hri�1 C jYrotujk�1 C t
�1Xjujk :
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We thus deduce that

kX�J��1T hier
p;k ŒH; u�kL2.Mnear

`;s
/

. ."? C C1"/kX�J��1Xr�1j@@ujp�1;k�1kL2.Mnear
`;s
/

C

kX
k1DN�4

kjX�J��1j@@ujp�k1;k�k1
jYrotujk1�1kL2.Mnear

`;s
/

C ."? C C1"/s
2ı
kX�J��1r�2X�� jujN kL2.Mnear

`;s
/;

where (4.23) and (5.11) were used. For the latter term, we apply (4.5) which is
seen to be bounded by ı�1."? C C1"/s�2 (provided � � 1=2C .3=2/ı). For the
second term, we recall (2.20) together with (5.50) and obtain

kjX�J��1j@@ujp�k1;k�k1
jYrotujk1�1jkL2.Mnear

`;s
/

.

8̂̂̂̂
<̂̂
ˆ̂̂̂:
.`�ı C ı�2/."? C C1"/s

�1k�X�1C� jYrotujk�1kL2.Mnear
`;s
/;

(when k1 D k),

.`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/k�X�1C� jYrotujk�2kL2.Mnear

`;s
/;

(when k1 � k � 1),

. .`�ı C ı�2/."? C C1"/s�1F EM;p;k
� .s; u/

C .`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/:

Hence, it follows that

kX�J��1T hier
p;k ŒH; u�kL2.Mnear

`;s
/

. ."? C C1"/Bp�1;k�1.s/C .`�ı C ı�2/."? C C1"/s�1F EM;p;k
� .s; u/

C .`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/

C ı�1."? C C1"/s
�2: (6.14)

• We consider next the terms T easy and T super, and we observe that T super con-
tains a favorable factor t�1 while the second term of T easy contains the factor
t�1jr � t j, supplying sufficient decay in hri�1. Thus, these terms are relatively
easier to handle and we only discuss now the most challenging term, namely
jhN 00jp1�1;k1

j@@ujp2;k2
. When p1 � 1 � N � 3, we apply (4.23) and obtain

kX�J��1j@hN 00
jp1�1;k1

j@@ujp2;k2
kL2.Mnear

`;s
/

. ı�1."? C C1"/s�1�2�CıkX��j@@ujp;kkL2.Mnear
`;s
/

. ı�1."? C C1"/2s�2:
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When p1 � 1 � N � 2, we have p2 � 1 � N � 5 and thus

kX�J��1j@hN 00
jp1�1;k1

j@@ujp2;k2
kL2.Mnear

`;s
/

. skX��j@h?jp1�1;k1
j@@ujp2;k2

kL2.Mnear
`;s
/

C skX��j@ujp1�1;k1
j@@ujp2;k2

kL2.Mnear
`;s
/

. .`�ı C ı�2/."? C C1"/s�1F EM;p;k
� .s; u/

C .`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/:

The weightedL2 norm of the remaining terms is bounded by ı�1."?CC1"/2s�2.

Now we conclude with (6.13), (6.14), and the bounds established on T easy and
T super that

Ap;k . ."? C C1"/Bp�1;k�1.s/C .`�ı C ı�2/."? C C1"/s�1F EM;p;k
� .s; u/

C .`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/

C ı�1."? C C1"/
2s�2:

Substituting (6.12) in the above estimate and recalling ."? C C1"/� 1, we obtainX
ord.Z/�p
rank.z/�k

kX�J��1ŒZ; h˛ˇ@˛@ˇ �ukL2.Mnear
`;s
/

. kX�J��1je�gujp;kkL2.Mnear
`;s
/ C .`

�ı
C ı�2/."? C C1"/s

�1F EM;p;k
� .s; u/

C .`�ı C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p�1;k�1

� .s; u/

C ı�1."? C C1"/
2s�2: (6.15)

In conclusion, by combining (6.11) and (6.15) we arrive at the desired result.

Conclusion. We summarize our result so far as follows.

Proposition 6.4. Under the conclusions of Propositions 6.2 and 6.3, the following
estimate holds for all ord.Z/ � p and rank.Z/ � k:

kX�J��1e�gZu˛ˇkL2.MEM
s /

. ı�1.`�1 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
� .s; u/

�
C `�1ı�1."? C C1"/

2s�1�ı CR?err.s/: (6.16)

At this juncture it is useful to state the following elementary property.
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Lemma 6.5 (Comparison of energy functionals). Given .�; c�; w/ D .�; 0; u/ or
.�; c�; w/ D .�; c; �/ one has

EEM
g;�;c�.s; u/ � .1=4/E

EM
�;c�.s; u/:

Proof. The assumptions required in [30, Section 12.1] are valid in the present context,
especially the inequality hN 00 � 0 in Mnear

`;Œs0;s1�
and the decay

jhj . ."? C C1"/r��sı � ."? C C1"/r�1=2;

and we can thus follow the arguments in [30].

In order to apply (2.12), we still need the following two bounds for (ord.Z/ � p
and rank.Z/ � k and) .�; w/ D .�; u/ or .�; �/:Z

MEM
s

jJGg;�ŒZw�j dx . .`�ı=2 C ı�2/."? C C1"/s�1EEM
� .s; Zw/; (6.17)Z

MEM
s

�X2��1@0.r � t /hN 00
j@tZwj

2 Jdx . ."? C C1"/s�1EEM
� .s; Zw/: (6.18)

The first bound (6.17) is directly derived by applying (5.50) (with k D 0) and (6.18)
is nothing but (5.14). Finally, we are ready to apply (2.12) with .�;w; c�/D .�; u; 0/.
Taking (6.16), (6.17), (6.18) and (3.3) into account, we obtain

d

ds
EEM
g;� .s; Zu/C

d

ds
EL
g;c.s; ZuI s0/

C 2�

Z
MEM

s

�
gN ab=@

N

a Zu=@
N

b ZuC c
2
jZuj2

�
X2��1@0.r � t / Jdx

. .`�ı C ı�2/."? C C1"/s�1EEM
� .s; Zu/ds

C k�X�@tZukL2.MEM
s /kX

�J��1e�gZukL2.MEM
s /

. ı�1.`�1 C ı�2/."? C C1"/

�
�
s�1EEM;p;k

� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
� .s; u/F EM;p;k

� .s; u/
�

C `�1ı�1."? C C1"/
2.1C CR?/s�1�ıF EM;p;k

� .s; u/: (6.19)

Now, let us focus our attention on the left-hand side. In the third term we observe
that @0.r � t / � 0 in MEM

s . Furthermore, since jhj � 1 we have
P
a j
=@

N

a uj
2 .

gN ab=@
N

a u=@
N

b u and this leads us toX
ord.Z/�p
rank.Z/�k

Z
MEM

s

X2��1@0.r � t /gN ab=@
N

a Zu=@
N

b ZuJdx � 0: (6.20)



Einstein–Klein–Gordon spacetimes in the harmonic near-Minkowski regime 387

For the second term of the left-hand side, we recall (2.13) and (3.11) and obtain

d

ds
EL
g;c.s; ZuI s0/ � 0: (6.21)

Summing up, in view of (6.19), for all ord.Z/ � p; rank.Z/ � k we find

d

ds
F EM;p;k
g;� .s; u/ . ı�1.`�1 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
� .s; u/

�
C `�1ı�1."? C C1"/

2.1C CR?/s�1�ı

. ı�1.`�1 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

g;� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
g;� .s; u/

�
C `�1ı�1."? C C1"/

2.1C CR?/s�1�ı :

Observe that when k D 0 the underlined term in the right-hand side does not exist.
We rewrite the above inequality in the form

d

ds
F EM;p;k
g;� .s; u/ � Cı�1.`�1 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

g;� .s; u/C s�1CC."?CC1"/F EM;p�1;k�1
g;� .s; u/

�
C C`�1ı�1."? C C1"/

2.1C CR?/s�1�ı

with C a constant determined by N . Then, by Gronwall’s inequality and by an induc-
tion argument on k, we deduce that

F EM;p;k
g;� .s; u/ � F EM;p;k

g;� .s0; u/s
C."?CC1"/

1=3

� C."? C C1"/
4=3sC."?CC1"/

1=3

;

provided C0 < C1 and

`�1ı�2.1C CR?/."? C C1"/
1=3
� 1;

ı�1.`�1 C ı�2/."? C C1"/
1=3
� 1:

Now we take C."? C C1"/1=3 � ı and C1 > 4C0 together with

"? C C1" � .C1 � 4C0/
3=.4CC1/

3

and we arrive at

F EM;N
� .s; u/ � 2F EM;p;k

g;� .s; u/ �
1

2
."? C C1"/s

ı :
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6.2. Improved energy estimate for the matter field

In comparison with the issues arising with metrics with lower decay, the control of
the matter field is significantly simpler in the harmonic regime for the metric, and we
do not need to distinguish between various components of the metric. We are going
to establish the following result on commutators valid in MEM

Œs0;s1�
:

kX�J��1ŒZ;H˛ˇ@˛@ˇ ��kL2.MEM
s /

. .`�ı=2 C ı�2/."? C C1"/s�1
�
F EM;p;k
�;c .s; �/C sC."?CC1"/F EM;p;k�1

�;c .s; �/
�

C

´
0; k � N � 5;

ı�1."? C C1"/
2; k � N � 4:

(6.22)

To this end, we rely on the general commutator inequality (2.16) (with uD � therein).
Recalling (5.50) (case k D 0) we find

kX�J��1jH jj@@�jp�1;k�1kL2.MEM
s /

. .`�ı=2 C ı�2/."? C C1"/skhri�1X��j@@�jp�1;k�1kL2.MEM
s /

. .`�ı=2 C ı�2/."? C C1"/s�1F EM;p;k�1
�;c .s; �/: (6.23)

For the second term of the right-hand side of (2.16), we observe that, when p1 �
N � 5 and thanks to (5.51),

kX�J��1jYrotH jp1�1j@@�jp2;k2
kL2.MEM

s /

. ."? C C1"/s�1CC."?CC1"/
1=2

F EM;p;k�1
�;c .s; �/; (6.24)

where we used p1 � 1 and p1 C p2 D p, k1 C k2 D k. When p1 � N � 4, we have

jYrotH jp�1 . jh?jp1
C jujp1

. "?hri�1 C jujp1
:

Then, we have

kX�J��1jYrotH jp1�1j@@�jp2;k2
kL2.MEM

s /

. "?kX�J��1hri�1j@@�jp;kkL2.MEM
s / C kX

�J��1jujp1
j@@�jp2;k2

kL2.MEM
s /

. "?s�1F EM;p;k�1
�;c .s; �/C ."? C C1"/s

2ı
kX�J��1r�2X1��jujp;kkL2.MEM

s /

. "?s�1F EM;p;k�1
�;c .s; �/C ."? C C1"/s

1C2ı
kX2���r�2X�1C� jujp;kkL2.MEM

s /

. "?s�1F EM;p;k�1
�;c .s; �/C ."? C C1"/s

1�2�C2ı
kX�1C� jujp;kkL2.MEM

s /;
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where we applied Lemma 4.1. Then in view of (4.5) and (6.24), we obtain

kX�J��1jYrotH jp1�1j@@�jp2;k2
kL2.MEM

s /

.

8̂̂<̂
:̂
ı�1."? C C1"/

2; N � 4 � p � N;

.`�ı=2 C ı�2/."? C C1"/s
�1CC."?CC1"/

� F
EM;p;k�1
�;c .s; �/; p � N � 5:

(6.25)

Finally, for the terms j@H jp1�1;k1
j@@�jp2;k2

, when p1 � N � 3, we apply (5.50) and
obtain 

X�J��1j@H jp1�1;k1

j@@�jp2;k2




L2.MEM

s /

.


X�J��1j@H jN�4;0j@@�jp;k




L2.MEM

s /

C


X�J��1j@H jp1�1;k1

j@�jp;k�1



L2.MEM

s /

. .`�ı=2 C ı�2/."? C C1"/s�1F EM;p;k
�;c .s; �/

C .`�ı=2 C ı�2/."? C C1"/s
�1CC."?CC1"/F EM;p;k�1

�;c .s; �/;

which leads us to (6.22).
Recalling (6.17), (6.18) and (6.21), which are also valid for �, we apply (2.12)

and obtain

d

ds
F EM;p;k
g;�;c .s; u/ . .`�ı=2 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

g;�;c .s; u/C s�1CC."?CC1"/F EM;p;k�1
g;�;c .s; u/

�
for p � N � 5 and

d

ds
F EM;p;k
g;�;c .s; u/ . .`�ı=2 C ı�2/."? C C1"/

�
�
s�1F EM;p;k

g;�;c .s; u/C s�1CC."?CC1"/F EM;p;k�1
g;�;c .s; u/

�
C ı�1."? C C1"/

2

for p � N � 4. Here, C is a constant determined by N . Then we take C0 < C1 and
.`�ı=2C ı�2/."?CC1"/

1=3 � 1 and, by Gronwall’s inequality and an induction on k,
we have

F EM;N�5
g;�;c .s; �/ � F EM;N�5

g;�;c .s0; �/s
C."?CC1"/

1=3

C C."? C C1"/
4=3sC."?CC1"/

1=3

;

F EM;N
g;�;c .s; �/ � F EM;N

g;�;c .s0; �/s
1CC."?CC1"/

1=3

C C."? C C1"/
4=3s1CC."?CC1"/

1=3

;

(6.26)
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with (another) constant C > 0 determined by N . We require that

C."? C C1"/
1=3
� ı; C1 > 4C0; "? C C1" <

�C1 � 4C0
4CC1

�3
:

We have established the refined energy bound for the matter field, and the proof of
Theorem 3.1 is completed.
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