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Introduction by the Organisers

Control theory is an interdisciplinary field that is located at the crossroads of
pure and applied mathematics with systems engineering. It therefore covers a
wide variety of topics, ranging from fundamental mathematical aspects to real
world engineering applications of industrial relevance. In particular, it has deep
connections to different branches of pure and applied mathematics, including e.g.
operator theory, real and complex analysis, probability theory, commutative alge-
bra, as well as algebraic and differential geometry.

The Oberwolfach workshop “Regelungstheorie” has the traditional goal of bring-
ing active researchers with both a mathematical and an engineering background
together in order to stimulate a fruitful interaction between these communities.
This diversity of our field was once again nicely reflected in the expertise of the 42
participants of the 2005 workshop from all over the world. A particular effort has
been devoted to inviting newcomers from the somewhat younger generation which
had the refreshing side-effect of an increase in the number of female participants.
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The particular mission of the workshop was as well reflected in the various
themes that have been addressed in the 29 stimulating presentations. The program
has been clustered into rather coherent sessions of three lectures each revolving
around

• Observer and estimation theory
• Robust and fault-tolerant control
• Behaviors
• Optimal control
• Model reduction
• System Identification
• Tracking and path-following
• Infinite dimensional systems

In addition to regular session talks of thirty minutes, each day was initialized
with a somewhat longer presentation that was followed by a five-minute discus-
sant statement. This novel feature provided an extra stimulus for lively general
discussions during the subsequent coffee breaks and beyond.

As a particular highlight, Vincent Blondel and Jan Willems organized and
chaired a session on open problems in systems and control on Tuesday evening.
Eight contributors had the opportunity to present concrete research questions in
seven minutes, followed by a brief two minutes discussion with the audience. Six
of the corresponding abstracts related to the open problems have been collected
at the end of this report and should, in view of the raised challenges, stimulate
lots of new research initiatives.

In addition to the excellent scientific program most participants could as well
enjoy the traditional Wednesday afternoon walk to St. Roman, with beautiful
weather and in a wonderful winter landscape. The day was concluded by an
impressive musical evening with excerpts from Schubert’s “Winterreise” presented
by P. Hippe (bariton) and P. Lohmann (piano).
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Abstracts

Issues in Model Reduction of Large-Scale Systems

Athanasios C. Antoulas

There are two main approaches to model reduction of large-scale systems. The
first is known as the SVD approach and includes approximation methods like
balanced truncation and Hankel norm approximation. The second is known as the
Krylov approach and consists of moment matching methods. The latter include
parameters (interpolation points) which need to be appropriately chosen. The
purpose of this talk was to discuss the choice of these parameters so that certain
goals are achieved. In particular we first discussed the choice of interpolation points
so that passivity is preserved, that is, the reduced system is passive provided that
the original is passive, and subsequently we investigated the choice of interpolation
points so as to achieve reduction which is (sub)optimal in the h2 norm. The main
feature of both choices is the fact that the points turn out to be mirror images of
system poles or zeros, with respect to the imaginary axis.

A New Test for Passivity of Descriptor Systems

Peter Benner

(joint work with Delin Chu)

Passivity is an important concept in circuit and control theory [1]. A linear system

ẋ(t) = Ax(t) +Bu(t), A ∈ Rn×n, B ∈ Rn×m,

y(t) = Cx(t) +Du(t), C ∈ Rp×n, B ∈ Rp×m,

is passive if and only if its transfer function

G(s) = C(sIn −A)−1B +D

is positive real. The positive real lemma (or Kalman–Yakubovich–Popov–Ander-
son lemma) states that for minimal systems this is the case if and only if the linear
matrix inequality (LMI)

(1)

[

ATX +XA XB − CT

BTX − C −(D +DT )

]

≤ 0.

has a positive semidefinite solution X ∈ Rn×n. Moreover, if D + DT > 0, then
G(s) is (strictly) positive real if the algebraic Riccati equation (ARE)

ATX +XA+ (XB − CT )(D +DT )−1(BTX − C) = 0,

has a stabilizing solution X .
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Recently, a similar LMI-based criterion for testing positive realness (and thereby
passivity) of descriptor systems

(2)
Eẋ(t) = Ax(t) +Bu(t), A,E ∈ Rn×n, B ∈ Rn×m,
y(t) = Cx(t) +Du(t), C ∈ Rp×n, B ∈ Rp×m,

was proposed by Freund and Jarre in [3]. It states that the descriptor system (2) is
positive real if the LMI (1) has a solution satisfying ETX = XTE ≥ 0. A Riccati
equation based test is not known in the case that E is singular.

The task of checking passivity of descriptor systems arises, e.g., when validating
models of passive devices generated by automatic modeling tools. It also plays an
important role in model order reduction techniques for the large-scale dynamical
systems that arise in the simulation of VLSI circuits. Most of the methods in use
for this purpose do not compute a reduced-order model that can be guaranteed
to be passive. Unfortunately, the complexity of solving the semidefinite program
related to the LMI arising in the positive real lemma for descriptor systems makes
this test infeasible for many of the aforementioned applications. For single-input
single-output systems, a positive realness test exclusively relying on eigenvalue
computations is proposed in [2], but this does not extend to the general situation.

Here, we investigate a numerical method for testing whether a given general
rational matrix is positive real. The main features of our method are:

• it exclusively relies on orthogonal restricted system equivalence transfor-
mations;

• it has the acceptable computational complexity of order n3;
• it can be implemented in a numerically reliable manner.

The main contribution is that the positive realness test for an arbitrary rational
matrix function is reduced to testing positive realness of a proper rational matrix
function in a special format. Employing this special format, we can use the positive
real lemma for standard systems by employing a recursive reduction procedure
along the lines of the method proposed in [4].

The following lemma is the main step needed for the reduction to the case of a
proper rational function.

Lemma 1. For any regular pencil A− λE there exist orthogonal matrices U, V ∈
Rn×n such that

n1 n2 n3 n4

U(A − λE)V =

2

6

6

4

A11 − λE11 A12 − λE12 A13 − λE13 A14 − λE14

0 A22 A23 − λE23 A24 − λE24

0 0 A33 A34

0 0 0 A44

3

7

7

5

}n1

}n3

}n2

}n4

,

where rank (E11) = n1, rank (E23) = n3, rank (A44) = n4, and

rank

 "

A22 A23 − λE23

0 A33

#!

= n2 + n3 ∀λ ∈ C.

The proof of this lemma is constructive and yields an algorithm to compute
the given form. The algorithm requires a sequence of orthogonal decompositions
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including URV and QR factorizations and the computation of a generalized Schur
form.

Our positive realness test makes use of the fact that the transfer function of (2)
has an expansion at s = ∞ of the form

G(s) = C(sE −A)−1B +D =

q
∑

k=−∞

skMk,

where Mk ∈ Rm×m are the Markov parameters of G. Positive realness can be
related to the Markov parameters as follows, see [1, 3].

Proposition 1. Given a rational matrix-valued function

G(s) = Gp(s) + sM1 +

q
∑

k=2

skMk,

where Gp is the proper part of G, then G(s) is positive real if and only if

(1) Gp(s) is positive real,
(2) M1 ≥ 0,
(3) Mk = 0, k = 2, 3, . . . , q.

Applying the restricted system equivalence

(E,A,B,C,D) 7→ (UEV,UAV,UB,CV,D)

induced by the matrices U, V from Lemma 1, we can prove the following result.

Lemma 2. Let (E,A,B,C,D) be a minimal realization of the descriptor sys-
tem (2). Then:

a) If the descriptor system is positive real, then n2 = n3.
b) If n2 = n3, then Mk ≥ 0 for all k ≥ 2.

With this lemma, the positive realness test of minimal descriptor systems is
reduced to checking M1 ≥ 0 and positive realness of the proper part of G.

We can now distinguish two cases.

Case 1: n2 = n3 = 0: in this case, it is easy to see that in the new coor-
dinates induced by Lemma 1, M1 = 0 and the proper part of G can be
transformed via another orthogonal restricted system equivalence to

(3) Gp(s) =
[

C1 C2

]

(

s

[

E11 0
0 0

]

−
[

A11 A12

A21 A22

])−1 [

B1

B2

]

+ D,

with E11,A22 nonsingular.
Case 2: n2 = n3 6= 0: this case is slightly more involved, but using the struc-

ture imposed by Lemma 1, we obtain a reliable test for M1 ≥ 0 and we
can show that Gp(s) can be transformed to the same representation as in
(3) using again only orthogonal transformations.

Thus, in both cases, we have reduced the passivity test for descriptor systems to
testing positive realness of a proper transfer function which can be done using the
Riccati equation-based criterion resulting from the standard positive real lemma
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together with a specially adapted version of the recursive reduction procedure
given in [4].
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Stable sets of matrices and efficient approximations of the joint
spectral radius

Vincent D. Blondel

(joint work with Yurii Nesterov)

The joint spectral radius of a set of matrices is a measure of the maximal asymp-
totic growth rate that can be obtained by forming long products of matrices taken
from the set. This quantity appears in a number of application contexts but is
notoriously difficult to compute and to approximate. We describe a procedure
for approximating the joint spectral radius of a finite set of matrices with arbi-
trary high accuracy. Our approximation procedure is polynomial in the size of the
matrices once the number of matrices and the desired accuracy are fixed.

Let {A1, . . . , Am} be some set of square matrices with real entries. To the finite
sequence σ = (σ1, σ2, . . . , σk) ∈ {1, . . . ,m}k we associate the corresponding matrix
product

Aσ = Aσk
· · ·Aσ2Aσ1 .

With this notation, the joint spectral radius is defined by

ρ(A1, . . . , Am) = lim sup
k→+∞

max
σ∈{1,...,m}k

‖Aσ‖1/k
.

Our approximation procedures for the joint spectral radius provide approxima-
tions of relative accuracy 1 − ǫ in time polynomial in n(ln m)/ǫ, where m is the
number of matrices and n is their size. These bounds are close from optimality
since we show that, unless P=NP, no approximation algorithm is possible that
provides a relative accuracy of 1 − ǫ and runs in time polynomial in n and 1/ǫ.

References
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Controllability for nonlinear behaviors

Fritz Colonius

(joint work with Wolfgang Kliemann)

The analysis of differential equations and, more generally, dynamical systems, via
the time shift on a space of trajectories is a classical approach going at least back
to the work of Bebutov [1] in 1940 and has fostered the development of topological
dynamics, compare Sell [3]. In control theory, the analysis of input- and output-
functions has a long tradition. A new paradigm, called the behavioral approach
to control, has been introduced by Willems [4] considering systems interacting
with the environment without making a difference between inputs and outputs.
However, so far, this latter theory has essentially been restricted to an algebraic
framework. The present talk aims at the analysis of behaviors via topological
dynamics of the time shift. It turns out that the basic notion of controllability does
not directly lend itself to such an analysis. However, a weakened version, chain
controllability, is intimately related to the classical notion of chain transitivity
in topological dynamics (see, e.g., Robinson [2]). Then we provide a sufficient
condition which allows us to show that, generically, chain controllability implies
controllability.

References
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Fault-Tolerant Control for Uncertain Nonlinear Systems

Michel Fliess

(joint work with Cédric Join, Hebertt Sira-Ramı́rez)

1. Introduction

We are further developing recent works on closed-loop fault detection and iso-
lation for linear [6] and nonlinear [5, 12] systems, which may contain uncertain
parameters. This important subject which is attracting more and more attention
(see, e.g., [1] and the references therein) is treated in the nonlinear case like in
[5, 12], i.e., via differential algebra and the estimation techniques of [9].

Introducing on-line accommodation, or fault-tolerant control, i.e., the possibility
of still controlling a nonlinear system if a fault does occur, is the main novelty of
this extended abstract (see [7] for a more complete exposition). We are therefore
achieving in the context of diagnosis one of the fundamental aims of nonlinear
control, i.e. we are able to combine on-line parameter estimation, and closed-loop
fault-tolerant control. Our control design moreover is robust with respect to a
large variety of noises, without any necessity of knowing their statistical proper-
ties.

Acknowledgement. Two authors (MF & CJ) belong to the équipe ALIEN of
INRIA Futurs, which is partially supporting them.

2. Estimation of the derivatives of a noisy signal

2.1. Importance of derivatives. According to [2, 3] a system is observable if,
and only if, any system variable, a state component for instance, is a differential
function of the control and output variables, i.e., it is a function of the control and
output variables and of their time derivatives up to some finite order. A parameter
is identifiable [2, 3] if, and only if, it is a differential function of the control and
output variables. A fault variable is isolable if, and only if, it satisfies a parity
equation where the coefficients are differential functions of the control and output
variables. This parity equation yields fault indicators, i.e., residuals.

2.2. Estimation1. Consider a real-valued time function x(t) which is assumed to
be analytic on some interval t1 ≤ t ≤ t2. Assume for simplicity’s sake that x(t) is
analytic around t = 0 and introduce its truncated Taylor expansion

x(t) =

N
∑

ν=0

x(ν)(0)
tν

ν!
+O(tν+1)

1See [9] and [4] for more details and related references.
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Approximate x(t) by the polynomial xN (t) =
∑N

ν=0 x
(ν)(0) tν

ν! in the interval (0, ε),
ε > 0. The usual rules of symbolic calculus in Schwartz’s distributions theory yield

x
(N+1)
N (t) = x(0)δ(N) + ẋ(0)δ(N−1) + · · · + x(N)(0)δ

where δ is the Dirac measure at 0. From tδ = 0, tδ(α) = −αδ(α−1), α ≥ 1, we obtain
the following triangular system of linear equations for determining estimated values
[x(ν)(0)]e of the derivatives x(ν)(0):

tαx(N+1)(t) = tα
(

[x(0)]eδ
(N) + [ẋ(0)]eδ

(N−1) + · · · + [x(N)(0)]eδ
)

α = 0, . . . , N

The time derivatives of x(t), the Dirac measure and its derivatives are removed by
integrating with respect to time both sides of the above equation at least N times:

∫ (ν)
τα
1 x

(N+1)(τ1) =
∫ (ν)

τα
1

(

[x(0)]eδ
(N) + [ẋ(0)]eδ

(N−1) + · · · + [x(N)(0)]eδ
)

ν ≥ N, α = 0, . . . , N

where
∫ (ν)

=
∫ t

0

∫ τν−1

0
. . .

∫ τ1

0
. A quite accurate value of the estimates may be

obtained with a small time window (0, t).

Remark 2.1. The derivative estimations need to be reset after a short time in-
terval (see, e.g., [15] for further details).

Remark 2.2. Those iterated integrals are moreover low pass filters. They are
attenuating high frequency noises, which are usually dealt with in a statistical set-
ting.

3. A concrete case-study

The three-tank system, which is among the most popular case-studies in the
fault-diagnosis community (see, e.g. [1]), is a flat hybrid system, i.e., it is flat
in each one of four subsets defined by physical inequalities. The fault variables
are either actuator or sensor faults. The viscosity coefficients are poorly known.
A nonlinear extension of a classic PI controller (see [10, 11]) is utilized around
a flatness-based reference trajectory. Our numerical simulations, where noises
have been taken into account, may be, to the best of our knowledge, favorably
compared to recent publications on this subject where only off-line fault diagnosis
was obtained.

Remark 3.1. See [4] for applications to signal processing.

4. Conclusion

Those simple solutions of long-standing problems in nonlinear control, which
may be quite easily implemented in real time, were made possible by a complete
change of viewpoint:

• The utilization of flatness-based control which is already playing a crucial
rôle in many concrete and industrial applications (see, e.g., [13, 14] and
the references therein).
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• The algebraic approach to the estimation of unknown quantities (cf. [8]),
such as parameters, state variables and fault indicators, which does not
necessitate any asymptotic techniques nor any probabilistic tools.

Further studies will demonstrate the possibility of controlling nonlinear systems
with poorly known models, i.e., not only with uncertain parameters.
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Geometric control and behaviors

Paul A. Fuhrmann

Our object in this presentation is to point out some connections between geometric
control and the theory of behaviors, see Polderman and Willems [1997] and the
references within. This is part of a larger program trying to develop a unifying
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approach to linear systems, an approach which is based on functional represen-
tations. This is an intermediate level of abstraction between an abstract module
theoretic approach and that of first order, i.e. state space based, representations.

That there is a close connection between geometric control and behaviors is
intuitively clear for the reason that geometric control is basically a study of ze-
ros of systems, hence, considering matrix fraction representations, of rectangular
polynomial matrices. Behaviors on the other hand can be characterized by having
autoregressive (AR) representations, with the defining polynomial matrix being
in general rectangular. What is striking is, the long overlooked fact, that even in
problems based on an input/output approach, i.e. very far from the behavioral
philosophy based on trajectories, behaviors enter into the picture in a very natural
way.

Shift invariance is at the root of the unification program for linear system theory.
One of the roots of the use of shift invariant spaces is the theorem of Rota on
the universality of the backward shift operator. The other root stems from the
Kalman’s realization that linear systems are modules over the ring of polynomials.
This led to abstract realization theory where the state spaces are either of the form
F[z]m/Ker f or of the form Im f , where f is the restricted input/output map. In
turn f can be identified with the Hankel operatorHG, G being the transfer function
of the system. Using left and right matrix fraction representations for G, we are
led directly to the introduction of polynomial and rational models, see Fuhrmann
[1976]. The roots of duality between polynomial submodules and behaviors can
be traced to the duality between polynomial and rational models. Once we have
introduced these two classes of models, it is of primary interest to develop a theory
of equivalence of models. This is split naturally into two parts, the first being the
characterization of all F[z]-module homomorphisms, while the second is the study
of the invertibility properties of these homomorphisms. We note that a rational
model XD is at the same time the autonomous behavior KerD(σ). This indicates
that the theory of homomorphisms of polynomial and rational models can be
extended to the behavioral context, see Fuhrmann [2002] for the details.

To see how behaviors enter the classical picture, assume we have a proper

rational function having the coprime factorizations G = T−1V = V T
−1

. As is
well known, these can be embedded in a doubly coprime factorization

(

−V T
Y −X

) (

X T
Y V

)

=

(

X T
Y V

) (

−V T
Y −X

)

=

(

I 0
0 I

)

.

From the coprime factorizations we have the intertwining identities V T = TV
and XT = TX . These, and the corresponding Bezout identities, lead to the F[z]-
module homomorphisms φ : XT −→ XT , defined by φf = πTV f and its inverse

ψ : XT −→ XT defined by ψg = −πTXg. Using the isomorphism of polynomial

and rational models, we have the isomorphism V (σ) : XT −→ XT , with V (σ)
defined, for h ∈ z−1F[[z−1]]m, by V (σ)h = π−V h. This interpretation of the
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identity V T = TV assumes XT and XT , or the corresponding rational models,

as the primary objects and the polynomial matrices V, V as the secondary ones.
However, and this took quite some time to realize, one can reverse the point of

view. In fact, if we take the behaviors XV = KerV (σ) and XV = KerV (σ)
as the primary objects, then the same equations as before lead to the behavior

isomorphism Y (σ) : XV −→ XV and its inverse T (σ) : XV −→ XV . This is
only an indication of how much information is encoded in the doubly coprime
factorization.

This is also the entry point of geometric control into our story. Of course,
geometric control in the style of Basile, Marro, Wonham and Morse is a state space
based theory. So the first step is to bridge the gap between external representations
of systems and internal ones. This is the role of realization theory and, in particular
for our purposes, the shift realization. For a representation G = V T−1U +W of
a proper, p×m rational function, we define a system, in the state space XT , by

{

A = ST Bξ = πTUξ
Cf = (V T−1f)−1 D = G(∞).

If we use the right matrix fraction G = V T
−1

, then, with respect to the shift

realization, a subspace V ⊂ XT is controlled invariant if and only if it has a

representation V = πTXV , for some behavior XV = KerV (σ) ⊂ z−1F[[z−1]]m.
Similarly, starting from the left matrix fraction G = T−1V , then, with respect to
the corresponding shift realization, a subspace V ⊂ XT is conditioned invariant if
and only if it has a representation V = XT ∩M for some submodule M of F[z]p.
As rank k submodules of F[z]p are in a bijective correspondence with behaviors
in z−1F[[z−1]]k, this opens up the possibility of developing an appropriate duality
theory that would encompass geometric control and behaviors. For a beginning of
such a theory, see Fuhrmann [1981,2005b]. Neither of the two representations, i.e.
those of controlled and conditioned invariant subspaces is unique. They can be
made essentially unique if we impose constraints of minimality (in the case of con-
ditioned invariant subspaces) and maximality (in the case of controlled invariant
subspaces). In general, we end up with rectangular polynomial matrices. Spectral
assignment problems, by state feedback or output injection as is appropriate, are
reduced to polynomial matrix completion problems. This involves the characteri-
zation of all autonomous subbehaviors of a given behavior. See Fuhrmann [2005a]
and Fuhrmann and Trumpf [2005] for the details.

References

[1969] G. Basile and G. Marro, ”Controlled and conditioned invariant subspaces in linear system
theory”, J. Opt. Th. and Appl., 3, 306-315.

[1980] E. Emre and M.L.J. Hautus, ”A polynomial characterization of (A, B)-invariant and reach-
ability subspaces”, SIAM J. Contr. & Optim. 18, 420-436.

[1976] P.A. Fuhrmann, ”Algebraic system theory: An analyst’s point of view”, J. Franklin Inst.
301, 521-540.

[1977] P.A. Fuhrmann, ”On strict system equivalence and similarity”, Int. J. Contr., 25, 5-10.



Regelungstheorie 581

[1981] P.A. Fuhrmann, ”Duality in polynomial models with some applications to geometric con-
trol theory”, IEEE Trans. Aut. Control, AC-26, 284-295.

[2002] P.A. Fuhrmann, ”A study of behaviors”, Lin. Alg. Appl., vols. 351-352, 303-380.
[2005a] P.A. Fuhrmann, ”Autonomous subbehaviors and output nulling subspaces”, submitted

to Int. J. Contr..
[2005b] P.A. Fuhrmann, ”On duality in some problems of geometric control”, submitted, Acta

Applicandae Mathematicae.
[2005] P.A. Fuhrmann and J. Trumpf, ”On observability subspaces”, submitted, Int. J. Contr..
[1997] J.W. Polderman and J.C. Willems, Introduction to Mathematical System Theory,

Springer, New York.

Convolutional Codes as Discrete-Time Systems and their Weight
Distribution

Heide Gluesing-Luerssen

(joint work with Gert Schneider)

1. Introduction

Convolutional codes and block codes are the two most important classes of
codes used for securing the reliability of data transmission. Mathematically, con-
volutional codes can be considered as direct summands of F[z]n where F is a finite
field, the alphabet for the symbols. More precisely, a k-dimensional convolutional
code C ⊆ F[z]n can be represented as C = imG := {uG | u ∈ F[z]k} where the
generator matrix G ∈ F[z]k×n is a right invertible polynomial matrix. In this
notation the vector u ∈ F[z]k plays the role of the message while v := uG ∈ F[z]n

is the associated codeword. The parameter δ defined as the maximum degree of
the k-minors of G is known as the degree of the code. Block codes can be regarded
as convolutional codes with degree zero. They have a constant generator matrix
G ∈ Fk×n and thus form subspaces of Fn. Despite recent progress for convolu-
tional codes mathematical block code theory is still by far more developed than
convolutional coding theory. Throughout this note we will only consider codes
with positive degree.

The encoding process u 7−→ uG =: v can be regarded as an input/output
system mapping finite input sequences u0, . . . , uN ∈ Fk, represented by the the

polynomial u =
∑N

i=0 uiz
i, into finite output sequences v0, . . . , vM ∈ Fn where v =

uG =
∑M

i=0 viz
i. Since polynomial multiplication needs memory, the input/output

system is actually a state space system xt+1 = xtA + utB, vt = xtC + utD with
initial condition x0 = 0. It turns out that the minimum state space dimension is
the degree of the code and that the system is a realization of the proper rational
transfer function G(z−1). For details see [3].

The most important parameter of a code is its distance defined as

dist(C) := min{wt(v) | v ∈ C, v 6= 0}
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where the weight wt(v) of the word v =
(
∑M

j=0 v1jz
j, . . . ,

∑M
j=0 vnjz

j
)

is given

by wt(v) := #{(i, j) | vij 6= 0}. Hence the weight is the number of nonzero terms
in the polynomial vector v. The distance is a measure for the error-correcting
capability of the given code, see, e. g., [2, 5].

2. Weight Distribution and Weight Adjacency Matrix

Even more information about the quality of a code is given by its weight distri-
bution. It basically counts the number of all codewords of a given weight. In order
to make this a meaningful notion, one has to restrict to atomic codewords, that
is, to codewords v ∈ C which start at time zero (i. e. v0 6= 0) and which cannot
be written as the sum of two nonoverlapping codewords (that is, v is not of the
form v = v̂ + zN ṽ where v̂, zN ṽ ∈ C\{0} and deg v̂ < N). In state space descrip-
tion these codewords correspond to state sequences which start and end at the zero
state and do not pass through zero in between. Keeping also track of the lengths of
the corresponding state sequences all this amounts to the weight distribution of the
code C being defined as ΩC(W,L) := 1 +

∑∞
l=1

∑∞
α=1 ωl,αW

αLl ∈ Q[[W,L]] where
ωl,α := #{v ∈ C | v atomic, wt(v) = α, deg(v) = l − 1} (notice that codewords of
degree l − 1 correspond to state sequences of length l).

Computing the distance or even the weight distribution for a given code is
in practice, of course, quite a costly task. However, by introducing the weight
adjacency matrix it can be shown that it is at least a finite problem. Recall that the
state space of a code of degree δ over the field Fq with q elements has dimension δ
and thus qδ elements. Thus the finitely many state transitions y = xA+ uB from
state x to state y driven by the input u ∈ Fk can be displayed in a (finite) directed
graph. The weight adjacency matrix is a refined version of the classical adjacency
matrix of the graph where also the weights of the associated output v = xC+uD is

taken into account. Precisely, we define Λ :=
(

∑n
α=0 λ

(α)
x,yWα

)

x,y∈Fδ
q

∈ Q[W ]q
δ×qδ

where λ
(α)
x,y = #{u ∈ Fk | y = xA + uB, wt(xC + uD) = α}. Hence λ

(α)
x,y is the

number of edges from x to y where the weight of the corresponding output is α.
One should note that the weight adjacency matrix depends on the choice of the
generator matrix G of the code as well as on the chosen realization (A,B,C,D)
of G(z−1). However, it can be shown [3] that two such adjacency matrices Λ
and Λ′ for a given code differ only by similarity via a permutation matrix. More
precisely, there exists some U ∈ Glδ(Fq) such that Λ′

x,y = ΛxU,yU for all x, y ∈ Fδ
q.

The adjacency matrix can be used to compute the weight distribution of the
code. Indeed, it has been shown in [6] that

ΩC(W,L) = 2 −
(

[

(I − LΛ̂)−1
]

0,0

)−1

where Λ̂ ∈ Q[W ]q
δ×qδ

is such that Λ̂0,0 := Λ0,0 − 1 while Λ̂x,y = Λx,y for all other
pairs of states (x, y) (which simply means that we have to exclude the trivial state
transition from zero to zero with zero input from the weight adjacency matrix).
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3. Does there exist a MacWilliams Duality for Convolutional

Codes?

For a code C ⊆ F[z]n the dual code is defined as its “orthogonal complement”
with respect to the standard bilinear form on F[z]n. Precisely, C⊥ := {w ∈ F[z]n |
wvT = 0 for all v ∈ C}. It is easily seen by examples that the distance of a code
does not determine the distance of its dual. However, a famous result of block
code theory states that the weight distribution of a block code fully determines
the weight distribution of its dual code. Precisely, for a k-dimensional code C ⊆ Fn

q

one has

ΩC⊥(W ) = q−k
(

1 + (q − 1)W
)n

ΩC

( 1 −W

1 + (q − 1)W

)

,

see [4] (here we left out the indeterminate L since all atomic codewords have
length 1). Such a formula helps to determine the weight distribution of certain
codes without searching through all codewords if the dual code is well-known
(which, for instance, is the case for 1-dimensional codes).

This classical result motivates the question whether such a duality holds true
for convolutional codes as well. But this has been answered to the negative already
in [7] for the weight distribution ΩC of a convolutional code. However, the weight
adjacency matrix also forms a generalization of the weight distribution from block
to convolutional codes and one might study duality in this context. So far a first
case could be answered to the positive. Indeed, based on the paper [1] we could
recently establish for k-dimensional codes C ⊆ Fq[z]

n of degree 1 the duality

ΛC⊥ = q−k
(

1 + (q − 1)W
)n

(

H−1Λ
T

CH
)∣

∣

∣

1−W
1+(q−1)W

.

Here the transformation matrix H is defined as Hx,y =
(

χ(xy)
)

x,y∈Fq
where χ is a

non-trivial character on Fq, i. e., a non-trivial group homomorphism from (Fq,+)
into (C∗, · ) We strongly believe that such a duality theorem holds true for much
more general classes of convolutional codes but that has to remain open for future
research.
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Redesign techniques for nonlinear sampled–data control

Lars Grüne

(joint work with Dragan Nešić, Jürgen Pannek)

Nowadays, modern controllers are typically implemented digitally and this fact
strongly motivates investigation of sampled–data systems that consist of a contin-
uous time plant controlled by a discrete time (digital) controller. While tools for
analysis and design of linear sampled–data systems are well developed (see, e.g.,
[1], [2]), similar results for nonlinear systems still need development.

In this talk we consider the problem of static state feedback stabilization of the
origin of a finite dimensional control system

ẋ = f(x, u)

with x ∈ Rn and u ∈ U ⊆ Rm, i.e., we are looking for a map u : Rn → U such
that for the closed loop system

(1) ẋ(t) = f(x(t), u(x(t)))

the origin x∗ = 0 is a globally asymptotically stable equilibrium. In order to model
a sampled–data implementation of this problem with a zero order hold device
we consider the corresponding sampled–data system with constant sampling rate
T > 0 given by

(2) ẋ(t) = f(x(t), uT (x(iT ))), t ∈ [iT, (i+ 1)T ), i = 0, 1, . . .

and construct a controller uT for this model. Assuming that a suitable controller
u for the continuous time system (1) has been designed, a possible approach for
sampled-data controller design is to first design a continuous-time controller for
the continuous-time plant ignoring sampling and then discretize the obtained con-
troller for digital implementation, i.e., set uT = u, an approach which is often
termed emulation design. This approach was shown in [5] to recover the perfor-
mance of the continuous-time system in a semi-global practical sense. However,
due to hardware limitations on the minimum achievable T there may exists critical
regions, where this approach yields bad performance as in Figure 1, below, where
sampling introduces overshoot, or even instability as in Figure 2, below.

Our goal is hence to design a discrete time controller which improves upon the
performance of the emulated continuous time controller uT = u, using, however,
the available continuous time controller u, i.e., we want to redesign u.

In our first approach, the Lyapunov redesign technique developed in [6], we
consider control affine single input systems, i.e., f(x, u) = f0(x) + g(x)u and as-
sume that there exists a Lyapunov function V corresponding to the continuous
time system (1) for which the KL function β obtained from integrating the Lya-
punov inequality Lf (x, u(x))V (x) ≤ −α(V (x)) yields a good reference estimate
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‖x(t, x0)‖ ≤ β(‖x0‖, t) for the trajectories x(t, x0) of (1). On the discrete time
level this estimate is induced by the Lyapunov difference

∆V (x) := V (x(T, x)) − V (x).

Denoting the trajectories of the sampled data system (2) by xT (t, x0, uT ) we can
define the sampled–data Lyapunov difference by

∆VT (x, uT ) := V (xT (T, x, uT )) − V (x).

and design uT in such a way that this difference ∆VT assumes “good” values.
In this context, a “good value” can have several meanings which depend on the
redesign objective. For example, one can perform a model reference type re-
desing by matching the continuous time behavior as close as possible by minimiz-
ing ‖∆V − ∆VT ‖. As an alternative, one can increase the convergence speed by
minimizing ∆VT under suitable gain constraints on the controller uT .

In order to design uT in practice we need a computationally feasible approxi-
mation of the sampled–data Lyapunov difference ∆VT . Using the Fliess expansion
and neglecting the higher order terms yields such an approximation.

As an example, consider the Moore–Greitzer jet engine model given by

ẋ1 = −x2 −
3

2
x2

1 −
1

2
x3

1 − 3x3x1 − 3x3

ẋ2 = −u
ẋ3 = −σx3(x3 + 2x1 + x2

1)

We have applied the Lyapunov redesign technique to the simplified 2d version
obtained by setting x3 = 0 using the stabilizing backstepping controller

u(x) = −7x1 + 5x2,

see [4] for details on the model and the controller design.
Using the Lyapunov function V (x) = x2/2 (which is a Lyapunov function out-

side a neighborhood of the origin, cf. [6]), we obtain the results shown in Fig. 1.
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Figure 1. Lyapunov based redesign

In this figure, the unmarked curves show the continuous time system, the curves
marked with circles show the emulated continuous time controller uT = u. The
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Lyapunov difference minimizing redesign is marked with squares while the model
reference type redesign is marked with crosses.

In our second approach, the model predictive redesign presented in [3, 7], we
solve an optimal control problem in order to minimize the distance between x
and xT . While the natural optimal control approach to this problem would be
an infinite horizon optimization criterion, this approach is computationally not
feasible. Instead we chose a model predictive (or receding horizon) approach by
on line solving the finite horizon problem for piecewise constant open loop control
ũT

min
ũT

∫ NT

0

l(xT (t, xi
T , ũT ) − x(t, xi), ũT (t))dt + F (xT (NT, xi

T , ũT ), x(NT, xi, u))

at each sampling instance iT with xi
T = xT (iT, x0, uT ), xi = x(iT, x0) and using

the sampled–data feedback uT (xi
T ) := ũT (0). We obtain stability of the closed loop

system under mild conditions on l and F and infinite horizon inverse optimality
under a local Lyapunov function like condition on the terminal cost F .

We illustrate this method by the 3d Moore–Greitzer model with backstepping
stabilizing controller

u = − (c1 − 3x1)

(

−x2 −
3

2
x2

1 −
1

2
x3

1 − 3x1x3 − 3x3

)

+c2

(

x2 − c1x1 +
3

2
x2

1 + 3x3

)

− x1 − 3σx3

(

x3 + 2x1 + x2
1

)

using the parameters σ = 2, c1 = 1 and c2 = 50. The result is shown in Figure 2.
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Figure 2. Model predictive (MPC) redesign
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How to prove the stability of a nonlinear cascaded loop - An open
problem

Peter Hippe

The problem considered arises in the design of reference shaping filters for sys-
tems with input saturation. In order to get a fast small amplitude behavior in spite
of input saturation, several nonlinear loops are cascaded such, that for each overly-
ing loop with input saturation, the linear part of the underlying system meets the
circle criterion. This, however, only assures stability of the filter if saturation and
desaturation occur in the correct order, namely saturation staring in the outer
cascade and progressing inwards, while desaturation starts in the inner cascade
and progresses outwards. If in such a multi loop cascade only the inner saturation
was active, the describing function method would predict the possibility of limit
cycles. It turns out, that an instability of this filter does not occur in simulations
when modifying the reference signal injections such, that for stationary input sig-
nals the steady state control signals coincide in all cascades. Unfortunately there
exists no possibility to prove the fact, that by this appropriate reference signal
injection the unstable filter behavior is not excited.

The second problem considered is related to an elastic system of order seven,
where an inner loop moves the six complex conjugate poles to the real axis without
modifying the natural frequency, whereas the outer loop shifts the real poles to
the natural frequency of the zeros (giving an ”asymptotic compensation” of the
zeros) and the integrating pole far into the left half s-plane. Though the linear
part of the inner loop violates the circle criterion so badly, that the describing
function method predicts the possibility of limit cycles, also this filter cannot be
destabilized by any reference input sequence. If the inner saturation, however,
never became active, the stability of this filter could be proven, since the outer
loop with input saturation meets the circle criterion. By reducing the saturation
limit in the outer loop appropriately, an activation of the inner saturation can be
prevented for arbitrary reference input signals. This becomes possible by use of
the L1-norm. Unfortunately, the resulting transient behavior is much slower than
the one of the filter without proven stability. However, by a modified design of the
inner loop, an improved transient behavior with assured stability becomes feasible.
Though this solution gives a transient behavior quite similar to the one without
proven stability, it only solves the special problem considered for elastic systems. It
does not constitute a solution to the general problem addressed here. Consequently
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the problem of proving the stability for such nonlinear multi-cascaded nonlinear
systems remains an open problem.

Interpolation on Manifolds by Rolling and Wrapping

Knut Hüper

(joint work with Fatima Silva Leite)

Many engineering applications call for efficient methods to generate smooth inter-
polating curves on non-Euclidean spaces. This is the case for instance in path plan-
ning for mechanical systems whose configuration spaces have components which
are Lie groups or symmetric spaces. Interpolation over a spherical surface, also
has immediate applications in manufacturing industry. Several methods to gener-
ate interpolating curves on Riemannian manifolds are available in the literature.
They correspond to appropriate generalizations of classical methods which have
been around for many years. We mention the variational approach to splines on
manifolds [1, 3, 7], which may also be reformulated via a Hamiltonian formalism;
the geometric approach that corresponds to the De Casteljau algorithm [2, 8]; and
the analytic approach undertaken in [4]. These methods posed interesting new
mathematical problems and challenges regarding implementation. Even for the
simplest cases, say SO3 or S2, explicit solutions are hard to obtain. Following [5],
we present a method to generate interpolating curves on smooth manifolds, which
is based on a rolling and unwrapping technique. Examples considered in this talk
are Sn and SOn. The solution of the interpolating problem is given explicitly in
terms of the coordinates of the embedding space. Moreover, because our solution
curves are given in closed form they are easily implemented, see [10, 11].

Let M be a smooth n-dimensional manifold embedded into RN so that, for all
p ∈M , the tangent space TpM can be considered as an affine subspace of RN .

Problem 1: Find a C2-smooth curve γ : [0, τ ] →M satisfying γ(ti) = pi and
1 ≤ i ≤ k − 1, for a given set of distinct points pi ∈ M and fixed times ti, where
0 = t0 < t1 < · · · < tk−1 < tk = τ, and in addition,

γ(0) = p0, γ(τ) = pk, γ̇(0) = ξ0 ∈ Tp0M, γ̇(τ) = ξk ∈ Tpk
M,

where ξ0 and ξk are given tangent vectors to M at p0 and pk, respectively.
We are interested in rolling maps that describe how M rolls without slipping

or twisting on its affine tangent space V at a point p0 ∈M . (M,V ⊂ Rn subman-
ifolds). Being this a rigid body motion, it can be described by an action of SEn

on Rn. The general definition of a rolling map [9] can be adapted to the present
situation.

Definition 1: A map

h : [0, τ ] → SEn = SOn ⋉Rn,

t 7→ h(t) = (R(t), s(t)) with R : [0, τ ] → SOn, s : [0, τ ] 7→ Rn

satisfying the following properties for each t ∈ [0, τ ] is called a rolling of M on V
without slipping or twisting:
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(i) (Rolling) There is a smooth curve α : [0, τ ] → M , s.t. for all t ∈ [0, τ ] it
is satisfied: h(t) ◦ α(t) ∈ V and Th(t)◦α(t)(h(t) ◦M) = Th(t)◦α(t)V .
The curve αdev : [0, τ ] → V defined by αdev(t) = h(t) ◦ α(t) is called the
development of α on V .

(ii) (No-slip) ḣ(t) ◦ h(t)−1 ◦ αdev(t) = 0, for all t ∈ [0, τ ].
(iii) (No-twist) For all t ∈ [0, τ ] it holds a tangential and a normal condition:

(Tangential) ḣ(t)◦h(t)−1◦Tαdev(t)V =Ṙ(t)R⊤(t)◦Tαdev(t)V ⊂(Tαdev(t)V )⊥,

(Normal) ḣ(t)◦h(t)−1◦(Tαdev(t)V )⊥=Ṙ(t)R⊤(t)◦(Tαdev(t)V )⊥⊂Tαdev(t)V .

Assume w.l.o.g. that Sn is rolling (without slipping or twisting) over the affine
tangent space V at the south pole p0, with rolling curve t 7→ α(t), satisfying
α(0) = p0. The sphere is rotating in Rn+1 s.t. its instantaneous axis of rotation
is parallel to V and perpendicular to α̇(t). Simultaneously, the center of Sn is
miming on another hyperplane the development of α on V . This explains why the
kinematic equations for such a motion are, see e.g. [6]:

(1) ṡ(t) = u(t), Ṙ(t) = R(t)
∑n

i=1 ui(t)An+1,i,

with control u = (u1, · · · , un), Aij = Eij −Eji (Eij having all entries equal to zero
except the (ij)−th, being equal to 1), R(t) ∈ SOn+1, and s = (s1, · · · sn, 0)T are the
coordinates of the development of the center of Sn. Let A(t) :=

∑n
i=1ui(t)An+1,i.

Choosing a control function corresponds to fixing a rolling curve on Sn. For in-
stance, if the control function is constant, this implies that R(t) is a one-parameter
subgroup of SOn+1 and consequently the rolling curve is a geodesic on Sn. We
now show how to construct a rolling map from the kinematic equations (1).

Theorem 1: If R and s are the solution of (1), corresponding to a particular
choice of the control function and satisfying R(0) = I, s(0) = 0, then t 7→ h(t) =
(R⊤(t), s(t)) ∈ SEn+1 is a rolling map, in the sense of Definition 1.

For Problem 1 we propose the following algorithm, which is based on rolling
and unwrapping techniques. This approach works for any manifold M embedded
in some Euclidean space RN , if both M and V ∼= Tp0M can be considered as
submanifolds of RN . The resulting curve will be given explicitly in terms of the
coordinates of the embedding space.

Algorithm 1:
(i) Compute a smooth curve α : [0, τ ] → M , connecting p0 with pK , s.t.

α(0) = p0 and α(τ) = pk.
(ii) Roll M on V , with rolling curve α([0, τ ]). This produces a smooth curve

αdev : [0, τ ] → V , which joins the unrolled initial and final point. The
rolling conditions ensure that the boundary conditions are mapped to V :

α(0) = p0 7→ αdev(0) = p0 =: q0, α(τ) = pk 7→ αdev(τ) =: qk,

ξ0 7→ h(0)ξ0 = ξ0 =: η0, ξk 7→ h(τ)ξk =: ηk.

(iii) Choose a local diffeomorphism φ : M ⊃ U → V , p0 ∈ U open, s.t.
φ(p0) = p0 and Dφ(p0) = id, to unwrap {p1, . . . , pk−1} onto V . Each
pi is mapped to a qi, by first rotating pi to get the point R(ti)pi ∈M , then
applying φ followed by the translation s(ti). I.e., pi 7→ φ(R(ti)pi) + s(ti),
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or equivalently,

pi 7→ φ
(

h(ti)pi − αdev(ti) + p0

)

+ αdev(ti) − p0 =: qi,

(iv) On V solve Problem 1 using instead of the data {p0, . . . , pk; ξ0, ξk} the
mapped data {q0, . . . , qk; η0, ηk}. This will generate β : [0, τ ] → V with

β(0) = p0 = q0, β(ti) = qi, β(τ) = qk, β̇(0) = ξ0 = η0, β̇(τ) = ηk.

(v) Wrap β([0, τ ]) back onto the manifold giving the solution γ of Problem 1
by means of the following formula:

(2) γ(t) := h(t)−1
(

φ−1
(

β(t) − αdev(t) + p0

)

+ αdev(t) − p0

)

Theorem 2: The curve defined by (2) solves Problem 1, [5].
The ideas presented can be applied to SOn as well. By embedding SOn into

Rn×n and considering SOn as a rigid body one has to specify how the corresponding
rigid body transformations look like. We present the kinematic equations for
rolling SOn without twist or slip along the affine tangent space attached at P0 ∈
SOn:

Ẋ(t) = Ω(t)P0, X(0) = 0,

U̇(t) = 1
2U(t)Ω(t), U(0) = I,

V̇ (t) = − 1
2V (t)P0

⊤Ω(t)P0, V (0) = I.

The function t 7→ Ω(t) = −Ω⊤(t) plays the role of the control function, since the
motion is entirely determined by the choice of Ω. If, for instance, Ω(t) = Ω is
constant, then the solution of the kinematic equations is

X(t) = tΩP0, U(t) = et Ω
2 , V (t) = P0

⊤ e−t Ω
2 P0.

In this case,
t 7→ α(t) = et Ω

2 P0P0
⊤ et Ω

2 P0 = etΩ P0,

is a geodesic on SOn, passing through P0 at t = 0. Consequently, αdev(t) =
P0 +X(t) = P0 + tΩP0 is also a geodesic in T aff

P0
SOn, passing through P0 at t = 0.
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Robustness of adaptive controllers

Achim Ilchmann

(joint work with Eugene P Ryan, Philip Townsend)

Despite the title, I have presented a recent result on tracking of linear minimum
phase systems with higher relative degree [1] and its nonlinear extension, which is
work in progress.
Consider the system class of multi-input, multi-output systems

ẋ(t) = Ax(t) +B u(t), y(t) = C x(t)

where the entries of A ∈ Rn×n, B,CT ∈ Rn×m, x0 ∈ Rn, are unknown but satisfy
the following structural assumptions:

(A1) strict relative degree and positive high-frequency gain:
For some known ρ ∈ N, CAiB = 0 for i = 1, ..., ρ− 2 and CAρ−1B > 0.

(A2) minimum-phase:

det

[

sI −A B
C 0

]

6= 0 for all s ∈ C with Re s ≥ 0.

The first control objective is approximate tracking, by the output y, of reference
signals r ∈W 1,∞(R≥0,R

m), i.e. the space of locally absolutely continuous bounded
functions with bounded derivative, endowed with norm ‖r‖1,∞ := ‖r‖∞ + ‖ṙ‖∞ .
In particular, for arbitrary λ > 0, we seek an output feedback strategy which
ensures that, for every r ∈ W 1,∞(R≥0,R

m), the closed-loop system has bounded
solution and the tracking error e(t) = y(t)− r(t) is ultimately bounded by λ (that
is, ‖e(t)‖ ≤ λ for all t sufficiently large). The second control objective is prescribed
transient behaviour of the tracking error signal. We capture both objectives in the
concept of a performance funnel

Fϕ :=
{

(t, e) ∈ R≥0 × Rm
∣

∣ ϕ(t) ‖e‖ < 1
}

associated with a function ϕ (the reciprocal of which determines the funnel bound-
ary) belonging to

B :=
{

ϕ ∈ W 1,∞(R≥0,R)
∣

∣

∣ ϕ(0) = 0, ϕ(s) > 0 ∀ s > 0, lim inf
s→∞

ϕ(s) > 0
}

.



592 Oberwolfach Report 11/2005

Error evolution

Ball of radius 1/ϕ(t)

t

Fϕ

Fig. 1. Prescribed performance funnel Fϕ.

The aim is an output feedback strategy ensuring that, for every reference sig-
nal r ∈ W 1,∞(R≥0,R), the tracking error e = y − r evolves within the funnel
Fϕ. For example, if lim inft→∞ ϕ(t) > 1/λ, then evolution within the funnel en-
sures that the first control objective is achieved. If ϕ is chosen as the function
t 7→ min{t/T, 1}/λ, then evolution within the funnel ensures that the prescribed
tracking accuracy λ > 0 is achieved within the prescribed time T > 0.

The control objective is met by introducing an “observer” of the input

ξ̇(t) = Fξ(t) +Gu(t) , where F and G do not depend on (A,B,C)

in conjunction with a time-varying gain

k(t) =
1

1 − (ϕ(t)‖Cx(t) − r(t)‖)2

and an input

u(t) = −γρ

(

k(t), Cx(t) − r(t), ξ(t)
)

,

where γρ depends polynomially on its arguments.
It is shown that all signals are bounded and the norm of the error e stays

uniformly bounded away from the prespecified funnel boundary.
Note that the gain k is not a monotone function as it is in the area of high-gain

adaptive control where similar system classes are considered.
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Nonlinear observers as internal models

Alberto Isidori

(joint work with C. I. Byrnes)

In a problem of output regulation, we consider a nonlinear system

(1)
ẋ = f(w, x, u)
e = h(w, x)

with state x ∈ IRn, control input u ∈ IR and regulated output e ∈ IR. The exoge-
nous (disturbance and/or command) input w ∈ IRr is generated by an exosystem

(2) ẇ = s(w) .

It is assumed that f(w, x, u), h(w, x), and s(w) are Ck functions (for some large
k). The set X of admissible initial conditions for x is a compact subset of IRn. The
set W of admissible initial conditions for w is a compact subset of IRr, invariant
under the flow of (2).

System (1) is controlled by a system

(3)
η̇ = ϕ(η, e)

u = γ(η, e)

with state η ∈ IRν , in which ϕ(η, e) and γ(η, e) are Ck functions. The set Ξ of
admissible initial conditions for η is a compact subset of IRν .

The forced closed-loop system, i.e. the interconnection of (1), (2) and (3), is
the autonomous system

(4)
ẇ = s(w)
ẋ = f(w, x, γ(η, h(w, x)))
η̇ = ϕ(η, h(w, x))

with output e = h(w, x). The controller (3) solves the problem of output regulation
if, in the forced closed-loop system, the positive orbit of W ×X × Ξ is bounded
and lim

t→∞
e(t) = 0, uniformly in the initial condition.

In what follows we describe how the problem of output regulation can be solved
for a specific class of nonlinear systems. For the sake of simplicity, we explicitly
address the case in which system (1) can be put in the form

(5)
ż = f0(w, z) + f1(w, z, e)e
ė = q0(w, z) + q1(w, z, e)e+ u

with z ∈ IRn−1. Accordingly, we let Z and E denote the (compact) sets of admis-
sible initial conditions for z and e.

Assumption 1. The positive orbit of W × Z under the flow of

(6)
ẇ = s(w)
ż = f0(w, z)

is bounded and the set ω(W × Z)) – the ω-limit set of W × Z under the flow of
(6) – is locally exponentially stable for (6). ⊳
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Consider now a candidate controller of the form

(7)
η̇ = ϕ(η) +Gv
u = γ(η) + v

in which v is to be determined later. Controlling the plant by means of (7) yields
a system with input v and output e having relative degree one. Its zero dynamics
are those of

(8)
ẇ = s(w)
ż = f0(w, z)
η̇ = ϕ(η) +G[−γ(η) − q0(w, z)]

If the latter have convenient asymptotic properties (namely, if the positive orbit
of the set W × Z × Ξ is bounded) it is likely that the choice v = −κe would solve
the problem.

Now, system (8) can be viewed as the cascade connection of two subsystems:
a system with state (w, z) which drives, through the control uss := −q0(w, z)), a
system whit state η. The trajectories of the former are bounded and attracted
by the compact invariant set ω(W × Z). Thus, a natural hint is to try to de-
sign ϕ(η), G, γ(η) so that also in the full system the trajectories are bounded and
attracted by a compact invariant set.

Assumption 2. There exists an integer ν and a locally Lipschitz function f :
IRν → IR such that, for any (w0, z0) ∈ ω(W × Z), the solution (w(t), z(t)) of (6)
passing through (w0, z0) at t = 0 is such that the function uss(t) satisfies

(9) u(ν)
ss + f(uss, u

(1)
ss , . . . , u

(ν−1)
ss ) = 0 . ⊳

Under this assumption it is not difficult to construct (as indicated, for instance,
in [2]) a triplet {ϕ(η), G, γ(η)} and a C1 map τ : ω(W ×Z) → IRν whose graph

gr(τ) := {(w, z, η) : (w, z) ∈ ω(W × Z), η = τ(w, z)}
attracts all trajectories of (8).

Controlling the plant by means of the proposed controller yields a closed-loop
system which, in normal form, reads as

(10)

ẇ = s(w)
ż = f0(w, z) + f1(w, z, e)e
η̇ = ϕ(η) +G[−γ(η) − q0(w, z)] + δ(w, z, η, e)e
ė = [γ(η) + q0(w, z)] + θ(w, z, e)e+ v

where δ(w, z, η, e) and θ(w, z, e) are appropriate continuous functions. This can
be interpreted as a feedback interconnection of two subsystems: a subsystem with
state (w, z, η) driven by the input e, and a subsystem with state e driven by
the input (w, z, η). By construction, the former is input-to-state stable, with
restrictions, to the compact invariant set gr(τ). Moreover, again by construction,
the term [γ(η)+q0(w, z)] vanishes on the set gr(τ). Thus, an (appropriate extended
version of) the small-gain theorem can be used to show that the additional choice
v = −κe, if κ is large enough, makes all trajectories of the closed-loop system
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bounded and steers e(t) to zero (details on how this can be proven can be found,
for instance, in [3]).

The construction described in [2] exploits the properties of the so-called “high-
gain observer” of [5] in the design of ϕ(η), G, γ(η). As a matter of fact ϕ(η) and
G are chosen as

φ(η) =













η2
η3
· · ·
ην

−f(η1, η2, . . . , ην−1)













G =













cν−1g
cν−2g

2

· · ·
c1g

ν−1

c0g
ν













in which g > 0 is a large and γ(η) = η1. In this case, the bottom equation of (8)
can be interpreted as the equation of an observer which asymptotically tracks the
image τ(w, z) of the state (w, z) of (6), that is of the upper subsystem of (8).

We see in this way that the design of an internal model for a problem of nonlinear
output regulation is intimately related to the design of nonlinear observers. As an
alternative to the “high-gain observer” of [5] one could appeal, for the design of
{ϕ(η), G, γ(η)}, to the method presented in [6] and refined in [7, 8, 9].
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Minimum-Phase Infinite-Dimensional Second-Order Systems

Birgit Jacob

(joint work with Kirsten Morris)

A finite-dimensional system is minimum phase (or outer) if and only if it is
stable and its transfer function has no right-hand-plane zeros. Right-hand-plane
zeros restrict the achievable sensitivity. Also, it can be difficult to robustly stabilize
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non-minimum phase systems and most adaptive controllers require the system to
be minimum-phase.

It is therefore be advantageous to establish conditions under which infinite-
dimensional systems are minimum-phase. There can be difficulties associated with
computing the zeros of an infinite-dimensional system [1, 4]. Furthermore, there
are aspects of the dynamics that can lead to non-minimum phase behaviour besides
right-hand-plane zeros. For example, the transfer function exp(−s) has no zeros,
but is clearly not minimum-phase. Thus, determining minimum-phase behaviour
is less straightforward than for finite-dimensional systems.

We study second-order systems of the following form

z̈(t) +Aoz(t) +Dż(t) = Bou(t),(1)

y(t) = B∗
oz(t).

We will show that with this choice of output, and certain assumptions on the
damping operator, the system is well-posed and has an outer transfer function.

In common with [5, 6] we make the following assumptions
(A1) The stiffness operator Ao : D(Ao) ⊂ H → H is a self-adjoint, positive-

definite, boundedly invertible linear operator on a Hilbert space H . Under these
assumptions Aα

o is well-defined for α > 0 and a scale of Hilbert spaces Hα is
defined as follows: For positive α, we define Hα = [D(Aα

o )], and H−α = H∗
α. Here

the duality is taken with respect to the pivot space H , that is, equivalently H−α

is the completion of H with respect to the norm ‖x‖H−α
= ‖A−α

o x‖H . Thus Ao

extends (restricts) to Ao : Hα → Hα−1. We use the same notation Ao to denote
this extension. We denote the inner product on H by 〈·, ·〉H or 〈·, ·〉, and the
duality pairing on H−α ×Hα by 〈·, ·〉H−α×Hα

.
(A2) The control operator Bo is a linear and bounded operator from C to H− 1

2
.

(A3) The damping operator D : H 1
2
→ H− 1

2
is a self-adjoint linear operator

satisfying

〈Dx, x〉H
−

1
2
×H 1

2

≥ β‖x‖2
H , x ∈ H 1

2
.

Under these assumptions the system is well-posed and the transfer function,
given by

G(s) = B∗
o (s2I +Ds+Ao)

−1Bo,

is holomorphic and bounded on the open right half plane.
G(s) is an outer function if and only if

(2) G(s) := exp

[

1

π

∫ ∞

−∞

log |G(it)| ts+ i

t+ is

dt

1 + t2

]

.

Note, that in particular an outer function has no zeros in the right half plane and
does not contain a factor of the form e−ωs.

Our main result is as follows:
Assume that the second-order system (1) satisfies assumptions (A1)-(A3) with

Bo 6= 0. Then G(s) is an outer functions times a constant of modulus one.
We note that the assumptions on the damping operator D can be relaxed and

the same result holds for the velocity measurement y(t) = B∗
o ż(t).
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As an example we consider a Euler-Bernoulli beam of unit length clamped at
each end. Let w(r, t) denote the deflection of the beam from its rigid body motion
at time t and position r. Use of the Kelvin-Voigt damping model leads to the
following description of the beam vibrations:

∂2w

∂t2
+

∂2

∂r2

[

E
∂2w

∂r2
+ Cd

∂3w

∂r2∂t

]

= 0, 0 < r < 1.

Here E and Cd are positive constants. The beam is clamped at each end, that is,

w(0, t) = 0,
[

E ∂2w
∂r2 + Cd

∂3w
∂r2∂t

]

r=0
= 0,

w(1, t) = 0,
[

E ∂2w
∂r2 + Cd

∂3w
∂r2∂t

]

r=1
= 0.

A force u is applied at some point ξ, 0 < ξ < 1, with position measurement at the
same point:

[

E
∂3w

∂r3
+ Cd

∂4w

∂r3∂t

]

r=ξ

= u(t),

w(ξ, t) = y(t).

For this simple example, the conclusion of no right-hand-plane zeros could be
seen by analysis of the transfer function, although this is not straightforward.
Determining that there is no part e−ωs is more difficult. The main advantage
of the results in this paper is that they can be applied to vibrations on general
domains. They also apply to wave problems such as [5, sect. 7], [6, sect. 5.2].
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Control Synthesis for Uncertain Systems: A New Approach

Hans W. Knobloch

We consider finite dimensional control systems which are given in the form

ẋ1 = p1(x) +B1(x)u +G1(x)w(1)

ẋ2 = p2(x) +B2(x)u.
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The state is x = (x1, x2)
T , the measured output (= the available information) is x2.

The input consists of the control u the “uncertainty” w (= an unknown function
of t and/or x). Available information concerning w: The degree of smoothness
(e.g. measurability with respect to t) and a bound for the sup-norm:

‖w‖ ≤ ω.(2)

We deal with the problem of control design: How to specialize u as a function of t
and of the information which is available up to time t such that a certain control
objective is met (example: Stabilization of the state, i.e. driving it into a target
set and keeping it there for all times). We propose a non-conservative strategy
based on the notion of “discretized” state feedback (DSF). The definition runs as
follows. Given a smooth function u(P , τ) depending upon a real variable τ and a
set of parameters P . Given also a subdivision of the time axis in sufficiently small
subintervals [ti, tt+1 = ti + δ], δ << 1. We speak of a DSF if there is specified for
each i an open-loop control law

(3) u = u(Pi;
1

δ
(t− ti)), ti ≤ t < ti + δ, i = 0, 1, ...

Pi typically depends upon x2(ti). The main reason why DSF’s should be stud-
ied is that they provide a natural starting point for the problem of disturbance
identification. The essential step is the selection of DSF’s which give rise to a
“Dissipation Equality” (DE). This is for every subinterval [ti, ti+1] a quadratic
relation between the small-time averages

1

δ2

∫ ti+δ

ti

∫ t

ti

w(τ)dτdt(4)

and

1

δ4

∫ ti+δ

ti

(t− ti)

∫ t

ti

∫ τ

ti

w(s)dsdτdt.(5)

The coefficients depend upon the information which is available in [ti, ti + δ] and
upon x1(ti). In case of a Lipschitz-continuous w(t) the averages (4), (5) are pro-
portional to w(ti) plus an error term O(δ). Under certain conditions one can find
sufficiently many DE’s which constitute a system of equations which allows suc-
cessive determination of w(ti) using the Implicit Function Theorem. If the x1(ti)
cannot be measured, one can combine determination of w(ti) and x1(ti) in such a
way that both quantities w(t) and the full state x(t) are identified on an interval
[0, T ] up to an error O(δ), provided w(0), x(0) are known. T depends upon the
data (1) and (2) only. Thereby the problem of identification has been solved for
systems under the influence of an exogenous disturbance without resorting to (de-
terministic or stochastic) disturbance models. Instead we have to assume merely
Lipschitz continuity and boundedness. This is a considerable step beyond the ex-
isting techniques in the area of adaptive control. To illustrate the scope of our
method, the results are applied to the problem of active damping of vibrations [2].
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Nonlinear Model Reduction

Arthur J. Krener

There are several well-known techniques for model reduction of a linear control
system of the form

ẋ = Fx+Gu

y = Hx

x ∈ IRn, u ∈ IRm, y ∈ IRp. If we initialize the system at x(0) = 0 we get a
linear mapping from inputs u(·) to outputs y(·),

L(u)(t) = y(t) =

∫ t

0

HeF (t−s)Gu(s) ds

called the Hankel map of the system. What is the smallest state dimension neces-
sary to realize L? A realization is of minimal state dimension iff it is controllable
and observable. Any realization can be reduced to a minimal one by restricting the
state to the controllable directions and projecting out the unobservable directions.
Any two minimal realizations differ by a linear change of state coordinates.

The goal of B.C. Moore [1] was to find a reduced order system which captures
most of the input/output behaviour of the control system. He assumed that F is
Hurwitz, σ(F ) < 0, F,G is a controllable pair and H,F is an observable pair. If
the system is not controllable and/or not observable we can make it so by passing
to a minimal realization so this is no restriction. The stability of F is needed to
insure that if u(−∞ : 0) is bounded then x(0) exists and y(0 : ∞) is bounded.

Moore’s insight was that we should restrict to the directions that are easy to
excite and also ignore directions where changes don’t affect the output very much.
To quantify this idea, he introduced the controllablity function of the system.

πc(x
0) = inf

1

2

∫ 0

−∞

|u(t)|2 dt

subject to the system dynamics and x(−∞) = 0, x(0) = x0 and the observability
function

πo(x
0) =

1

2

∫ ∞

0

|y(t)|2 dt

subject to the system dynamics and x(0) = x0, u(t) = 0.
Because the system is controllable, πc(x

0) is bounded. Because F is Hurwitz,
πc(x

0) is positive definite. Because F is Hurwitz, πo(x
0) is bounded. Because the
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system is observable, πo(x
0) is positive definite. Because the system is linear and

the criteria are quadratic, πc(x
0) and πo(x

0) are quadratic functions,

πc(x) =
1

2
x′P−1

c x, πo(x) =
1

2
x′Pox

where the controllablity and observability gramians Pc, Po are the unique positive
definite solutions of

0 = FPc + PcF
′ +GG′

0 = F ′Po + PoF +H ′H.

If πc(x
0) is large then it takes a lot of input energy to excite the system in the

direction x0 and so this direction might be ignored in a reduced order model. If
πo(x

0) is small then changes in this direction lead to small changes in the output
energy and so this direction might be ignored in a reduced order model. There is
a linear change of state coordinates so that in these new coordinates

Pc = Po =







σ1 0
. . .

0 σn







σ1 ≥ σ2 ≥ . . . ≥ σn > 0

The σi are called the Hankel singular values, they are the nonzero singular values
of the Hankel map. The reduced model is obtained by Galerkin projection onto
the states corresponding to large σi.

Suppose σk >> σk+1, let x1 denote the first k components of x and x2 denote
the last n− k components.

Pc = Po =

[

P1 0
0 P2

]

Then the full order model is
[

ẋ1

ẋ2

]

=

[

F11 F12

F21 F22

] [

x1

x2

]

+

[

G1

G2

]

u

y =
[

H1 H2

]

[

x1

x2

]

and the reduced order model is

ẋ1 = F11x1 +G1u

y = H1x1

Scherpen [2] generalized Moore to nonlinear systems

ẋ = f(x) + g(x)u = Fx+Gu+ . . .

y = h(x) = Hx+ . . .

She defined the controllability and observability functions as before subject to the
nonlinear system. It is not hard to see that πc satisfies an HJB partial differential
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equation and πo satisfies a Lyapunov partial differential equation. If the linear
part of the system is asymptotically stable, controllable and observable then there
exists smooth, positive definite local solutions to these PDEs around x = 0 whose
quadratic parts are P−1

c , Po

Scherpen made a series of coordinate changes so that

πc(0, . . . , xi, . . . , 0) =
1

2

∑

σi(xi)
−1x2

i

πo(0, . . . , xi, . . . , 0) =
1

2

∑

σi(xi)x
2
i

Hence in these coordinates the controllability and observability functions are bal-
anced along the coordinate curves.

She obtained a reduced order model by neglecting states with small τi(x), It is
not hard to see that the controllability function of the reduced order model is the
resriction of the controllability function of the full order model but this is not true
for the observability functions

There is an important difference beween the linear and nonlinear reductions.
The former is intrinsic once k is chosen but the latter is not. Two open questions
are as follows. Is there an intrinsic scheme for nonlinear model reduction? Is
there a scheme such that both the controllability and observability functions of
the reduced order model are the restrictions of the controllability and observability
functions of the full order model.

Intuitively to find a reduced order model of state dimension k, we seek a k
surface that minimizes πc(x) while holding πo(x) constant. If k > 1 then there is
no such surface. We offer two altenative definitions that approximate this goal.
Unfortunately neither is intrinsic.

Lall, Marsden and Glavski [3] have developed a nonlinear model reduction
scheme based on proper orthogonal decomposition. Their scheme is applicable
to a locally exponentially stable system and reduces to Moore when the system is
linear. We offer extensions of their scheme to unstable systems.

References

[1] B. C. Moore, Principle Component Analysis in Linear Systems: Controllability, Observ-
ability and Model Reduction, IEEE Trans. Auto. Con., AC-26, (1981), 17–32.

[2] J. M. A. Scherpen, Balancing for Nonlinear Systems. Systems and Control Letters, 21 ,
(1993), 143–153.

[3] S. Lall, J. E. Marsden and S. Glavaski, A Subspace Approach to Balanced Truncation for
Model Reduction of Nonlinear Control Systems. Int. J. of Robust and Nonlinear Control,

12 , (2002), 519–535.



602 Oberwolfach Report 11/2005

Reconfigurable control: the concepts of the virtual sensor and the
virtual actuator

Jan Lunze

(joint work with Thomas Steffen)

Fault-tolerant control aims at retaining a system in operation after some fault has
occurred. Different methods have been elaborated in the recent past to detect and
identify faults in a dynamical system and to adjust the controller to the changes
of the plant dynamics that are brought about by these faults [1].

This paper concerns the reconfiguration task in case of sensor and actuator
failures that make the operation of the nominal control loop impossible. For these
failures the adjustment of the controller to the faulty plant includes the selection
of alternative sensors or actuators in order to close the control loop which has been
brought out of operation by the failures.

This paper develops the idea of a virtual sensor and a virtual actuator, which
adapts both the control configuration and the controller parameters to the faulty
plant. These virtual blocks are dynamical system, which are put between the
faulty plant and the nominal controller. They transform the output vector yf of
the faulty plant into the output vector yc used by the controller and the controller
output vector yc into the plant input vector yf . They should “hide” the effects
of the sensor or actuator failures from the controller. That is, the reconfigured
plant, which consists of the faulty plant and the virtual sensor or virtual actuator,
should behave like the nominal plant (fault-hiding goal). If this goal is satisfied,
the nominal controller can be used to control the faulty plant without changing
its structure or parameters.

The idea of using a virtual sensor or a virtual actuator has been first proposed
in [1] and [2] and further developed in [4].

The virtual sensor uses the idea of the state observer. It reconstructs the state
vector x of the faulty plant by using all sensors that are not affected by the fault.
This state is used to get an approximate ŷ of the missing sensor output y. General
properties of this scheme can be proved by using the well-known results of state
observation.

The original idea of this paper is the development of the virtual actuator, which
can be thought of as the dual concept of the state observer. This system includes
a model of the faulty plant. Intuitively speaking, it distributes the effect of the
faulty actuator among the remaining or redundant actuators.

Three important properties have been shown in the given references. First, the
virtual actuators ensure that the effects of faulty actuators can actually be “hid-
den” from the controller so that the nominal controller can be used for the faulty
plant. Second, a separation theorem, which is similar to the separation theorem of
state observers, holds. Consequently, the set of eigenvalues of the overall system
consists of the spectrum of the nominal closed-loop system and the spectrum of the
virtual actuator. Third, the design of the virtual actuator can be done completely
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automatically without the intervention of a human operator and, thus, is possible
under the real-time constraints of practical control reconfiguration.
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[3] J. Lunze, J. Schröder, Sensor and actuator fault diagnosis of systems with discrete inputs
and outputs, IEEE Trans. SMC-34 (2004), pp. 1096-1107.

[4] T. Steffen, Control Reconf iguration of Dynamical System: Linear Approaches and Struc-
tural Tests, Springer-Verlag, Heidelberg 2005.

Phenomena in inverse Stackelberg problems

Geert Jan Olsder

This contribution deals with various types of Stackelberg problems, with a clear
emphasis on inverse Stackelberg problems, to be defined later on. Such problems
are usually treated within the context of game theory. In its simplest form, there
are two players, called leader and follower respectively, each having its own cost
function,

JL(uL, uF), JF(uL, uF),

where uL, uL ∈ R. Each player wants to choose its own decision variable in such a
way as to minimize its own cost function. Without giving an equilibrium concept,
the problem as stated so far is not well defined. Such an equilibrium concept
could for instance be the one named after Nash, Stackelberg or after Pareto [1].
In the inverse Stackelberg equilibrium concept one player, the leader, announces
its strategy γL(·), which maps uF into uL. This is subsequently made known to
the other player, the follower. With this knowledge at hand, the follower chooses
its uF. Given the function γL(·), the follower will make its choice uF according to

u∗F = argmin
uF

JF(γL(uF), uF).

Optimizing quantities will be provided with an asterisk. Subsequently, u∗L is de-
termined by u∗L = γL(u∗F).

The inverse Stackelberg equilibrium concept was introduced in [5]. Examples
of games with such informatiom structures are:

• The leader is the bank and the follower the investor. The investor can
buy stocks, with the bank as intermediator, with the money he has in his
savings account. Suppose he buys stocks worth uF Euro’s. Then the bank
will charge him γL(uF) as transaction costs. The function γL(·) has been
made known by the bank before the actual transaction takes place [2], [7].

• The leader is a producer of electricity in a liberalizing market and the
follower is the market (a group of clients) itself. The price of electricity is
set to γL(uF), where uF is the amount of electricity traded [6].
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The leader, before announcing its γL(·), will of course realize how the follower will
play and he should exploit this knowledge in order to choose the best possible
γ-function, such that ultimately its own cost function JL becomes as small as
possible. Symbolically we could write

γ∗L(·) = arg min
γL(·)

JL(γL(u∗F(γL(·))), u∗F(γL(·))).

In this way one enters the field of composed functions [4], which is known to be
notoriously complex. From here onward it turns out to be difficult to proceed
in an analytic way. However, there is a trick that often works and which can be
elucidated in a graphical way. Suppose that the curve γL(·) can be chosen in such
a way as to

• pass through the absolute minimum of JL, to be indicated by (u∗L, u
∗
F),

• have, apart from this absolute minimum, no points in common with the
set
{(uL, uF)|JF(uL, uF) ≤ JF(u∗L, u

∗
F)}.

Then the follower, by minimizing its own cost function subject to the constraint
uL = γL(uF) announced by the leader, helps the leader in obtaining its absolute
minimum. Such a strategy for the leader is not always possible, however. See [1]
as to what the leader can still achieve in those cases.

Examples are given which are motivated by the liberalization of the energy
market in Western Europe, see for example [3]. The players are the producers of
electricity (the leaders) and the consumers of electricity (the followers). If there is
more than one leader, it is assumed that they play Nash among themselves. The
same assumption is made if there is more than one consumer. These examples
are rather academic. As a side issue, expressions like ”two captains on a ship”,
”the laughing third party” and ”divide and conquer” are given a mathematical
foundation.

In the second part of this contribution dynamic generalizations of the inverse
Stackelberg problem are considered. The main problem now is

ẋ = f(x, u), x(0) = x0,(1)

min
uF

JF = min
uF

(q(x(T )) +

∫ T

0

g(x, uF)dt+

∫ T

0

γL(uF(t))dt),(2)

max
γL(·)

JL = max
γL(·)

∫ T

0

γL(uF(t))dt.(3)

The function γL is up to the choice of the leader subject to the restriction

γL(0) = 0, γL(·) ≥ 0.

Occasionally we will also require that γ is nondecreasing with respect to ||u|| and
that γL(u) = γL(−u). The inverse Stackelberg equilibrium should be recognized
easily by means of the notation: the leader announces the function γL which thus
becomes known to the follower who subsequently chooses uF. Note that γL(·) does
not explicitly depend on time t.
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A possible interpretation of this model is that the follower is an investor who
wants to maximize his wealth

−q(x(T )) −
∫ T

0

g(x, uF)dt,

equivalently wants to minimize JF
def
= q(x(T )) +

∫ T

0 g(x, uF)dt. Please note the

difference in the notations JF and JF. The term −q(x(T )) in the criterion repre-

sents the wealth of the investor at the final time T and the term −
∫ T

0 g(x, uF)dt
represents the consumption during the time interval [0, T ]. The decision variable
uF(t) denotes the transaction density with the bank at time t (e.g. selling or
buying stocks), i.e. during the time interval [t, t+ dt] the number of transactions
equals u(t)dt. For uF = 0 no transactions take place (γL(0) = 0). Transactions
cost money and we assume that the bank wants to maximize these transaction
costs as indicated by (3). These costs are added to the costs of the follower as
indicated in (2).

Routine ways of analysis, e.g. by means of Pontryagin’s maximum principle, are
not very fruitful due to the phenomenon of composed functions. Other solution
methods are investigated and some partial results are given.
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Bifurcations and Phase Portraits of nonlinear control systems on the
plane

Witold Respondek

(joint work with Bronislaw Jakubczyk)

In this talk we define and study bifurcations of 1-parameter families of smooth,
control-affine systems

Σ : ξ̇ = f(ξ, ǫ) + g(ξ, ǫ)u,
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where ξ lies in an open subset X ⊂ R2 or in a differential manifold X = M2 and
u ∈ R. We classify the generic bifurcations at control-regular points (i.e., with
g(ξ, ǫ) 6= 0). The reader is sent to [7] for proofs and more details.

A local bifurcation of a parameter dependent dynamical system ξ̇ = f(ξ, ǫ)
occurs at an equilibrium if there is a change, when the parameter ǫ varies, of
topological character of the solution curves nearby the equilibrium (see, e.g., [8],
[11]). Understanding bifurcations of such equations is important from several
points of view and the already known classification is rather rich (see, e.g., [3]).

Analogous definition of bifurcation applied to a control system is not suitable
since the set of trajectories of Σ is rich (local invariants of the feedback group
include functional invariants, already for generic systems on R2, see [5], [6], [13]).

Therefore we consider only the most characteristic trajectories: constant tra-
jectories, time-critical trajectories and, so called, fast (quasi) trajectories. Thus,
we attach to our system three basic invariants (equivariants) of feedback transfor-
mations. Namely, the equilibria set and the critical set are defined, respectively,
by

Eǫ = {p ∈ X | f(p, ǫ) and g(p, ǫ) are linearly dependent},

Cǫ = {p ∈ X | [g, f ](p, ǫ) and g(p, ǫ) are linearly dependent},

where [g, f ] = Df g−Dg f is the Lie bracket of g and f . The canonical foliation Gǫ

(foliation of fast trajectories) consists of orbits (non-parameterized integral curves)
of the control vector field g(·, ǫ). Note that the fast trajectories are not true
trajectories of Σ but only ”asymptotic trajectories”, corresponding to ”arbitrarily
large” control.

The choice of these invariants is justified by the fact that for a generic system
Σ : ξ̇ = f(ξ) + ug(ξ), ξ ∈ X , u ∈ R, first, E consists of all points, where we
can produce an equilibrium (by an appropriate choice of control), second, the pair
of invariants (E,G) determines the set of unparameterized trajectories of Σ in
the region X where g(ξ) 6= 0, and, third, locally time-minimal and time-maximal
trajectories are contained in C.

We will study bifurcations of these invariants. A bifurcation occurs if the triplet
of basic invariants (Eǫ, Cǫ,Gǫ) at ǫ0 is not topologically conjugated to the triplets
at nearby values of ǫ. The same definition can be used for any subset of the triplet
(Eǫ, Cǫ,Gǫ). In particular, we define bifurcations of the equilibrium set Eǫ (E-
bifurcations), of the critical set Cǫ (C-bifurcations), as well as bifurcations of the
pairs (Eǫ, Cǫ), (Eǫ,Gǫ), and (Cǫ,Gǫ).

Our first main result says that, generically, there are only six nonequivalent
bifurcations of planar systems Σ at control-regular points. Throughout the talk
by a generic system Σ we mean a 1-parameter family of pairs (f, g) of vector fields
that belongs to a dense set, which is a countable intersection of open and dense
subsets in the C∞ Whitney topology of the space of all pairs (f, g) defined on
X × I (see [4] for properties of the Whitney topology).
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Theorem Let Σ be a smooth, generic, 1-parameter family of control-affine sys-
tems. If g(p, ǫ0) 6= 0 and Σ bifurcates locally at (p, ǫ0), then the bifurcation is
equivalent to one of the following:

(i) an E-bifurcation which can be of two types: birth of equilibria or cross of
equilibria;

(ii) a C-bifurcation which can be of two types: birth of critical curve or cross
of critical curve;

(iii) a CG-bifurcation;
(iv) an EG-bifurcation (or an EC-bifurcation).

Here equivalence of bifurcations is understood as equivalence of the triples of
invariants (Eǫ, Cǫ,Gǫ) under smooth, invertible local transformations of the form

ξ̃ = φ(ξ, ǫ), ǫ̃ = η(ǫ).

The study of bifurcations of control systems was initiated by Abed and Fu [1],

[2], in a different setting, for systems of the form ξ̇ = f(ξ, u, ǫ). They assumed that
the uncontrolled system, defined by taking u = 0, undergoes a bifurcation at ǫ = ǫ0
and they studied stabilizability of the system by quadratic and cubic feedbacks.
A control system does not need a parameter to bifurcate, the control can play the
same role. This point of view is presented by Krener et al [10]. They consider

systems ξ̇ = f(ξ, u), for which the set of equilibria is conveniently parameterized
by the control u. According to their definition, a control bifurcation takes place
at an equilibrium if the linear approximation of the system looses stabilizability.

Our approach is close in spirit to that of Kang [9] who studied bifurcations of the
set of equilibria and of the linear approximation of the system at an equilibrium.

The above theorem is a consequence of our second main result, which locally
classifies generic families Σ under smooth orbital feedback equivalence (see [7]
for details, in particular, the list of normal forms). In order to establish that
classification we use Mather theorem on universal unfoldings (see, e.g., [12]) as
well as equivalence of ratios of smooth functions.
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Matrix sum-of-squares relaxations in robust control

Carsten W. Scherer

(joint work with Camile Hol)

It is well-established that a whole variety of analysis and synthesis problems in
control can be reduced to scalar polynomially constrained polynomial programs.
Only rather recently it has been suggested how to construct semi-definite pro-
gramming (SDP) relaxations of such non-convex optimization problems based on
the sum-of-squares (SOS) decomposition of multivariable polynomials [10, 3, 9, 5].
In particular in control engineering many problems actually involve semi-definite
constraints on symmetric-valued polynomial matrices, such as the spectral factor-
ization of multidimensional transfer functions to asses dissipativity of linear shift-
invariant distributed systems [12] or the synthesis of H∞-optimal output feedback
controllers with a constraint on the controller structure, such as an a priori bound
on its McMillan degree [6].

Control systems are typically affected by uncertainty which captures the mis-
match between the employed model and the real plant under consideration for
analysis or synthesis. For different important classes, such as parametric or dy-
namic, time-invariant or time-varying deterministic uncertainties it is well-under-
stood how to reduce robust stability and performance analysis or robust state-
feedback and estimator synthesis problems to so-called robust semi-definite pro-
grams [4, 1]. Although dynamic model-mismatch in feedback interconnections
leads to complex uncertainties which enter in a rational fashion, it is not difficult
to reduce to real uncertainty and polynomial dependence [7].

This leads us to the core subject of this presentation, the following robust
polynomial semi-definite program:

(1)
infimize cT y
subject to F (x, y) ≻ 0 for all x ∈ Rm with G(x) � 0.

Here F : Rm × Rn 7→ Sp and G : Rm 7→ Sq are symmetric-valued functions
which depend polynomially on the uncertainty parameter x ∈ Rm while F depends
affinely on the design parameter y ∈ Rn. Therefore F (x, y) ≻ 0 is a standard linear
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matrix inequality (LMI) in y for fixed x, while the robust counterpart requires to
satisfy the LMI for all x in the uncertainty set

(2) G = {x ∈ Rm : G(x) � 0}
which itself admits a very general description in terms a polynomial semi-definite
constraint. We stress that in many interesting practical cases G turns out to
admit an LMI representation (G is affine) or is even just a compact polytope (G is
diagonal and affine). Moreover polynomial semi-definite programs sup{f(x) : x ∈
Rm, G(x) � 0} as considered in [8, 6] are recovered from (1) with F (x, y) = y−f(x)
and c = 1. If in addition G(x) = diag(−g1(x),−g2(x), . . . ,−gq(x)) is scalar-
diagonal we arrive at the problem class considered in [9, 11, 14]. Note that multiple
polynomial SDP-constraints can be easily collected into one inequality by diagonal
augmentation.

If F depends also affinely on the uncertainty x and G is the convex hull of a
moderate number of explicitly given generators, it is clear that (1) amounts to
solving a standard LMI problem. If the number of extreme points to describe
G is large, it is often possible to construct efficiently computable relaxation with
beautiful a priori guarantees on the relaxation error [2]. The situation drastically
differs if the uncertainties enter nonlinearly, since then such a priori guarantees
are out of reach. Still, however, various relaxation schemes in robust control (such
as multiplier relaxation in structured singular value theory) have been applied to
construct efficiently computable relaxations.

In general it cannot be expected that these relaxations are exact, and the only
known techniques to systematically reduce the relaxation gap with guaranteed
convergence is restricted to finitely generated polytopes with known generators
[13]. As the main goal of this talk we show how such asymptotically exact re-
laxation families can be constructed on the basis of matrix SOS decompositions
for the much larger class of uncertainty sets G, based directly on the implicit
polynomial matrix inequality description (2) if G(x) satisfies a suitable constraint
qualification. In contrast to approaches based on scalarization and a subsequent
application of existing relaxation techniques [9, 11, 14], we will be able to show
that the sizes of the constructed LMI relaxations grow at most quadratically in
the dimension p of F (x, y) and q of G(x) respectively. Moreover we will reveal
how the techniques in [13] can be applied in order to verify whether a given finite
relaxation does not involve any conservatism.
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A power-based description of mechanical systems

Jacquelien M.A. Scherpen

(joint work with Dimitri Jeltsema)

It is well-known that a large class of physical systems (e.g., mechanical, elec-
trical, electro-mechanical, thermodynamical, etc.) admits, at least partially, a
representation by the Euler-Lagrange or Hamiltonian equations of motion, see e.g.
[1, 5, 6, 7] and the references therein. A key aspect of both sets of equations is
that the energy storage in the system plays a central role.

For standard conservative mechanical systems with n degrees of freedom, and
locally represented by n generalized displacement coordinates q = col(q1, . . . , qn),
the Euler-Lagrange equations of motion are given by1

(1)
d

dt
Lq̇(q, q̇) − Lq(q, q̇) = τ,

where q̇ = col(q̇1, . . . , q̇n) denote the generalized velocities, and L(q, q̇) represents
the Lagrangian function, which is defined by the difference between the kinetic co-
energy T ∗(q, q̇) = 1

2 q̇
TM(q)q̇ and a potential energy function V(q), i.e., L(q, q̇) =

T ∗(q, q̇) − V(q). The positive definite symmetric n × n matrix M(q) is a called
the inertia (or generalized mass) matrix, Usually the forces τ are decomposed

1We use the notation that for any scalar function J : Rn → R, the gradient of J (x) is denoted
by Jx(x) = ∂J (x)/∂x, and the Hessian by Jxx(x) = ∂2J (x)/∂x2.



Regelungstheorie 611

V Q

F P

???

L

H

L ∗

�

d
dt

�

d
dt

Figure 1. Mechanical configuration-space quadrangle: Q, P, V

and F denote the spaces of the generalized displacements, mo-
menta, velocities and forces, respectively; The solid and dashed
diagonal lines represent Legendre transformations.

into dissipative forces and generalized external forces. Equations of the form (1)
represent a force-balance.

The relation between the Euler-Lagrange equations and the Hamiltonian equa-
tions is classically established as follows. If we define the generalized momenta
p = Lq̇(q, q̇), with p = col(p1, . . . , pn), then the equations of motion, as originally
described by the set of second-order equations (1), can be described by a set of 2n
first-order equations:

(2)
q̇ = Hp(q, p)

ṗ = −Hq(q, p) + τ.

Here H(q, p) is the Hamiltonian function, obtained by taking the Legendre trans-
formation [1] of L(q, q̇), i.e., H(q, p) = T (q, p)+V(q), where T (q, p) = 1

2p
TM−1(q)p

represents the kinetic energy. (Notice that M−1(q) is well defined since M(q) > 0
for all q by definition.) Equations of the form (2) are referred to as the Hamiltonian
system equations of motion.

The relationship between (1) and (2) is graphically represented in the diagram
shown in Figure 1 (solid lines). Denote the generalized displacement, velocity, mo-
mentum and force spaces by Q, V, P and F, respectively. Figure 1 also suggests that
there exists a dual form of the equations (1) in the sense that a mechanical system is
expressed in terms of a set of generalized momenta and its time-derivatives, which
represent a set of generalized forces. In [5], a description of the dynamics in P and
F is called a co-Lagrangian system, where the Lagrangian function L(q, q̇) in (1) is
replaced by its dual form L∗(p, ṗ), which is defined as L∗(p, ṗ) = V∗(ṗ) − T (p, ṗ),
and the external forces are replaced by external velocities τ∗. Hence, in contrast
to (1), the co-Lagrangian second-order equation set represents a velocity-balance
equation. This co-Lagrangian formulation is less known but is sometimes used for
solving special modeling problems, see e.g., [5].

So far we have considered three representations of the dynamics of a mechanical
system. The underlying relationship between the three different sets of equations
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is the existence of a (well-defined) Legendre transformation between Q, V, P and F.
Furthermore, the quadrangle depicted in Figure 1 also suggest a fourth equation
set, represented by the question marks. Intuitively, at this point, one could be
tempted to call a dynamic description on the spaces V and F the co-Hamiltonian
equations of motion in terms of a co-Hamiltonian given by H∗(q̇, ṗ) = T ∗(q̇, ṗ) +
V∗(ṗ). However, with H∗ as “Hamiltonian” the Hamiltonian equations of motion
do not correctly describe the dynamics.

It is our purpose to consider the left-hand side (represented by the question
marks) of the quadrangle depicted in Figure 1. This fourth equation set can be
given by the mechanical analogue to what is known in electrical circuit theory
as the Brayton-Moser equations. These equations describe a very general class of
nonlinear electrical circuits using a single scalar function called the mixed-potential
function that has the units of power, the time derivative of the energy. These equa-
tions were first proposed in the early sixties in [2]. Although it is well-known that
there is a standard analogy between simple mechanical and electrical systems, like
e.g. the mass-inductor or the spring-capacitor analogy, with the corresponding
velocity-current (resp. flux-momenta) or force-voltage (resp. displacement-charge)
analogies, the existence of a well-defined analogy for more general mechanical
systems is not straightforward. One of the main reasons for making such anal-
ogy difficult is the presence of the so-called Coriolis and centrifugal forces in the
mechanical domain, which do not appear as such in the electrical domain. For
that reason we can, in general, not equate the dynamics of a mechanical systems
mutatis-mutandis along the lines of [2]. Another difficulty is that, in contrast
to electrical circuits, mechanical systems are in general not nodical. Hence, a
mechanical system can not always be considered as an interconnected graph.

Although there have been earlier attempts towards the formalization of a me-
chanical analogue of [2], e.g., [3], [4], here we present an analogue that is natural
and general in the sense that if the Legendre transformation are well-defined, then
we have a Brayton-Moser description for a mechanical system in coordinates of
the spaces V and F. If these Legendre transformations are not well-defined, we can
still obtain a Brayton-Moser description where the mixed-potential function has
the units of power, and the form of the equations is equal to the Brayton-Moser
form, but the coordinates are still in the spaces Q and P. Besides the motivation
to have a description for the missing part of the quadrangle in case the Legendre
transformations are well defined, the new power-based description may be used for
controller design and stability analysis in a different manner than is usual. The
basic results on which the description relies is given as follows:
Theorem Consider a standard conservative mechanical system described by the
Hamiltonian equations (2). The dynamics of (2) can be expressed with x =
(qT , pT )T as

Qm(x)ẋ = Pm
x (x), with
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and Pm(x) represents the mixed-potential (with units of power) of mechanical
type:

Pm(q, p) =
〈

Vq(q),M
−1(q)p

〉

+
1

2

〈(

pTM−1(q)p
)

q
,M−1(q)p

〉

.

The proof uses a similar construction as in [2], and dissipation can be included
easily. Now, power-based control techniques can be applied. Also extensions to
more general (electro-)mechanical systems can be considered.
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Two Examples and some Remarks on Flatness Based Control

Kurt Schlacher

(joint work with Stefan Fuchshumer, Johann Holl)

Control theory and automatic control are important scientific fields, where engi-
neering and mathematics meet each other. In this talk two industrial examples
are presented, where a special mathematical property of the plant, the flatness
of its mathematical model, is exploited for the system analysis, as well as for the
tracking and disturbance rejection problem. The first example is a problem from
nonlinear vehicle dynamics, where the planar bicycle model of a car is used for
the investigations. The second describes the so-called chatter phenomenon in steel
rolling mills, which can be explained by a Hopf bifurcation.

In the first example, the vehicle dynamics, an approach is discussed, which is
essentially based on the observation that the dynamics of the planar holonomic
bicycle model are differentially flat, with the flat output being associated with a
clear physical meaning [4]. The contact between the tires and the road is modeled
in terms of contact forces, which implies that the tires are enabled to slip and slide
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on the road. The steering angle and the longitudinal tire forces are regarded as
control inputs. The bicycle model emerges from the four-wheel vehicle by gluing
together the front and the rear wheels to a single (mass-less) front and rear wheel,
respectively, located at the longitudinal axis of the car. This planar model, known
as a well-established basis for the design of vehicle dynamics control systems, see,
e.g., [1], [2], is capable of rendering the longitudinal, lateral and yaw dynamics of
the vehicle. The pitch and roll dynamics of a vehicle are clearly not involved in
the scope of this model.

The components of a suitable flat output of the bicycle model are identified
as the longitudinal and lateral component of the vehicle’s velocity (vx, vy) of a
distinguished point located on the longitudinal axis. The location of this point is
determined in terms of the mass, the moment of inertia and the distance between
the front wheel and the center of gravity, which can be regarded as well-known
parameters in practical applications. Additionally, the representative of the flat
output does not depend on the particular actuation of the vehicle, i.e., it holds
for the rear-, front- and all-wheel driven bicycle equivalently. As a matter of
particular interest, the system analysis does not refer to particular representatives
for the functions describing the lateral tire forces, up to a certain family of functions
which have to be excluded. However, these exclusions are shown not to imply any
practically relevant restrictions.

The task of (real-time) trajectory planning amounts to mapping the inputs
supplied by the driver, i.e., the current position of the throttle/brake pedal and
the angle of the steering wheel, to suitable trajectories for the flat output. As a
(long-term) future issue, informations gathered by scanning the environment, e.g.,
regarding the conditions of the road, or the position of a detected obstacle, might
also be incorporated for the real-time shaping of the trajectories. Clearly, the
trajectory shaping task inherently involves subjective sensations of the driver. A
possible approach to the trajectory shaping task is given as follows: The position
of the throttle/brake pedal is thought of as to reflect the driver’s demands on the
longitudinal dynamics, thus, this input (supplied at the current time) is used to
define the desired trajectory for vx for a future time horizon. Accordingly, the
angle of the steering wheel may be regarded as the driver’s demand on the lateral
dynamics, so, this input might be used to adjust a desired trajectory for vy.

Clearly, the performance of the proposed vehicle dynamics control depends on
the accuracy of the tire model. Robustness issues and the identification of the tire
parameters are addressed by current research.

The second example discusses the phenomenon of chatter, a vibration problem
in steel cold rolling mills. In a multi-stand configuration of a rolling mill plant the
strip deformation takes place in several consecutive mill stands under a consider-
able strip tension. Therefore, these multi-stand rolling mills represent a coupled
system of individual mill stands where the dominant coupling is given by the
rolling product. Moreover, mathematical models with different levels of complex-
ity are arranged for simulation and controller design purposes, respectively. For
simulation purposes a mill stand model based on a finite element analysis is used.
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Whereas for the analysis of the mathematical multi-stand model with regard to
the so-called third octave chatter phenomenon, as well as for a controller design, a
reduced mill stand model is considered. As a result of the analysis it can be shown
that the interaction of the roll force, the strip tensions, and the strip thicknesses
allows an explanation of third octave chatter by a Hopf bifurcation and thus by an
unstable equilibrium point of the mechanical system of an interconnected rolling
mill stand. Without any change of the mill plant operating point, e.g. by a reduc-
tion of the processing speed, these vibrations would result in rejected products,
damages of the mill plant, and consequently lead to lasting production delays.

In order to overcome this instability a so-called looper system is used to adjust
the strip tension between two adjacent mill stands with high dynamics. For an
active rejection approach of the third octave chatter phenomenon a flatness-based
strip tension control of the multi-stand mill plant is considered where the looper
system as well as the main mill drives are used as actuators for control. It is
the crucial observation that this arrangement meets the property of differential
flatness and moreover, the flat output is determined by the strip tension, the
angular velocity of the main drives, and the strip elongation due to the main
drives. The concept of differential flatness allows a systematic approach for the
problem of trajectory planning, as well as of trajectory tracking, such that the
bifurcation is avoided.

The obtained nonlinear control laws are commonly implemented on a digital
processor in a quasi-continuous-time manner under the assumption that the sample
time is sufficiently small. By considering two different sample times it is possible
to derive a control sequence such that by means of the slow sample time the
trajectories of the plant coincide with the trajectories of a desired closed loop
system. Thus, one succeeds to implement these nonlinear control laws for the
additional cost of solving nonlinear algebraic equations only. This approach is
of advantage especially if the sampling time is low. Therefore, for active chatter
rejection it does not mean an improvement since the frequency of chatter vibrations
is typically greater than 100Hz.

Summarizing we may state that good tracking and disturbance rejection could
be achieved in both examples by flatness based control. For the chatter rejection
problem also passivity-based approaches give good results. In general a mathe-
matical property like flatness alone is not sufficient for a successful solution of an
engineering problem. The flat output of the presented examples has a clear phys-
ical meaning, furthermore it coincides with the output to be controlled. This fact
allows us to plan trajectories in a simple and straightforward manner. The suc-
cessful application of model based control to engineering problems has two needs.
Good mathematical design methods, which are competitive with the industrial
praxis, and precise mathematical models of the plants to be controlled such that
the advantages of the mathematical approach are not neutralized by the lack of
knowledge. If these prerequisites are met then a successfully theory based control
system design is possible.
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Control and Realization of Piecewise-Affine Hybrid Systems

Jan H. van Schuppen

Control problems for hybrid systems are motivated by the use of computers for
control of engineering systems and by the appropriateness of discontinuous sys-
tems as models in engineering. Examples are automotive control, electric power
networks, and chemical plants.

The choice of a subclass of hybrid systems for control is difficult. Most control
problems for arbitrary nonlinear hybrid systems are undecidable. Therefore atten-
tion is limited to piecewise-affine hybrid systems. Even for this class the problems
of characterizing controllability and observability are undecidable. Control the-
ory therefore has to focus on sufficient conditions for existence of control laws for
particular control problems.

The subclass of continuous piecewise-affine hybrid systems selected, consists at
the discrete level of a finite-state automaton and at the continuous level, at each
state of the automaton, of an affine system on a polytope. This subclass of hybrid
systems is useful for many engineering control problems.

A major problem of control theory is to establish that the system is reachable
and to derive a control law to go from an initial state to a final state. A sufficient
condition for the existence and the computation of a control law will be stated.
This leads to the problems: (1) control to an admissable exit facet, for an affine
system on a polytope (2) control to a fixed point of an affine system on a polytope,
and (3) to a reachability problem for a nondeterministic automaton. The approach
will be illustrated for an academic example.
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Due to the rapid automation of cars there is currently a considerable research
effort for control problems for cars. One such problem is the control of a car engine
when it is idle. Due to disturbances caused by the driver (switching on the radio
or the air-conditioning, etc) the engine could stall. The control objective is thus
to keep the speed in the car in a very narrow range even in case of disturbances.
Control synthesis for idle speed control is based on the above formulated control
law for reachability of piecewise-affine hybrid systems.

The realization problem is to obtain necessary and sufficient conditions for the
existence, for the characterization of minimality, and a procedure to construct a
minimal realization of piecewise-affine hybrid systems based on the relation be-
tween input-output functions. An overview of the results has been presented on
the realization problem for switched linear systems.

The lecture is based on joint research with: Andrea Balluchi (Parades), Pieter
Collins, Luc Habets, Mihály Petreczky (the latter three all at CWI) and Margreet
Nool (CWI programmer). This research has been financially supported in part by
the European Commission through the project Control and Computation (IST-
2001-33520) of the program Information Societies and Technologies.

Guide to the references. Reachability and control synthesis of piecewise-affine
hybrid systems [9, 10, 11, 12, 13, 18]. Observability of PAHS [4, 3, 8]. Realization
of switched systems [14, 17, 15, 16]. Computability of hybrid systems [2, 6, 5, 7].
Idle speed control [1].
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A very non-smooth maximum principle with state-space constraints

Héctor J. Sussmann

We consider a Bolza optimal control problem with state space constraints and
a fixed time-interval, in which the objective is to minimize a cost functional

ϕ(x) +
∫ b

a
f0(ξ(t), η(t), t) dt among all (ξ, η) ∈ A, where A is the set of all pairs

(ξ, η) such that (i) η is a map from [a, b] to U , (ii) η ∈ U , (iii) ξ is an absolutely

continuous map from [a, b] to Rn such that ξ̇(t) = f(ξ(t), η(t), t) for a.e. t ∈ [a, b],
(iv) if we let ψ(t) = f0(ξ(t), η(t), t), then ψ is measurable and the function
[a, b] ∋ t 7→ max(0,−ψ(t)) ∈ R is integrable, and (v) the curve ξ satisfies the
endpoint constraints ξ(a) = x̄, ξ(b) ∈ S, and hj(ξ(b)) = 0 for j ∈ {1, . . . , m̃},
as well as the state space constraints gi(ξ(t), t) ≤ 0 for all t ∈ [a, b], and all
i ∈ {1, . . . ,m}.

Here the prescribed data 14-tuple D = (n,m, m̃, U, a, b, ϕ, f0, f, x̄, g, h, S,U) is
such that (using “ppd” for “possibly partially defined,” and writing “θ : A →֒ B”
for “θ is a ppd map from A to B”) (1) n, m and m̃ are nonnegative integers, (2) U
is a set, (3) a, b ∈ R and a < b, (4) f = (f1, . . . , fn)† : Rn × U × R →֒ Rn, so f
is a column of n ppd functions fi : Rn × U × R →֒ R, (5) f0 : Rn × U × R →֒ R,
(6) x̄ ∈ Rn, (7) g = (g1, . . . , gm) is an m-tuple of ppd functions gi : Rn × R →֒ R,
(8) h = (h1, . . . , hm̃) is an m̃-tuple of ppd functions hj : Rn →֒ R, (9) ϕ is a ppd
function from Rn to R, (10) S ⊆ Rn, and (11) U is a set of maps from [a, b] to U .

We assume that, in addition to D, we are given a reference TCP (“trajectory-
control pair”) (ξ∗, η∗) ∈ A. Furthermore, we make some technical assumptions. In

order to state these assumptions, we let Û be the set of all maps from [a, b] to U

and, for η ∈ Û , δ > 0, we write fη,δ, fη,δ
0 , fη,δ, to denote, respectively, the maps

T n(ξ∗, δ) ∋ (x, t) 7→ f(x, η(t), t) ∈ Rn, T n(ξ∗, δ) ∋ (x, t) 7→ f0(x, η(t), t) ∈ R, and



Regelungstheorie 619

T n(ξ∗, δ) ∋ (x, t) 7→ (fη
0 (x, t), fη(x, t)) ∈ R × Rn, where T n(ξ∗, δ) is the tube

given by T n(ξ∗, δ) = {(x, t) ∈ Rn × [a, b] : ‖x− ξ∗(t)‖ ≤ δ}. We use Uc to denote

the set of all η ∈ Û that are constant, and write Uc,∗ = Uc∪{η∗}. If a ≤ α ≤ β ≤ b
and k ∈ L1([a, b], [0,+∞]), we let ARCk([α, β],Rn) be the space of all absolutely

continuous maps ζ : [α, β] 7→ Rn such that ‖ζ̇(t)‖ ≤ k(t) for almost all t ∈ [α, β],

and we define ARCk([[a, b]],Rn) =
⋃

{

ARCk([α, β],Rn) : a ≤ α ≤ β ≤ b
}

.

We then define a metric da,b,n;k on ARCk([[a, b]],Rn) by letting the distance
da,b,n;k(ζ1, ζ2) be equal to |α1 − α2| + |β1 − β2| + max{‖ζext

1 (t) − ζext
2 (t)‖ : t ∈ R}

if ζi ∈ ARCk([αi, βi],R
n) for i = 1, 2, where ζext

i is the continuous extension of ζi
to R which is constant on ]−∞, αi] and on [βi,+∞[. We let ARCk(T n(ξ∗, δ)) be
the set of ζ ∈ ARCk([[a, b]],Rn) such that (ζ(t), t) ∈ T n(ξ∗, δ) for all t ∈ Do(ζ).

Our first three technical hypotheses are then as follows.

(H1) For every η ∈ Uc,∗ there exist δη ∈]0,+∞[, kη ∈ L1([a, b], [0,+∞]) such

that, if we let fη = fη,δη , fη
0 = f

η,δη

0 , fη = fη,δη , then
(H1.a) for every (x, t) ∈ T n(ξ∗, δη), fη(x, t) is defined and satisfies the bounds

‖fη(x, t)‖ ≤ kη(t) and fη
0 (x, t) ≥ −kη(t),

(H1.b) the maps fη and fη
0 are Borel⊗Lebesgue measurable,

(H1.c) the maps fη and fη
0 are, respectively, integrally continuous and

integrally lower semicontinuous on ARCkη
(T n(ξ∗, δη)). (This means

that, if {ξj}j∈N is a sequence in ARCkη
(T n(ξ∗, δη)) that converges in

ARCkη
(T n(ξ∗, δη)) to a limit ξ∞, and ξj ∈ ARCkη

([αj , βj],R
n) for

j ∈ N ∪ {∞}, then limj→∞

∫ βj

αj
fη(ξj(t), t) dt =

∫ β∞

α∞

fη(ξ∞(t), t) dt

and lim infj→∞

∫ βj

αj
fη
0 (ξj(t), t) dt ≥

∫ β∞

α∞

fη
0 (ξ∞(t), t) dt.)

(H2) There exist a positive number δg such that, on the tube T n(ξ∗, δg), for
each i ∈ {1, . . . ,m}, (a) gi(x, t) is defined for all (x, t), (b) the function
t 7→ gi(x, t) is upper semicontinuous for every x ∈ Rn, and (c) the function
x 7→ gi(x, t) is continuous for each t ∈ [a, b], uniformly with respect to t.

(H3) The class U is a “variational neighborhood” of η∗, in the following sense:
if N is an arbitrary positive integer, and u = (u1, . . . , uN) is an arbitrary
N -tuple of members of U , then there exists a positive number ε = ε(N,u)
such that whenever η is a function obtained from η∗ by selecting an N -
tuple (I1, . . . , IN ) of pairwise disjoint subintervals of [a, b] such that the
sum of the measures of the Ij is ≤ ε, and substituting the constant value
uj for the value η∗(t) for every t ∈ Ij , j = 1, . . . , N , it follows that η ∈ U .

Finally, we make technical assumptions on five new objects called ΛF , ΛG, Λh,
Λϕ, and C. The conditions on Λh and Λϕ involve the concept of “generalized
differential quotient,” defined, for example, in [1], [2], and [4], and say that

(H4) Λh is a generalized differential quotient of h at (ξ∗(b), h(ξ∗(b))) in the
direction of Rn, and Λϕ is a generalized differential quotient of ϕ̌ at
(ξ∗(b), ϕ(ξ∗(b)) in the direction of Rn;
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(Here ϕ̌ is the epimap of ϕ, i.e., the set-valued map from Rn to R given by
ϕ̌(x) = [ϕ(x),+∞[ if ϕ(x) is defined, and ϕ̌(x) = ∅ if ϕ(x) is not defined.)
Regarding C, we assume that

(H5) C is a Boltyanskii approximating cone of S at ξ∗(b).

(This means that there exist a natural number ν, a closed convex cone D in Rν , a
neighborhood N of 0 in Rν , a continuous map Φ : N ∩D 7→ S, and a linear map
L : Rν 7→ Rn, such that L(D) = C and Φ(v) = ξ∗(b) + L · v + o(‖v‖) as v →D 0.)

The conditions for ΛF and ΛG are more complicated. They involve the set-
valued maps F : Rn × [a, b] 7→→ R × Rn, G : Rn × [a, b] 7→→ Rm, given by the
formulas F (x, t) = f̌η∗

0 (x, t)×{fη∗(x, t)}, G(x, t) = G1(x, t)×· · ·×Gm(x, t), where
Gi(x, t) = [0,+∞ [ if gi(x, t) > 0, and Gi(x, t) = R if gi(x, t) ≤ 0. Furthermore,
the condition for ΛG also involves the compact subsets Ki of [a, b] defined by

Ki = {t∈ [a, b] : (∀δ>0)(∃(x, s)∈Rn×[a, b])(‖x−ξ∗(t)‖+|t− s|≤δ ∧ gi(x, s)>0} .

The conditions say, essentially, that ΛF and ΛG are set-valued maps whose values,
for each t, are convex generalized differential quotients of F (·, t) and G(·, t) at
ξ∗(t). However, we need to require a certain amount of uniformity, and then the
precise statements of the conditions turn out to be as follows.

(H6) ΛF is a measurable set-valued map on [a, b] with values nonempty com-
pact convex subsets of Rn × Rn×n, such that there exists an integrable

function κΛF

: [a, b] 7→ [0,∞], a positive number δΛ
F

, and a family
{κδ}0<δ≤δΛF of nonnegative integrable functions on [a, b], having the prop-

erty that limδ↓0

∫ b

a κδ(t) dt = 0, and such that for every δ ∈]0, δΛ
F

] and
every (h, t) ∈ Rn × [a, b] for which ‖h‖ ≤ δ there exist a y ∈ F (ξ∗(t)+h, t)
and an (L0, L) ∈ ΛF (t) such that ‖y − σF (t) − (〈L0, h〉, L · h)‖ ≤ δκδ(t).
(Here σF (t) = (fη∗

0 (ξ∗(t), t), f
η∗(ξ∗(t), t)).)

(H7) ΛG is an m-tuple (ΛG1 , . . . ,ΛGm) such that, for each i, ΛGi is an up-
per semicontinuous set-valued map from Ki to Rn with nonempty com-
pact convex values, such that whenever {(hj , tj)}j∈N is a sequence of
points of (Rn\{0}) × [a, b] such that limj→∞ tj = t for some t ∈ Ki and
limj→∞ hj = 0, it follows that there exist rj ∈ Gi(ξ∗(tj) + hj , tj) and
ωj ∈ ΛGj(t) such that limj→∞(‖hj‖−1|rj − 〈ωj , hj〉|) = 0.

Theorem. Assume that D, ξ∗, η∗, ΛF , ΛG, Λh, Λϕ, C satisfy Hypotheses (H1)
to (H7). Let I = {i ∈ {1, . . . ,m} : Ki 6= ∅}. Then there exist (1) a vector
π̄ belonging to the negative of the polar cone of C (i.e., such that 〈π̄, c〉 ≥ 0
for all c ∈ C), (2) a nonnegative real number π0, (3) an m̃-tuple (λ1, . . . , λm̃)
of real numbers, (4) measurable selections [a, b] ∋ t 7→ (L0(t), L(t)) of ΛF , and
Ki ∋ t 7→ γi(t) of ΛGi for i ∈ I, (5) a member Lh = (Lh

1 , . . . , L
h
m̃) ∈ (Rn)m̃ of Λh,

(6) a member Lϕ of Λϕ, and (7) finite nonnegative Borel measures µi on [a, b],
such that support(µi) ⊆ Ki, having the property that, if we let π : [a, b] 7→ Rn be
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the unique solution of the adjoint equation

π(t) = π̄−
m̃

∑

j=1

λ2
jL

h
j +

∫ b

t

π(s) ·L(s)ds−π0

∫ b

t

L0(s)ds−π0L
ϕ−

∑

i∈I

∫

[t,b]

γi(s)dµi(s),

then (I) Hπ0(ξ∗(t̄), η∗(t̄), π(t̄)) ≥ Hπ0(ξ∗(t̄), u, π(t̄)) whenever u ∈ U , t̄ ∈ [a, b]
are such that (ξ∗(t̄), t̄) is a point of approximate continuity of both augmented
vector fields (fu

0 , f
u) and (fη∗

0 , fη∗), and t̄ is not an atom of any of the µi, and

(II) ‖π̄‖ + π0 +
∑m̃

j=1 |λj | +
∑

i∈I ‖µi‖ > 0. (The notion of “point of approxi-

mate continuity” is defined in [3]. The Hamiltonian Hα : Rn × U × Rn × R →֒ R

is defined by Hα(x, u, p, t) = 〈p, f(x, u, t)〉 − αf0(x, u, t).)
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la Société Mathémathique de France (SMF),” Publications de la SMF, Paris, 2000, 1-52.

[2] H. J. Sussmann, New theories of set-valued differentials and new versions of the maximum
principle of optimal control theory. In “Nonlinear Control in the year 2000,” A. Isidori,
F. Lamnabhi-Lagarrigue and W. Respondek Eds., Springer-Verlag, London, 2000, 487-526.

[3] H. J. Sussmann, Needle variations and almost lower semicontinuous differential inclusions.
Set-valued analysis 10 (2002), 233-285.

[4] H. J. Sussmann, Set-valued differentials and the hybrid maximum principle. In “Proc.
39th IEEE Conf. Decision and Control, Sydney, Australia, December 12-15, 2000,” IEEE
publications, New York, 2000.

Observability of Nonlinear Systems

Bernd Tibken

In this contribution the observability of systems given by the state space repre-
sentation

ẋ(t) = f(x(t)) , x(0) = x0 ,(1)

y(t) = h(x(t))(2)

where x ∈ Rn and y ∈ Rm are state vector and output vector, respectively, is
investigated. The functions f and h are assumed to be real analytic and it follows
immediately that y(t) is an analytic function of t with Taylor series given by the
Lie series

(3) y(t) =
∑

k≥0

(

Lk
f h

)

(x0)

where the Lie derivative Lfh defined by

(4) Lf h(x) =

n
∑

i=1

∂h

∂xi
fi(x) , L

0
fh = h , Lk+1

f = Lf

(

Lk
f h

)

has been used. Two points x1
0, x

2
0 in state space can be distiguished by the output

if the corresponding outputs are distinct. If all pairs can be distinguished the
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system is called observable. In order to formalize this we define the observability
mapping [1, 2]

(5) F (x) =

















h(x)
Lf h(x)

...
Lk

f h(x)
...

















and two points can be distinguished if they satisfy F (x1
0) 6= F (x2

0). This condition
can be translated into a geometric condition if we introduce the following sets in
R2n

G =

{(

x
z

)

∈ R2n | F (x) = F (z)

}

,(6)

D =

{(

x
z

)

∈ R2n | x = z

}

(7)

from which it is obvious that the system is observable in G = D holds. Unfor-
tunately this geometric condition can not be tested in general. In the following
we will specialize f and h in order to derive conditions which can be tested via
computer algebra systems.
As a first simplification we assume that f and h are polynomial functions of the
state vector. It immediately follows that the components of F are polynomial
functions also, thus, we will employ the machinery of algebraic geometry [3] in
order to find conditions for G = D. In order to use the full power of algebraic
geometry it is necessary to allow all variables to be complex. Accordingly we define

GC =

{(

x
z

)

∈ C2n | F (x) = F (z)

}

,(8)

DC =

{(

x
z

)

∈ C2n | x = z

}

(9)

and it is clear that we have G = GC ∩ R2n and D = DC ∩ R2n. Now we represent
these sets via the algebraic varieties associated to the ideals generated by the
polynomials defining the sets. In the following the notation < g1, g2, . . . , gm >
denotes the ideal generated by the polynomials gi, i = 1, . . .m. The ideal most
important ideal is given by

(10) G =< F1(x) − F1(z), F2(x) − F2(z), . . . >

and it is important to note that due to the fact that the ring of polynomials is
noetherian this ideal is finitely generated. The second ideal which is important is
given by

(11) D =< x1 − z1, x2 − z2, . . . , xn − zn >
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and we have the representation

GC = V (G) ,(12)

DC = V (D)(13)

and the observability condition is given by

(14)
√
G = D

or equivalently using the ideal quotient

(15)
√
G : D =< 1 >

which is a very strong condition which ensures the observability for the complexi-
fication. In the real case in which we are primary interested we can give a relaxed
condition which is given as

(16) V (
√
G : D) ∩ R2n ⊆ D

which can be checked in principle because a Gröbner basis for the ideal

(17) Q =
√
G : D

can be computed using computer algebra systems like Singular.
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A behavioral approach to the estimation problem and its applications
to state-space models

Maria Elena Valcher

(joint work with Mauro Bisiacco, Università di Padova, Padova, Italy)

The original theory of state observers was concerned with the problem of recon-
structing (equivalently, estimating) the state from the corresponding inputs and
outputs. This problem has been later generalized in various ways, and in relatively
recent years there has been a great deal of research aiming at designing state ob-
servers (also for nonlinear state-space models) in the presence of unknown inputs
(disturbances).

Another research issue, which originated in the eighties and flourished in the
nineties, but still represents a very lively research topic, is the fault detection
and isolation (FDI) problem. The problem of detecting and identifying the faults
affecting the system functioning, possibly in the presence of disturbances, may be
naturally seen as an estimation problem.
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The last few years have witnessed a renewed interest for these issues: esti-
mation problems and observer synthesis (in a deterministic context) have been
investigated for wider classes of dynamic systems, described, for instance, in a
behavioral setting or by means of polynomial/rational models, thus enlightening
interesting connections between the problem solutions obtained via different ap-
proaches [1, 3, 4].

The aim of this talk is that of fully addressing the observer design problem
for linear time-invariant (discrete-time) dynamic systems, defined on Z+, that
are described in behavioral terms by means of a set of difference equations. The
results of this analysis can be then exploited for providing very compact and
elegant solutions to all the aforementioned classical problems, posed for state-
space models.

The present results extend those recently appeared in [4] for the continuous
time case and in [3] for discrete time systems.

Specifically, we consider a dynamic system Σ = (Z+,R
w,B), with Z+ the time

axis, Rw the signal alphabet and B ⊂ (Rw)Z+ the system behavior. Independently
of the physical meaning of the system variables which are grouped together in
the vector w, when dealing with any type of estimation problem a first natural
distinction is introduced between measured variables, denoted by wm, and unmea-
sured variables. These latter, in turn, may be naturally split into the subvector
of all system variables which are (unmeasured and) the object of our estimation
problem (the “relevant” variables for the specific estimation problem), wr, and
the subvector of all variables which are both unmeasured (for instance because
they represent disturbances or modeling errors) and “irrelevant” for our estima-
tion problem. We refer to such a subvector as wi. As a consequence, the vector

w is naturally split into three subvectors, i.e., wT =
[

wT
r wT

m wT
i

]T
.

Accordingly, the behavior trajectories in B satisfy a difference equation of the
following type

[

Rr(σ) −Rm(σ) −Ri(σ)
]





wr(t)
wm(t)
wi(t)



 = 0, t ∈ Z+,

for suitable polynomial matrices Rr, Rm, Ri in the left shift operator σ. The
natural goal is that of designing an estimator of wr based on the knowledge of wm,
such that its estimation error goes to zero in a finite number of steps, independently
of wi.

To this end, we first introduce the concepts of reconstructibility and observabil-
ity of the “relevant” variable wr from the “measured” variable wm, and later the
definition of dead-beat observer (or of consistent dead-beat observer) of wr from
wm, in the presence of the unmeasured (and irrelevant) variables wi. Necessary
and sufficient conditions for the existence of such (consistent) dead-beat observers,
are introduced, and a complete parametrization of all dead-beat observers is given.
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Equivalent conditions for the existence of causal dead-beat observers, by this mean-
ing dead-beat observers endowed with a proper rational transfer matrix and hence
realizable by means of a causal discrete-time state-space model, are also derived.

Finally, several classical problems addressed for state-space models, like stan-
dard state estimation, the design of unknown input observers or the design of fault
detectors and identifiers (possibly in the presence of disturbances), are casted in
this general framework, by accordingly partitioning all system variables (state, in-
put, output, disturbance and fault) into the three disjoint subvectors wr,wm and
wi. As a result, the aforementioned equivalent conditions and parametrizations
provide specific answers to all these special instances.
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ARMAX System Identification: First X, then AR, finally MA

Jan C. Willems

(joint work with Ivan Markovsky, Bart L.M. De Moor)

In this extended abstract, ‘process’ means: a zero mean, gaussian, stationary,
ergodic vector process on Z, ⊥ means ‘independence’, and ‘white noise’ means
a process ε for which the σtε(0)’s are all ⊥ for t ∈ Z, and σ denotes the shift
(σf(t) := f(t+ 1)). Consider the difference equation

(ARMAX) W (σ)w = E(σ)ε,

with W,E suitably sized polynomial matrices. The behavior of (ARMAX) consists
of all processes w such that (ARMAX) holds for some white noise process ε. The
identification (ID) problem is to obtain estimates of (W,E) from observation of a
realization of w:

w̃(1), w̃(2), . . . , w̃(T ).

In this extended abstract, we will assume for simplicity of exposition that T = ∞.
In the actual algorithm, we assume T finite, and study the behavior of the estimates
as T → ∞.

Every ARMAX system admits a more refined representation

(AR-MA-X) A(σ)R(σ)w = M(σ)ε
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with A square, det(A) non-zero and without unit circle roots, and R left-prime.
Note that R(σ)w = 0 corresponds to the ‘exogenous’ part of the AR-MA-X system
(obtained by setting ε = 0). We call R the ‘X’ (exogenous) part, A the ‘AR’ part,
and M the ‘MA’ part of the AR-MA-X system. We present an algorithm that
identifies first R, then A, and finally M .

Many interesting problems emerge: When do two systems (A,R,M) define the
same behavior? Obtain canonical forms. If w = [ u

y ], when is u a ‘free input’, in
the sense that for any process u, there exists a process y such that w = [ u

y ] belongs
to the behavior of (AR-MA-X)? When is this y unique? In [1] these issues are
studied in depth.

It is easy to see that for all n ∈ R[ξ] in the R[ξ]-module generated by the
transposes of the rows of R, n(σ)⊤w ⊥ ε. Assume that R = [ P Q ] with P
square, and correspondingly w = [ u

y ], with u ⊥ ε. Now look for the finite linear
combinations of the rows of the observed

W̃ =











w̃(1) w̃(2) w̃(3) · · · w̃(t) · · ·
w̃(2) w̃(3) w̃(4) · · · w̃(t+ 1) · · ·
w̃(3) w̃(4) w̃(5) · · · w̃(t+ 2) · · ·

...
...

...
...

...
. . .











that are orthogonal to the rows of the observed

Ũ =











ũ(1) ũ(2) ũ(3) · · · ũ(t) · · ·
ũ(2) ũ(3) ũ(4) · · · ũ(t+ 1) · · ·
ũ(3) ũ(4) ũ(5) · · · ũ(t+ 2) · · ·

...
...

...
...

...
. . .











.

Call these linear combinations ‘orthogonalizers’. Obviously each orthogonalizer
is a vector of the form π = col(π0, π1, · · · , πn, · · · ), with the πn’s ∈ Rw, and all
but a finite number of them non-zero. Organize the orthogonalizers as polynomial
vectors π(ξ) = π0 + π1ξ + · · · + πnξ

n + · · · ∈ Rw[ξ].
It can be shown that if ũ is persistently exciting, then the orthogonalizers form

exactly the R[ξ]-module generated by the transposes of the rows of R. This yields
an algorithm for identifying R from the observations via the orthogonalizers. As
we have described it here, this algorithm requires an infinite number of rows of
W̃ and Ũ , but if we assume that (upper bounds for) the lag L and the dynamic
order n of the AR-MA-X system are known, we can restrict attention to the first
L rows of W̃ and the first L+ n rows of Ũ .

Once R has been estimated, we compute

ã = R̂(σ)w̃,

and obtain an estimate Â of A from ã, and proceed by computing

m̃ = Â(σ)ã,

to obtain an estimate M̂ of M , leading to an estimate (R̂, Â, M̂) for (R,A,M).
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This extended abstract reports on research in progress. A full paper is in
preparation.
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Internet congestion control and linear inclusions

Fabian Wirth

(joint work with Douglas Leith, Robert Shorten, Rade Stanojević)

We consider a communication network in which n sources send data through
a bottleneck router. The sources are assumed to employ an additive-increase-
multiplicative-decrease (AIMD) algorithm, as it is used in current transfer control
protocol (TCP) implementations.

Under some mild assumptions, the evolution of the window size of each source,
i.e. the number of unacknowledged packets in flight, is approximately of the form
shown in Figure 1, if time is measured in round-trip-time (RTT).

Time (RTT)


w

i


w

i

(k)


w

i

(k+1)


k'th congestion epoch


k'th congestion
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(k)
 t
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Figure 1. Evolution of window size

The drops occur at congestion events detected by the source through unacknow-
ledged packages. It can be shown that the dynamics of the vector of window sizes
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from congestion event k to event k + 1 is given by a linear inclusion defined by a
set of column stochastic matrices.

Assuming that experiencing congestion is an independent and identically dis-
tributed random process, the system becomes a Markov e-chain. For this chain we
characterize the support of the invariant measure and get explicit formulas for the
long term average of the window sizes. These results can be reinterpreted for the
design of AIMD protocols in terms of fairness and efficient use of the resources.

Design of Nonlinear Feedforward Control

Michael Zeitz

(joint work with Christian Bermes and Knut Graichen)

The swing–up maneuver of a two–link planar robot with a single actuator at
the shoulder is used to present a new approach for nonlinear feedforward control
design under input constraints [1] – [4]. The pendubot model and experiment are
widely used in nonlinear control education and research due to challenging features
like multiple steady states, unstable internal dynamics, and the lack of feedback
linearizability [5]. A particularly difficult control task is swinging up the pendubot
from its stable downward equilibrium position to the unstable upward equilibrium
position. The proposed feedforward control treats the swing–up maneuver as a
two–point boundary value problem (BVP) defined on a finite–time interval, which
enables to directly incorporate input constraints.

The considered equations of motion are given by the second order ODEs

(1) A ÿ +B η̈ + C = u, D ÿ + E η̈ + F = 0

for the inner and outer angles y(t) and η(t) of the pendubot in dependence of the
constrained input |u(t)| ≤ umax. The coefficients A to F are nonlinear functions of
y, η, ẏ and η̇, as given in [3]. The equations (1) can be re–written in the nonlinear
input–output normal form [6]

(2) ÿ =
E

G

(BF

E
−C+u

)

= α(y, ẏ, η, η̇, u), η̈ =
D

G

(

C−AF

D
−u

)

= β(η, η̇, y, ẏ, u)

with G = AE − BD > 0 and E 6= 0. An intrinsic feature of the pendubot model
is that the zero dynamics associated to the η–ODE is stable for the downward
equilibrium position y = η = −π and unstable for the upward equlibrium position
y = η = 0, i.e. both minimum phase and non–minimum phase behavior occur
during the swing–up maneuver.

The swing–up within the finite–time interval t ∈ [0, T ] means that the solutions
y(t) and η(t) of the ODEs (2) have to satisfy the boundary conditions (BCs)

(3) y(0) = −π, y(T ) = 0, ẏ |0,T = 0, η(0) = −π, η(T ) = 0, η̇ |0,T = 0.

The second order ODEs (2) and the BCs (3) form two coupled nonlinear BVPs in
dependence of the constrained input |u(t)| ≤ umax.
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The inversion–based feedforward control design uses the inverse input–output
dynamics1

(4) u∗ = α−1(y∗, ẏ∗, ÿ∗, η∗, η̇∗),

in order to determine the input trajectory u∗(t) in dependence of the trajectories
y∗(t) and η∗(t) of the output and the internal dynamics, whereby an asterik (∗) is
used to characterize the feedforward variables [1], [2], [7]. For the determination
of η∗(t), the input (4) is inserted into the ODE of the internal dynamics in (2), i.e.

(5) η̈∗ = β̄(η∗, η̇∗, y∗, ẏ∗, ÿ∗).

Here, the output y∗(t) and its time derivatives serve as inputs. Note that the
second order ODE (5) and the four BCs in (3) for η∗(t) define an overdetermined
BVP. Its solution technique plays a keyrole in the inversion–based feedforward
control design.

Devasia et.al. [7] consider stable system inversion and propose to split the inter-
nal dynamics into stable and unstable parts in order to numerically solve the re-
spective ODEs by applying an iterative forward and backward integration scheme.
However, the separation in stable and unstable parts is difficult for nonlinear sys-
tems, as in case of the pendubot. Furthermore, the integration leads to a pre–
and/or a post–actuation time interval. This means that the feedforward control
has to start in advance of the transition (pre–actuation), or reaches the final sta-
tionary input value only asymptotically (post–actuation), although the output
transition is performed in a finite time.

The main idea of the approach presented in [1], [2] is that the solvability of
the BVP (3), (5) of the internal dynamics can be ensured by introducing two free
parameters p∗ = (p∗1, p

∗
2) which are provided in the construction of the output

trajectory y∗(t) = Υ(t, p∗).
A further elaboration of this approach enables to directly incorporate the input

constraints within the feedforward control design [3, 4]. Therefore, a new function
α̂ = ÿ∗ is introduced to parametrize the highest time derivative of the output in
the ODEs (2) and (5):

(6) ÿ∗ = α̂, η̈∗ = (η∗, η̇∗, y∗, ẏ∗, α̂).

The solutions y∗(t) and η∗(t) of the ODEs (6) with the BCs (3) as well as the
feedforward trajectory u∗(t) in (4) mainly depend on the set–up of the function
α̂ = ÿ∗ with respect to the following objectives:

(i) In order to guarantee that the feedforward trajectory u∗(t) in (4) is C0–
continuous at the bounds t = 0, T , the function α̂ = ÿ∗(t) must meet the
BCs ÿ∗(0) = 0 and ÿ∗(T ) = 0.

(ii) The solvability of the BVPs defined by two second order ODEs (6) and
eight BCs (3) requires at least four free parameters. The needed para-
meters p∗ = (p∗1, . . . , p

∗
4) are provided in the set–up Φ(t, p∗) = α̂ of the

function α̂ = ÿ∗. Thereby, Φ(t, p∗) has to satisfy the BCs assumed in (i),

1Due to E 6= 0, the relative degree r = 2 is well defined and the inverse α−1 exists globally.
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i.e. Φ(0, p∗) = 0 and Φ(T, p∗) = 0. Two suitable alternatives to construct
this function are

Φ(t, p∗) =



























−
n

∑

k=1

p∗k
t

T
+

n
∑

k=1

p∗k

(

t

T

)k+1

(a)

n
∑

k=1

p∗k sin
kπt

T
(b)

It is easily seen for t = 0 and t = T that both the polynomial set–up (a)
and the sine series (b) meet the BCs in (i).

(iii) In order to account for the input constraints |u(t)| ≤ umax, the resulting
feedforward control

u∗Φ = α−1 (y∗, ẏ∗,Φ(t, p∗), η∗, η̇∗)

is calculated, which follows from (4) with the set–up ÿ∗ = Φ(t, p∗).

(iv) By means of u∗Φ, it can be decided whether the bounds ±umax are met or
violated, such that the right–hand side α̂ of the y∗–ODE in (6) must be
re–planned:

α̂ =











Φ(t, p∗) if |u∗Φ| ≤ umax

α(y∗, ẏ∗, η∗, η̇∗,−umax) if u∗Φ < −umax

α(y∗, ẏ∗, η∗, η̇∗, umax) if u∗Φ > umax

The calculation of the feedforward control u∗(t), t ∈ [0, T ] in (4) requires the
solution of the two BVPs (3), (6) with the set–up function α̂ constructed via the
design steps (i)–(iv) in dependence of the free parameters p∗. In [3], the swing–up
time T is chosen as one of the free parameters p∗ in the function Φ(t, p∗). Thereby,
a time transformation t = ǫτ with T = ǫT0 is required to re–define the BVPs (3)
and (6) on a fixed time interval τ ∈ [0, T0]. The scaling factor ǫ is used as new
free parameter and denotes the variation of the swing–up time T with respect to
the fixed transition time T0 in the new time coordinate τ .

A difficult question concerns the existence and uniqueness of a solution to the
two nonlinear BVPs (3), (6). On the other hand, the solvability of the BVPs
implies the existence of a feedforward control and therefore can be seen as a con-
structive controllability proof of the considered system. However, the analytic
conditions of controllability are still an open problem for general nonlinear sys-
tems.

The solution of BVPs with free parameters p∗ as given in (3), (6) is a standard
task in numerics. For instance, Matlab provides the function bvp4c2, which can
be applied in a straight–forward manner to compute both the parameters p∗ and
the solutions y∗(t) and η∗(t) [1] – [4]. The feedforward control u∗(t), t ∈ [0, T ]
is finally determined by substituting the trajectories y∗(t), η∗(t) and their time
derivatives in (4). Due to the algebraic approach of the BVP solver bvp4c, there

2ftp://ftp.mathworks.com/pub/doc/papers/bvp
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is no distinction whether the internal dynamics is stable or unstable, since its
solution is obtained without numerical time integration, in contrast to the stable
system inversion [7]. Therefore, the feedforward control design is applicable in the
same manner for both minimum–phase and nonminimum–phase systems.

The experimental validation of the feedforward control for the swing-up ma-
neuver requires stabilization by an additional feedback. Due to the accuracy of
the nonlinear feedforward control, the feedback part can be designed by linear
methods with the pendubot model linearized along the nominal trajectories, such
that

(7) u = u∗ + kT (x∗ − x)

is chosen as the stabilizing input to track the desired trajectories for the swing–
up [3]. The time–variant row vector kT (t) with the gains ki(t), i = 1, 2, 3, 4 of
the states x = [y, ẏ, η, η̇]T is calculated point–wise in time by an LQR technique
with suitable weighting matrices. Thereby, it must be considered that the con-
trollability of the linearized model is lost in the midth of the swing–up maneuver,
which leads to a finite–time escape of the controller gains ki(t). This problem
can be avoided by interpolating the feedback gains through the singularity, which
has been experimentally validated by the swing–up and swing–down maneuver of
the pendubot. Finally, this feedforward/feedback control scheme has been imple-
mented in order to track the finite–time transitions between the four equilibrium
points of the pendubot [8].
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Algebraic analysis of time-varying linear behaviors

Eva Zerz

Consider a left Noetherian ring D (with unity) and a left D-module A. In systems
theory, D is typically a ring of (differential) operators, and A is a set of signals on
which the elements of D operate. An abstract linear system takes the form

B = {w ∈ Aq | Rw = 0},
andR ∈ Dg×q is called a representation of B. Thus, an abstract linear system is the
solution set, in the signal module Aq, of the linear system of (differential) equations
Rw = 0. Such solution sets are known as “behaviors” in systems theory [9].

Define the left D-module M = D1×q/D1×gR. There is an isomorphism of
(additive) Abelian groups B ∼= HomD(M,A), which is known as the Malgrange
isomorphism [5]. Thus, the contravariant functor HomD(·,A) links the algebraic
object M with the analytic object B. In the D-module theoretic approach [2, 8],
a linear system is identified with M, whereas in the behavioral approach, B is the
central object to be investigated. The theories are parallel over signal sets A that
are injective cogenerators [4]. This means that the functor HomD(·,A) is exact and
faithful, i.e., it preserves and reflects exactness. Over an injective signal module A,
we have the so-called fundamental principle, which says that the solvability of an
inhomogeneous equation Py = v, where the D-matrix P and the A-vector v are
given, is equivalent to a condition on the right hand side v of the form Qv = 0,
where Q is a D-matrix whose rows generate the left kernel of P . The existence of Q
is guaranteed since D is assumed to be left Noetherian. Moreover, the cogenerator
property implies that the inclusion of behaviors can be characterized in terms of a
divisibility condition on the representations matrices, namely, B1 ⊆ B2 if and only
if R2 = XR1 for some D-matrix X . Injective cogenerators provide an extremely
fruitful framework for systems theory, because they make it possible to translate
any statement on B that can be expressed in terms of kernels and images, into
an equivalent statement on M, and vice versa. This is true, for example, for the
ring D of ordinary or partial differential operators with real or complex coefficients,
and the signal sets A of entire or smooth functions, or of distributions [6].

Assume additionally that D is a domain. Over a signal set A that enjoys the
injective cogenerator property, the systems theoretic property of autonomy (i.e.,
absence of free variables or inputs) can be characterized by the fact that M is
torsion. Equivalently, all representations of an autonomous system possess full
column rank, where the rank is defined over the quotient field of left fractions of
the left Noetherian domain D. An abstract linear system is called controllable if
it possesses an image representation, that is,

B = {w ∈ Aq | ∃ℓ ∈ Al : w = Lℓ}
for some L ∈ Dq×l. If D is also right Noetherian, then controllability of B is
equivalent to torsion-freeness of M. Note that the assumption that D should be
left and right Noetherian can be weakened [7], but this is not necessary for the
special case to be considered next.
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Let D be the ring of linear ordinary differential operators with rational (mero-
morphic) coefficients. Then D is a non-commutative simple principal ideal domain
[1]. A signal set with the injective cogenerator property is given by the set of func-
tions that are smooth except for a finite (discrete) number of points [10]. To prove
this, it suffices to show [4] that any scalar equation dy = u, where 0 6= d ∈ D and
u ∈ A are given, possesses a solution y ∈ A, and that for any d ∈ D that is not
a unit, there exists a non-zero solution to dy = 0. Having established these prop-
erties, one finds that any B can be represented by a matrix of full row rank, that
two representations of full row rank differ only by a unimodular left factor, and
that autonomy is equivalent to the existence of a square non-singular representa-
tion. Controllability amounts to the existence of a right invertible representation
matrix. Analytical characterizations of autonomy and controllability can be de-
rived [3, 10]. Moreover, any B can be decomposed into a direct sum of its largest
controllable subsystem and an autonomous subsystem. Also the existence of row-
proper representations, input-output structures with proper transfer matrix, and
state space realizations, which are well-known in the time-invariant case, carry
over, in a straightforward manner, to the time-varying setting.

The situation is more involved, however, when addressing the interpretation of
the state as the system’s memory. The solution space of functions that are smooth
almost everywhere is not appropriate for tackling this question. One needs to
restrict to solutions with some sort of regularity such as locally integrable solutions.
Differentiation can be interpreted in the distributional sense, but additionally, one
has to restrict to representations with polynomial (analytic) coefficients. The
resulting ring of differential operators is much more complex than D. However,
using algebraic manipulations over D, we can still make statements about the
generic properties of B by considering local versions on open intervals outside a
finite (discrete) set of points.
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Open Problem: Model Reduction by Projection

Athanasios C. Antoulas

In the large-scale setting linear systems are described in terms of state and out-
put equations of the form ẋ(t) = Ax(t)+Bu(t), y(t) = Cx(t)+Du(t), respectively,
where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rn×m, with n the state dimension
(which depending on the application may range from several thousand to several
million states), m the number of inputs, and p the number of outputs. Given the
projection Π = VW ∗, Π2 = Π, where V , W ∈ Rn×k, k ≪ n, and (·)∗ denotes
transposition, followed by complex conjugation if necessary, the associated system
Σ̂ = (Â, B̂, Ĉ, D̂), of reduced order k, is obtained as follows

(1) Â = W ∗AV, B̂ = W ∗B, Ĉ = CV, D̂ = D.

The Rational Lanczos Procedure. In the sequel for simplicity of exposition,
we will assume that the systems Σ = (A,B,C,D), are single-input single-output
(m = p = 1). Let 2k pairwise distinct points λi ∈ C be given (λi 6= λj , i, j =
1, · · · , 2k). Consider the projection Π = VW ∗, where

(2)

imV = im
[

(λ1I −A)−1B · · · (λkI − A)−1B
]

im W̄ ∗ = im







C(λk+1I − A)−1

...
C(λ2kI −A)−1






, W ∗ = (W̄ ∗V )−1W̄ ∗,

where imZ denotes the image or the span of the columns of the matrix Z. V ,
W defined above are called generalized controllability and generalized observability
matrices respectively; it can readily be shown that the non-singularity of the k×k
matrix W̄ ∗V is a consequence of the controllability and observability of the triple
(A,B,C).

Interpolation Property. The above construction leads to the following impor-
tant property. The transfer function of the reduced system defined by (1) where
the projection is defined by (2), interpolates the transfer function of the original
system at the given points λi:

H(λi) = D + C(λiIn −A)−1B =

= D̂ + Ĉ(λiIk − Â)−1B̂ = Ĥ(λi),

for i = 1, · · · , 2k.
Furthermore, if λi = λk+i, i = 1, · · · , k, then

H(λi) = Ĥ(λi) and
dH(s)

ds

∣

∣

∣

∣

s=λi

=
dĤ(s)

ds

∣

∣

∣

∣

∣

s=λi

,

for i = 1, · · · , k, that is, the transfer function of the reduced system interpolates
both the values and those of the first derivatives of the transfer function of the
original system, at the first k points.
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Generality of model reduction by rational Krylov. It turns out that model
reduction by rational Krylov is quite general. First, it can be shown that in the
single-input single-output case, given the original system and any reduced system,
the latter can be obtained from the former by rational Krylov, for an appropriate
choice of the interpolation points λi. In the multi-input multi-output case, this
property holds generically.

Thus, given this fact the following question arises:

How to choose the interpolation points, so
that the reduced system satisfies desired
properties?

Open Problem: Performance of sampled–data systems

Lars Grüne

Consider a single input control affine closed loop system

ẋ(t) = f(x(t)) + g(x(t))u(x(t))

with x ∈ Rn and controller u and the corresponding sampled–data system

ẋT (t) = f(xT (t)) + g(xT (t))uT (xT (iT ))), t ∈ [iT, (i+ 1)T ), i = 0, 1, . . .

with controller uT . We consider the mismatch after one time step given by

∆T := ‖x(T, x0, u) − xT (T, x0, uT )‖.

It is known that for uT = u we obtain ∆T = O(T 2) while for

uT (x) = u(x) +
T

2

∂u(x)

∂x
[f(x) + g(x)u(x)]

we obtain ∆T = O(T 3) (this follows from [1, Theorem 4.11] setting V (x) = xi

observing that positive definiteness of V is not needed). Remark 4.12 in [1] suggests
that higher order cannot be obtained in general.

Problem: Find conditions on f, g, u under which ∆T < O(T 3) can be achieved.
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Open problem: What is the right definition of observability for
polynomial systems?

Uwe Helmke

One reasonable requirement for a sensible definition of observability is that the
property holds for a generic class of systems. This issue strongly depends on the
system class under consideration. Recall, that a nonlinear system

(1) ẋ(t) = f(x(t)), y(t) = h(x(t))

is called observable, if the initial states x1(0), x2(0) of two trajectories are dis-
tinguishable by the corresponding output functions h(x1(·)), h(x2(·)). For linear
systems, generic observability is well-known and indeed an easy consequence of
the Kalman observability rank condition. For nonlinear systems the situation be-
comes much more complicated. In the 1980s, D. Aeyels and F. Takens proved
that observability is a generic property for smooth continuous–time systems. In
fact, Aeyels and Takens [1, 4] proved genericity for a much stronger condition than
observability, i.e. that for generic smooth systems (1) the map

ΦN : Rn → RN+1, x 7→ (h(x), Lfh(x), · · · , LN
f h(x))

is an embedding, provided N ≥ 2n. Here Lfh(x) = dh(x)f(x) denotes the Lie
derivative. Similar genericity results for observability of real analytic systems
have been obtained by Gauthier and Kupka. It seems strange that such genericity
results do not hold for discrete-time systems. In fact, elementary counterexamples,
first constructed by Vivaldi, show that there exist open classes of unobservable
discrete-time systems. Indeed, consider the one-dimensional system

(2) xt+1 = x2
t , yt = x3

t + 2x2
t + 3xt + 4.

This system is not observable. Moreover, any small perturbation in the system
parameters results in an unobservable system. In fact, the image F (R)of the map
F (x) = (x2, x3 + 2x2 + 3x+ 4) has a simple self-intersection point at (0, 0). Thus,

small perturbations of the system parameters will also result in a set F̃ (R) having
a simple self-intersection point. Thus, there exists an open set of discrete–time
systems which are not observable. The above counterexample shows that, even in
the restricted class of polynomial discrete-time systems, genericity of observability
cannot be expected. The question remains whether or not observability is a generic
property for polynomial continuous–time systems. Pollicott has shown that ob-
servability holds generically for continuous-time polynomial systems on compact
algebraic manifolds, provided the degrees of the class of polynomial functions are
assumed to be bounded.

The compactness assumption excludes the case of unconstrained continuous–
time polynomial systems on Rn. We believe that genericity holds here, too. More-
over, we conjecture that even the much more restricted condition of algebraic
observability is generic. The concept of algebraic observability was first intro-
duced by Sontag [3]. A polynomial system (2) is algebraically observable if there
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exists a finite integer N ≥ 1 and a polynomial π ∈ R[y0, · · · , yN ] such that for all
x ∈ Rn

x = π
(

h(x), h(f(x)), . . . , h(fN(x))
)

holds, that is, the initial state is expressible as a polynomial function of the N +1
observations.

Conjecture 1. Algebraic observability is a generic property for continuous–time
polynomial systems (f, h) on Rn of bounded degrees.
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Open problem: Non-adaptive polynomial stabilization of linear
minimum phase systems with known upper bound of the relative degee

Achim Ilchmann

Consider the system class of single-input, single-output systems

(1) ẋ(t) = Ax(t) + b u(t), y(t) = c x(t)

where the entries of A ∈ Rn×n, b, cT , x0 ∈ Rn, are unknown but satisfy the
following structural assumptions:
(A1) known upper bound of the relative degree and positive high-frequency gain:
For some known r ∈ N, there exists ρ ∈ {1, . . . , r} such that cAib = 0 for
i = 1, ..., ρ− 2 and cAρ−1b > 0.
(A2) minimum-phase:

det

[

sI −A b
c 0

]

6= 0 for all s ∈ C with Re s ≥ 0.
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Evolution of y

Ball of radius 1/ϕ(t)

t

Fϕ

Fig. 1. Prescribed performance funnel Fϕ.

The control problem is as follows: consider an arbitrary performance funnel

Fϕ :=
{

(t, e) ∈ R≥0 × Rm
∣

∣ ϕ(t) ‖e‖ < 1
}

associated with a function ϕ (the reciprocal of which determines the funnel bound-
ary) belonging to

B :=
{

ϕ ∈ W 1,∞(R≥0,R)
∣

∣

∣ ϕ(0) = 0, ϕ(s) > 0 ∀ s > 0, lim inf
s→∞

ϕ(s) > 0
}

;

design a feedback law

u(t) = −γr

(

k(t), y(t), ξ(t)
)

, γr polynomial

where

k(t) = [1 − (ϕ(t)‖y(t)‖)2]−1 , ξ̇(t) = f(y(t), u(t), ξ(t)) with polynomial f ,

such that y evolves within the funnel Fϕ.
In [1], we have introduced a control strategy for the above class of system in

the special case that r = ρ. The novelty is that the high-gain parameter k is not
a monotone function as it is in the context of adaptive control.
In adaptive control, similar system classes have been considered, however, apart
from [2], transient behaviour in terms of a funnel has not been addressed. In [3],
the problem is solved for systems where additionally a bound on the dimension of
the system is known; however, their control strategy involves a monotone high-gain
parameter k and transient behaviour is not addressed either.
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Open Problem: A Stochastic Control Problem for the Capital
Adequacy Ratio of a Bank

Jan H. van Schuppen

(joint work with Mark A. Petersen)

Does there exist a control law for a stochastic system which will prevent the capital
adequacy ratio of a bank to drop below a threshold? If not, how to determine a
control law such that the drop below the threshold is postponed as long as possible?

Motivation. The experience is that banks do default. The Bank of International
Settlements in Basel, Switzerland, has issued a set of rules to assist national su-
pervisory bodies with their task, see [1]. One of these rules states that the capital
adequacy ratio has to stay above the threshold value 0.08. The capital adequacy
ratio is defined as the quotient of the risk-weighted assets over the eligible regula-
tory capital. If this ratio drops below the threshold then the national supervisory
body can take action which include the closure of the bank. Typically the ratio
will be far above the threshold, say in the range [0.20,0.25].

Stochastic system. The authors have formulated a model for the behavior of
the capital adequacy ratio in the form of a stochastic system driven by Brownian
motion. Due to space limitations, the system cannot be included in this short
problem formulation.

Conjecture. It is conjectured that there does not exist a control law which will
prevent the capital adequacy ratio to drop below 0.08. The consequence of this
conjecture is that every bank behaving like this model will almost surely default
eventually. Therefore the second part of the problem is of interest. A publication
on the problem is in preparation.
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Open Problem: When is a Linear System Optimal?

Jan C. Willems

The following problem was presented during the open problem session. Its title
is taken from a well-known seminal paper [1] by R.E. Kalman. The questions
posed in [1] and here are similar in spirit, but the setting is quite different.
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Let Φ ∈ Rw×w(ζ, η), Φ(ζ, η) =
∑

k,ℓ Φk,ℓζ
kηℓ, with Φk,ℓ = Φ⊤

ℓ,k ∈ Rw×w, hence

Φ = Φ⋆, where Φ⋆(ζ, η) := Φ(η, ζ)⊤. Denote by QΦ the ‘quadratic differential
form’ [5] which maps as follows

w ∈ C∞(R,Rw) 7→
∑

k,ℓ

(
d k

dt k
w)⊤Φk,ℓ(

d ℓ

dt ℓ
w) ∈ C∞(R,R).

Consider for w,∆ ∈ C∞(R,Rw), with ∆ of compact support, the integral

(1)

∫ ∞

−∞

(

QΦ(w + ∆) −QΦ(w)
)

dt.

Expand (1) in a term which is bilinear in w,∆, and one which is quadratic in ∆.
We obtain

(1) =

∫ ∞

−∞

∆⊤
(

Φ(− d

dt
,
d

dt
)w

)

dt+

∫ ∞

−∞

QΦ(∆) dt.

The trajectory w ∈ C∞(R,Rw) is said to be stationary with respect to Φ, relative
to variations ∆, if the linear term in ∆ in (1) vanishes, i.e. if

∫ ∞

−∞

∆⊤Φ(− d

dt
,
d

dt
)w dt = 0

for all ∆ ∈ C∞(R,Rw) of compact support. It is said to be optimal with respect to
Φ, relative to variations ∆, if (1) is non-negative for all ∆ ∈ C∞(R,Rw) of compact
support. Hence w ∈ C∞(R,Rw) is stationary if and only if

(2) Φ(− d

dt
,
d

dt
)w = 0,

and optimal if and only if in addition

(3)

∫ ∞

−∞

QΦ(∆) dt ≥ 0

for all ∆ ∈ C∞(R,Rw) of compact support. It is easy to prove (see [5]) that (3)
holds if and only if the following frequency domain condition is satisfied:

(4) Φ(−iω, iω) ≥ 0 for all ω ∈ R.

Denote by L w the set of linear time-invariant differential systems in w variables,
i.e. B ∈ L w means that B ⊆ C∞(R,Rw) and that there exists a polynomial matrix
R ∈ R•×w[ξ] such that

(5) R(
d

dt
)w = 0

has B as its C∞ solutions. Note that, while R specifies B, the converse is not true
(see [3]). The open problem is to

Characterize the behaviors B ∈ L w that are stationary or optimal.

In other words, under what conditions on B ∈ Lw does there exist Φ = Φ⋆ ∈
Rw×w[ζ, η] such that B = ker

(

Φ(− d
dt ,

d
dt)

)

? We are looking for conditions on B
directly, more than on representations of B. This open problem is, of course, an
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high-order analogue of a well-studied problem in the calculus of variations and
classical mechanics. The ideas and results from [4] are very relevant and partly
solve the open problem stated above.

It is straightforward to settle the case w = 1. In this case B is stationary if and
only if either B = C∞(R,R), or B is a finite dimensional subset of C∞(R,R) (i)
of even dimension and (ii) time-reversible (in the sense that t ∈ R 7→ w(t) ∈ R

belongs to B if and only if t ∈ R 7→ w(−t) ∈ R belongs to B). It is optimal if
and only if in the finite dimensional case the following additional condition on the
oscillatory solutions holds: (iii) whenever t ∈ R 7→ tk sinωt belongs to B for some
even integer k and some ω ∈ R, then also t ∈ R 7→ tk+1 sinωt belongs to B.
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