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Bernhard Mühlherr (Bruxelles)

Gernot Stroth (Halle-Wittenberg)

March 6th – March 12th, 2005

Abstract. The workshop Groups and Geometries was one of a series of
Oberwolfach workshops which takes place every 3 years. It focused on finite
simple groups, Lie-type groups and their interactions with geometry.

Mathematics Subject Classification (2000): 20D06, 20D08, 20G15, 20G40, 51N30, 51E12, 51E24.

Introduction by the Organisers

The workshop Groups and Geometries was one of a series of Oberwolfach work-
shops which takes place every 3 years. It focused on finite simple groups, Lie-type
groups and their interactions with geometry.

There were 47 participants and 25 talks. The themes of the latter centered
around the classification of the finite simple groups and its applications, simple
algebraic groups and group-theoretic applications of Moufang buildings. There
were several 1-hour talks describing recent major results concerning these topics.
For instance, D. Segal gave a talk about a proof of a long standing conjecture
on finitely generated pro-finite groups which uses the classification. The topic of
B. Martin’s was the answer to a question of Serre about the notion of complete
reducibility for algebraic groups. R. Weiss determined the Whitehead group for
certain algebraic groups of type E6 and E7 as an application of his new approach to
exceptional Moufang quadrangles. There had been also important contributions
by young participants. For instance, by D. Bundy on the C(G, T )-theorem, by
P.-E. Caprace on the solution of the isomorphism problem for Kac-Moody groups,
by T. De Medts on rank-1 groups and by R. Gramlich on local recognition.

The conference showed that the theory of simple groups and their geometries is
a very active area and that there is a lot of interaction with an increasing number
of other areas. There is in particular growing impact of algebraic groups on the



648 Oberwolfach Report 12/2005

theory of finite groups. One of the aims of the conference was, to bring together
people from these different areas, so that they can speak with each other and
possibly work together on common problems. This interaction was indeed very
lively and thus the meeting stands in the tradition of very successful meetings on
Groups and Geometries at Oberwolfach.
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Abstracts

Weak Moufang conditions

Katrin Tent

Spherical buildings were invented by Tits to give a geometric interpretation of all
simple algebraic groups over arbitrary fields including the exceptional ones. The
canonical building associated to such a group is the simplicial complex obtained
from all parabolic subgroups with reversed inclusion. The rank of the building is
the same as the relative rank of the group. All spherical buildings of rank is at
least 3 arise in this way. However, in the rank 2 case many other examples are
known. Buildings of rank 2 are also called generalized polygons.

A generalized n-gon Γ is a bipartite graph with valencies at least 3, diameter
n and girth 2n. The vertices of this graph are called the elements of Γ. We call
(x0, . . . xk) a simple path if the xi are pairwise distinct and xi is adjacent to xi+1

for i = 0, . . . k − 1.

If G ≤ Aut (Γ), we denote by G
[1]
x0,x1,...,xk

the subgroup of G fixing all neigh-
bours of xi, i = 0, . . . k For 2 ≤ k ≤ n, the generalized n-gon Γ is said to be
k-Moufang with respect to G ≤ Aut (Γ) if for each simple k-path (x0, . . . xk) the

group G
[1]
x1,...,xk−1

acts transitively on the set of 2n-cycles through (x0, . . . xk). If
Γ is n-Moufang with respect to some group G, then we say that Γ is a Moufang
polygon. It is well-known that finite or Moufang generalized n-gons exist only for
n = 3, 4, 6, 8.

The generalized n-gon Γ is said to be half-Moufang with respect to G ≤ Aut (Γ)

if for each simple n-path (x0, . . . xn) of fixed type, the group G
[1]
x1,...,xn−1

acts tran-
sitively on the set of 2n-cycles through (x0, . . . xn). If Gx0,x1

acts transitively on
the set of 2n-cycles through (x0, x1) for all paths (x0, x1) (sometimes referred to as
the 1-Moufang condition), then G acts transitively on the set of ordered 2n-cycles.
This is equivalent to G having a BN-pair of rank 2, which is in general too weak
to allow a classification, see examples in [13, 5]. The BN-pair is called split if there
is a nilpotent normal subgroup U in B such that B = U(B ∩ N).

A root elation of Γ is a member of G
[1]
x1,...,xn−1

for some simple path
(x1, x2, . . . , xn−1) of Γ. The group generated by all root elations of a Moufang
polygon is called its little projective group. The classification of the Moufang
polygons by Tits and Weiss [14] shows that Moufang polygons and higher rank
buildings all arise from classical or algebraic groups. Background on the Moufang
condition for generalized n-gons can be found in [16] and [14].

For finite simple groups, the existence of a BN-pair is sufficient to identify the
group as a finite group of Lie type. For infinite groups it turns out that the
assumption that the BN-pair is split is necessary for the analogous statement:

Theorem. [11, 12, 7] Let G be a group with a split BN-pair of rank 2 and let Γ
be the associated polygon. Then Γ is a Moufang with respect to G ≤ Aut(Γ), and
G contains its little projective group.
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This result then extends to higher rank once we show that the splitting is unique
[3], and we thus see that the following three concepts are equivalent:

(1) an algebraic group of relative rank n ≥ 2,
(2) a split BN-pair of rank n ≥ 2,
(3) a Moufang building of rank n ≥ 2

The implication (i) ⇒ (ii) is classical, (ii) ⇒ (iii) is in [3], (iii) ⇒ (i) is
contained in [14], and (iii) ⇒ (ii) is contained in [6].

However, for identifying a group as one of these groups through its action on
the associated geometry, often only an apparently weaker form of the Moufang
condition can be verified and hence it is very useful to know that this form is
already sufficient for the classification. By [15, 17] finite 2-Moufang polygons are
Moufang, and finite half-Moufang quadrangles are Moufang by [4]. These result
do generalize to the infinite setting:

Theorem. [8, 9, 10] Let Γ be a generalized n-gon with n ≤ 6. If Γ is either 2-
Moufang or half-Moufang with respect to G, then n = 3, 4 or 6, Γ is Moufang and
G contains its little projective group.

This shows that a much weaker form of the Moufang condition is sufficient in
order to identify the group.

We conjecture that any 2-Moufang generalized n-gon or half-Moufang polygon
should in fact be a Moufang polygon. Note, however, that so far not even a bound
on the possible n has been established.

Examples in [1] however give a lower bound as to how much the condition
might be weakened: call a generalized n-gon almost 2-Moufang with respect to G
if for every path (x0, x1, x2) and every finite subset A ⊂ Γ1(x1) the group GA acts
transitively on the 2n-cycles containing (x0, x1, x2).

Theorem. [1] For all n ≥ 3, there exist almost 2-Moufang generalized n-gons.

It would be nice to show that the automorphism groups of these examples are
in fact simple.
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2F-modules, abelian sets of roots and 2-ranks

Ross Lawther

Let G be a finite group, and V be an absolutely irreducible faithful FG-module
over a finite field F of characteristic ℓ. For a subgroup A of G, set

f1(A) = |A|.|CV (A)|, f2(A) = |A|2.|CV (A)|.

Definition. V is an F-module (respectively a 2F-module) if there exists a non-
trivial elementary abelian ℓ-subgroup A such that

f1(A) ≥ |V | (respectively f2(A) ≥ |V |).

F-modules arose in work of Thompson in the 1960s in the context of factor-
izations of groups, where they act as obstructions; it was Glauberman who sub-
sequently gave them the name ’failure of factorization modules’ (abbreviated to
F-modules). 2F-modules were a later development; in particular they arose in
the recent work of Aschbacher and Smith [1, 2] on quasithin groups, which finally
completed the classification of finite simple groups. This required a list of possible
2F-modules for quasi-simple groups in the case ℓ = 2; in [4, 5] Guralnick and Malle
produced a list (for arbitrary ℓ) with a small number of undecided cases. This talk
described the methods by which these cases were settled.

In two of the cases the group G was of Lie type with the module V being over
the field of definition of G. In each case it was possible to take a larger group
J over the same field with parabolic subgroup P such that G and V could be
found in the Levi subgroup and unipotent radical of P respectively. Variations of
a technique due to Mal’cev (described in [3]) could then be employed to convert
the problem into one about the root system of G, which was then solved. As a
consequence the following results were obtained.

Theorem 1. Let G = E7(q); then the irreducible FqG-module of dimension 56 is
not a 2F-module.
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Theorem 2. Let G = F4(q) and ℓ ≥ 3; then the irreducible FqG-module of di-
mension 26 − δℓ,3 is a 2F-module if ℓ = 3 and is not a 2F-module if ℓ > 3.

In the remaining outstanding cases, the group G was sporadic; somewhat un-
expectedly, it was found that a similar approach could be applied. In the first of
these, G was Co1 and V the irreducible F2G-module of dimension 24 (the Leech
lattice modulo 2). We took a Sylow 2-subgroup S1 of G with central involution
ζ, and found that S1/〈ζ〉 and CV (ζ) closely resembled the Sylow 2-subgroup of
D5(2) and the unipotent radical of the D5-parabolic subgroup of E6(2); we de-
fined explicit ‘root elements’ in S1 and ‘root vectors’ in CV (ζ) in such a way that
commutation was for the most part as predicted by the E6 root system. This
enabled the Mal’cev technique to be employed again; although the situation pre-
sented complications not found in the Lie type cases, we nevertheless succeeded in
proving the following.

Theorem 3. Let G = Co1; then the irreducible F2G-module of dimension 24 is
not a 2F-module.

The remaining case was similar, although the details were more involved; the
result was the following.

Theorem 4. Let G = Co2; then the irreducible F2G-module of dimension 22 is
not a 2F-module.

Finally it was observed that the insight gained in these calculations could be
used to settle the last cases of unknown p-ranks of sporadic groups. The role of
the group J in the Lie type cases was played by the Monster M in the Co1 case,
and by the Baby Monster B in the Co2 case; we were able to prove the following.

Theorem 5. The 2-ranks of M , 2.B and B are 15, 15 and 14 respectively.
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Isomorphisms of Kac-Moody groups

Pierre-Emmanuel Caprace

(joint work with Bernhard Mühlherr)

Kac-Moody groups are Lie-type groups attached to the Kac-Moody algebras. The
latter are (infinite-dimensional) complex Lie algebras which generalize the semi-
simple complex Lie algebras. Kac-Moody groups can be defined of arbitrary fields
[14]; they admit both a split and a relative theory [9]. Therefore, they may be
viewed as a natural (infinite-dimensional) generalization of algebraic groups. We
are interested in the isomorphism problem for Kac-Moody groups. This is a clas-
sical problem for algebraic groups, and we start by recalling some historical facts.

1. History

One of the first results related to the isomorphism problem for algebraic groups
is the following.

Theorem 1.1. [11] Let V, V ′ be finite-dimensional vector spaces over infinite fields
K, K′ respectively. Let ϕ : PSL(V ) → PSL(V ′) be an isomorphism. Then there
exists an isomorphism π : K → K′ and a π-linear isomorphism φ : V → V ′ (resp.
φ∗ : V → (V ′)∗) such that φ ◦ g = ϕ(g) ◦ φ or φ∗ ◦ g = ϕ(g)⊤ ◦ φ∗ holds for all
g ∈ PSL(V ).

This theorem is the first of a long list of results of similar nature. Let us
quote for example the work of E. Cartan and H. Freudenthal for Lie groups, J.
Dieudonné for classical groups and R. Steinberg for Chevalley groups. All of these
results found a definitive form in the advanced theory of A. Borel and J. Tits [1]
on abstract homomorphisms between algebraic groups. In all cases, the global
statement is, roughly speaking, that, up to a few exceptions for very small finite
groups, two groups are isomorphic only if they are of the same type and defined
over the same ground field. It is natural to ask if an analogous result holds for
Kac-Moody groups.

2. An example

It turns out that such an analogue does hold for Kac-Moody groups, as we
will see in the next section. We illustrate this here by discussing an elementary
example. The easiest example of a Kac-Moody group which is attached to an
infinite-dimensional Lie algebra is the group G := SL2(K[t, t−1]), where K is any
field. This group has the special feature that is splits as an amalgamated product

G = P1 ∗B P2, where P1 := SL2(K[t]), P2 :=

{(
K[t] tK[t]

t−1K[t] K[t]

)}
∩ G and

B := P1 ∩ P2. Let T be the Bass-Serre tree corresponding to that amalgam. The
tree T is thus equipped with an edge-transitive action of the Kac-Moody group G.

Let now K′ be another field and let G′ := SL2(K
′[u, u−1]). Any isomorphism

ϕ : G → G′ induces an action of G′ and all of its subgroups on T . In particular,
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such an isomorphism yields an action of SL2(K
′) on the tree T . At this point, we

appeal to the following result of Tits.

Theorem 2.1. [13] Let T be a simplicial tree, let F be a field and let H := SL2(F)
act on T . If H fixes no vertex, no edge and no end of T , then the field F admits a
discrete valuation and the associated Bruhat-Tits tree is H-equivariantly embedded
in T .

It is not difficult to compute that the stabilizer in G of an end of T is solvable,
from which it follows that SL2(K

′) fixes no end of T if |K′| ≥ 4. One can also show
that SL2(K) fixes no edge of T . Under the additional assumption that K does
not admit any discrete valuation, Theorem 2.1 implies that SL2(K

′) fixes a vertex
of T . Thus, we may assume w.l.o.g. that, up to conjugation, the isomorphism
ϕ−1 maps SL2(K

′) to a subgroup of P1 = SL2(K[t]). Let us now consider the
evaluation morphism evt=0 : SL2(K[t]) → SL2(K). An easy computation shows
that the kernel of this morphism coincides with the kernel of the action of P1 on
the quotient P1/B. Since SL2(K

′) stabilizes no edge of T , the restriction of the
morphism evt=0 to SL2(K

′) is nontrivial, and, moding out the centers, we obtain
a monomorphism PSL2(K

′) →֒ PSL2(K). Finally, assuming also that K′ does
not admit a discrete valuation, we use a symmetry argument to deduce that the
isomorphism ϕ induces an isomorphism PSL2(K) ≃ PSL2(K

′). By Theorem 1.1,
this implies K ≃ K′. Thus we have established the following.

Theorem 2.2. Let K 6≃ K′ be two non-isomorphic fields which do not admit
any discrete valuation. Then the groups SL2(K[t, t−1]) and SL2(K

′[u, u−1]) are
non-isomorphic.

Note that finite fields, real closed, quadratically closed and algebraic closed
fields do not admit any discrete valuation.

3. Kac-Moody groups

Following Tits [14], a (split) Kac-Moody group is defined by generators and
relations, and the presentation is parametrized by a Coxeter diagram D with
labels in {3, 4, 6,∞} (more accurately: a generalized Cartan matrix) and a field
K. Thus, to the ordered pair (D, K), a group G(D, K) is associated. It is called
the Kac-Moody group of type D over the field K. Note that G(D, K) depends
functorially on the field K. Our main result is the following.

Theorem 3.1. [4, 5] Let K, K′ be algebraically closed or finite fields of cardinality
at least 4. An isomorphism ϕ : G(D, K) → G(D′, K′) between Kac-Moody groups
of type D and D′ induces an isomorphism (D, K) ≃ (D′, K′) of the parameter sets.

The corresponding result for Kac-Moody algebras of symmetrizable type is a
theorem of Kac and Peterson [8]. The statement above was conjectured for com-
plex Kac-Moody groups in [7], and a few special cases were known [6, 10].

The proof of Theorem 3.1 appeals to the same kind of arguments we used in
the preceding section. The key is that a Kac-Moody group G(D, K) acts strongly
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transitively on a (twin) building ∆(D, K) of type D. For the Kac-Moody group

G(Ã1, K) = SL2(K[t, t−1]), (a half of) this building is the Bass-Serre tree we con-
sidered above.

Let us now give a rough sketch of the proof of Theorem 3.1 in the case of
algebraically closed fields K and K′. Tits’ presentation of the Kac-Moody group
G := G(D, K) highlights a distinguished subgroup H < G such that H ≃ (K×)n

for some n ∈ N. The group W := NG(H)/H is a Coxeter group of type D. It is
called the Weyl group of G. By analogy with the classical theory, it is natural to
call H a maximal torus of G. However, this definition of a torus is not intrinsic
and depends of the definition of G by a certain presentation. For our purposes,
it is useful to consider also the following subgroup. Let p > 3 be a prime distinct
from char(K) and let Hp be the p-torsion subgroup of H . The following result
says that Hp is a good substitute for a maximal torus in G: it shares important
properties of H , and its definition is intrinsic.

Proposition 3.2. The group Hp is a maximal elementary abelian p-subgroup of
G. Any two such subgroups are conjugate in G.

One of the key ingredients in the proof of that proposition is the fixed point
theorem for finite groups acting on buildings. Since NG(H) = NG(Hp) and (in
the generic case) Z(CG(Hp)) = H , we deduce from Proposition 3.2 that an iso-
morphism between two Kac-Moody groups over algebraically closed fields induces
an isomorphism between their Weyl groups.

The next step in the proof consists in considering the corank one subgroups
of Hp. Given a well chosen corank one subgroup H1

p < Hp, one shows that

Fix∆(D,K)(H
1
p ) has a canonical structure of a simplicial tree, on which the group

CG(H1
p ) acts. The latter is a group of Kac-Moody type, and the arguments of

the preceding section can be applied in this context. A typical situation is that
CG(H1

p ) = SL2(K[t, t−1]), which allows to appeal directly to Theorem 2.2.
We remark that our arguments also show that unipotents elements of G(D, K)

are mapped by ϕ to unipotent elements of G(D′, K′). From this, one deduces
a splitting result for automorphisms of a Kac-Moody group [4, 5], which is an
analogue of Steinberg’s theorem on automorphisms of Chevalley groups [12].

4. Compact forms of Kac-Moody groups

We end by mentioning another result related to the isomorphism problem of
Kac-Moody groups. It concerns the so-called compact forms (or unitary forms) of
the complex split Kac-Moody groups (see [7] for the precise definition). Any split
Kac-Moody group G := G(D, C) over C admits an anistropic involution ω and the
compact form of G is K(D) := Gω . If D is a diagram of finite type, the group
K(D) is just a compact semi-simple Lie group, and any compact semi-simple Lie
group arises in this way. The solution of the isomorphism problem for compact
Lie groups is well known and similar to the results of Section 1. However, the
situation is slightly different in the Kac-Moody case.



658 Oberwolfach Report 12/2005

Theorem 4.1. [3] An isomorphism ϕ : K(D) → K(D′) between compact forms
induces a reflection-preserving isomorphism between their Weyl groups. Further-
more, if the diagrams D and D′ are twist-equivalent, then there exists a (discon-
tinuous) isomorphism K(D) → K(D′).

The notion of twist-equivalence was introduced in [2] in the context of the
isomorphism problem for Coxeter and Artin groups. It is proved in [2] that two
twist-equivalent diagrams yield isomorphic Coxeter and Artin groups. This is also
true for compact forms of Kac-Moody groups, and the preceding theorem shows
that the rigidity of K(D) is controlled by the (reflection-)rigidity of its Weyl group.
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[2] N. Brady, J. McCammond, B. Mühlherr, and W. Neumann. Rigidity of Coxeter groups and
Artin groups. In Proceedings of the Conference on Geometric and Combinatorial Group
Theory, Part I (Haifa, 2000), pages 91–109. Geom. Dedicata 94, 2002.

[3] P.-E. Caprace. PhD Thesis. In preparation.
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Identifications of Lie-type groups

Franz G. Timmesfeld

Let B be an irreducible spherical Moufang building of rank ℓ ≥ 2, A an apartment
of B and Φ the ’extended’ root-system corresponding to A (i.e. Φ might be of type
BCℓ, when B is of type Cℓ). Let Ar, r ∈ Φ, be the root-subgroup corresponding
to r. Then we call the following subgroup of Aut (B):

G := 〈Ar | r ∈ Φ〉-the Lie-type group of B.
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We fix the following notation:

(a) Xr := 〈Ar, A−r〉 is a ’rank one group’, i.e. satisfies: If a ∈ A#
r then there

exists a b ∈ A−r with Ab
r = Aa

−r (and vice versa).
(b) U := 〈Ar | r ∈ Φ+〉 is the unipotent subgroup corresponding to Φ+.
(c) B := NG(U) = Gc, c ∈ A where c is the chamber fixed by U .

Suppose B is no octogon. Then, if r, s ∈ Φ with s 6= −r,−2r and r 6= −2s we
have:

(d) [Ar, As] ≤ 〈Aλr+µs | λ, µ ∈ N with λr + µs ∈ Φ〉.
If now π = Ĝ → G is a perfect central extension of G, then we say Ĝ is of type

B (resp. Φ) if there exist coimages Âr of the Ar, satisfying (a) and (d). Then:

Theorem 1. (Steinberg-type-presentation) Suppose the group G is generated by
subgroups Ar, r ∈ Φ satisfying (a) and (d). Let

Ψ = {r ∈ Φ | 2r 6∈ Φ} ∪ {s ∈ Φ | 2s ∈ Φ and As 6= A2s}.
Then Ψ = ∪̇Ψi such that the following hold:

(i) Either Ψi ’carries’ the structure of an irreducible spherical root system or
Ψi = {±r} resp. Ψi = {±r,±2r}.

(ii) G is the central product of subgroups

G(Ψi) := 〈Ar | r ∈ Ψi〉,
which are either of type Ψi, or G(Ψi) = Xr = 〈Ar, A−r〉.

The proof of this theorem is over a series of papers [M], [O], [Ti1], · · · , [Ti5],
where the Φ = G2 case is done in [M] and [O], while in [Ti2] it is shown that G is
already of type B, if in addition:

(e) A
ns

r = Arws for all r, s ∈ Φ, where ws is the reflection along s on Φ and
ns ∈ Xs interchanging As and A−s.

holds. This identification theorem is used to identify the G(Ψi).

Let in the following G ≤ G̃ ≤ Aut (B), B̃ = G̃c, H̃ the pointwise stabilizer of A
in G̃, and Π = {r1, · · · , rℓ} a fundamental system and P̃i, i = 1, · · · , ℓ the minimal

parabolic subgroups of G̃ containing B̃. Then P̃i = 〈B̃, ni〉, where ni ∈ Xri

interchanging Ari
and A−ri

. We want to discuss, what can be said about a group
G generated by subgroups P i, i = 1, · · · , r satisfying:

(i) There exist surjective homomorphisms σi : P i,→ P̃i that σ−1
i (B̃) =

σ−1
j (B̃) =: B for 1 ≤ i, j ≤ ℓ and σi|B = σj |B =: σ.

(ii) There exists a normal subgroup U of B, such that σ|U : U → U is an
isomorphism.

Theorem 2. Suppose G satisfies (i), (ii) and

(iii) o(ninj) mod H ≤ o(ninj) mod H̃ for 1 ≤ i 6= j ≤ ℓ, where H = σ−1(H̃)

and ni ∈ σ−1
i (ni).

Then 〈UG〉 is of type B. (B the building we started with).
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Theorem 2 is a consequence of the identification theorem [Ti2]. It generalizes
a Theorem of Tits [Se, Ch. II, Th. 8], which was slightly generalized by Bennett
and Shpectorov [B.S], which in case ℓ = 2 determines G as universal closure of the
amalgam of P1, P2 and N . (N the global stabilizer of A in G.)
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Finite groups with small automorphism groups

Robert A. Wilson

(joint work with John Bray)

If G is a group of order n, what can we say about the order of its automorphism
group Aut (G)? The largest values of |Aut (G)| relative to |G| are obtained when
G is an elementary abelian 2-group, but the smallest values are not so obvious. In
the case when G is abelian it is easy to see that |Aut (G)| ≥ φ(n) with equality
if and only if G is cyclic. It is therefore tempting to suggest, as was done in
Problem 15.43 of the Kourovka Notebook [2], that this should hold for arbitrary
finite groups G.

In joint work with John Bray, we have shown that neither part of the statement
holds for arbitrary finite groups [1]. Specifically, we have constructed examples of
finite groups G with |Aut (G)| < φ(|G|), and examples of non-cyclic finite groups
G with |Aut (G)| = φ(|G|). Indeed, given any ε > 0 we showed how to find a finite
group G with |Aut (G)| < ε.φ(|G|).

We have now extended and simplified these results, in particular showing that
the two parts of the statement are false even for soluble groups. The smallest
counterexample we have found for the second part is now G = 3 × 71+2

+ :2.S−
4 , of

order n = 24.32.73. For then Aut (G) = 2×72:(3×2.S−
4 ), of order 25.32.72 = φ(n).

For the first part we take a direct product of groups of shape p1+2:2S−
4 as p ranges

over a set of primes congruent to ±1 modulo 8. Since each of these factors is
characteristic, with centre of order p and outer automorphism group cyclic of
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order (p− 1)/2, it follows that |Aut (G)|/φ(|G|) is 3/2k, where k is the number of
factors.

A similar argument using factors of the form p1+2:2A5, for primes p congruent
to ±1 modulo 10, shows that the second part of the statement fails to hold for
perfect groups. For the first part, we can take a group of shape

36:M11 × 51+2:SL2(5) × 111+2:SL2(11) × 191+2:SL2(5),

which has centre of order 3.5.11.19 and outer automorphism group of order 2.4.10.9.
Then |Aut (G)|/|G| = 24.3/11.19 while φ(|G|)/|G| = 1

2 . 23 . 45 .1011 .1819 = 24.3/11.19
also.

A long-standing conjecture for p-groups, that if G is non-cyclic of order at
least p3 then |G| is a divisor of |Aut (G)| (see [3]), would however imply that the
statement holds for nilpotent groups. This seems to be a hard problem. The
statement may even hold for supersoluble groups: so far, we have been unable to
find a counterexample.
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Buildings of rank one according to Tits

Hendrik Van Maldeghem

Abstract

In 1997, Jacques Tits explained in his lectures at the Collège de France an
approach to buildings of rank one. In the present note, we slightly generalize his
ideas. We will then treat the rank one buildings of Suzuki-Tits type.

1. Introduction

Technically, a building of rank one is just a set, endowed with all pairs of
elements (which form the set of apartments). However, the buildings of rank one
arising from higher rank (spherical or Moufang) buildings have a richer structure,
induced by the larger rank building they are sitting in. As a standard example we
mention the projective line over a field k, where every ordered quadruple gives a
unique field elements (the cross-ratio), uniquely determined by the action of the
group PSL2(k) on the line. The presence and action of the unipotent subgroups
allows one to speak here about a Moufang line. More generally, we will define a
Moufang line as a split BN-pair of rank one. Every algebraic group of relative
rank one gives rise to a Moufang line, but those with root groups of nilpotency
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class two also give rise to an additional geometric structure on that Moufang
line, according to Tits [2]. Tits then asked whether this additional structure is
enough to recover the algebraic group. More precisely, is the automorphism group
of this geometric structure inside the automorphism group of the corresponding
algebraic group? Tits himself answered positively to that question for some classes
of algebraic groups (2A2, E8). In the present paper we introduce a slightly more
general notion of Moufang building of rank one, and we answer Tits’ question in
the case of general Suzuki groups.

2. Definitions

Let X be a set, and let, for each x ∈ X , there be a group Ux acting on X ,
fixing x. Then we say that (X, (Ux)x∈X) is a Moufang line (for terminology, see
Buekenhout [1]), if

(ML1) for every x ∈ X , Ux acts sharply transitively on X \ {x}, and
(ML2) the set {Ux | x ∈ X} is normalized by the group G† := 〈Ux | x ∈ X〉.

The group G† is usually referred to as the little projective group. If G† is sharply
2-transitive, then we say that the Moufang line is improper ; otherwise it is proper.

Now, for some x ∈ X , let Vx 6= Ux be a nontrivial subgroup of Ux such that Vx

is a normal subgroup of G†
x. We can then define Vy, y ∈ X as the conjugate of Vx

by an arbitrary element g ∈ G† with xg = y. Since Vx E G†
x, this is well defined.

The Moufang building of rank one defined on X by (Ux)x∈X relative to (Vx)x∈X

is the geometry (X, Λ), where Λ is a distinguished set of subsets of X obtained as
follows: for each pair x, y ∈ X , the set {x} ∪ {yv | v ∈ Vx} belongs to Λ.

We are especially interested in Moufang buildings of rank one defined on proper
Moufang lines. Defining an automorphism of (X, Λ) as a permutation of X induc-
ing a permutation of Λ, a fundamental question now is

(⋆) Is Aut(X, Λ) ≤ Aut(G†) ?

A positive answer means that the study of the rank one Moufang building is
equivalent with the study of the corresponding group.

3. Suzuki-Tits buildings of rank one and the Main Result

The following description is based on Section 7.6 of [3]. Let k be a field with
characteristic 2, and suppose that k admits a Tits endomorphism θ : x 7→ xθ; hence
(xθ)θ = x2 (but we do not necessarily have that x2 is surjective). Let kθ denote
the image of k under θ. Let L be a vector space over kθ contained in k, such that
kθ ⊆ L and such that L \ {0} is closed under taking multiplicative inverses. We
also assume that L generates k as a ring. We now define the Suzuki-Tits Moufang
line as follows.

Let X be the following set of points of PG(3, k), given with coordinates with
respect to some given basis:

X = {k(1, 0, 0, 0)} ∪ {k(a2+θ + aa′ + a′θ, 1, a′, a) | a, a′ ∈ L},
= {k(0, 1, 0, 0)} ∪ {k(1, a2+θ + aa′ + a′θ, a, a′) | a, a′ ∈ L}.
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We set ∞ = k(1, 0, 0, 0) and O = k(0, 1, 0, 0). Let (x, x′)∞ be the collineation of
PG(3, k) determined by

k(x0 x1 x2 x3) 7→ k(x0 x1 x2 x3)




1 0 0 0

x2+θ + xx′ + x′θ 1 x′ x
x 0 1 0

x1+θ + x′ 0 xθ 1


 ,

and let (x, x′)O be the collineation of PG(3, k) determined by

k(x0 x1 x2 x3) 7→ k(x0 x1 x2 x3)




1 x2+θ + xx′ + x′θ x x′

0 1 0 0
0 x1+θ + x′ 1 xθ

0 x 0 1


 .

Define the groups

U∞ = {(x, x′)∞ | x, x′ ∈ L} and UO = {(x, x′)O | x, x′ ∈ L}.
Both groups U∞ and UO act on X , as an easy computation shows (for U0

use the second description of X above), and they act sharply transitively on X \
{k(1, 0, 0, 0)} and X \ {k(0, 1, 0, 0)}, respectively. Moreover, one can check that

(UO)(x,x′)∞ = (U∞)(y,y′)O , with

y =
x′

x2+θ + xx′ + x′θ and y′ =
x

x2+θ + xx′ + x′θ .

It follows easily that we obtain a Moufang line, which we call a Suzuki-Tits
Moufang line. The group Sz(k, L, θ) is the (simple) Suzuki group generated by U∞
and UO.

Now define V∞ = {(0, x′)∞ | x′ ∈ L}, then V∞ = [U∞, U∞] = Z(U∞). Hence
V∞ is normal in Sz(k, L, θ)∞ and we obtain a Moufang building (X, Λ) of rank
one, which we call a Suzuki-Tits Moufang building of rank one.

In the finite case k = L, |k| = 22e+1, and (X, Λ) is the inversive plane corre-
sponding to the Suzuki group Sz(22e+1).

Main result. Let (X, Λ) be the Suzuki-Tits Moufang building of rank one corre-
sponding to Sz(k, L, θ), with |k| > 2. Then Aut(X, Λ) is generated by Sz(k, L, θ),
by the permutations mℓ, ℓ ∈ L with the property that ℓL = L, with

mℓ : X → X : k(x0, x1, x2, x3) 7→ k(ℓ2+θx0, x1, ℓ
1+θx2, ℓx3),

and by the permutations mσ, σ ∈ Aut(k) with σθ = θσ and

mσ : X → X : k(x0, x1, x2, x3) 7→ k(xσ
0 , xσ

1 , xσ
2 , xσ

3 ).

References

[1] F. Buekenhout, Foundations of one dimensional projective geometry based on perspectivi-
ties, Abhandlungen Math. Sem. Univ. Hamburg 43 (1975), 21 – 29.
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A link between Moufang sets and Jordan division algebras

Tom De Medts

(joint work with Richard M. Weiss)

In his famous Lecture Notes [11], Jacques Tits showed that the only (irreducible)
spherical buildings of rank ℓ ≥ 3 are those arising (via the notion of a BN-pair) from
simple algebraic groups, classical groups and groups of “mixed type.” Spherical
buildings of rank 2 (a.k.a. generalized polygons) are too numerous to classify,
but if the Moufang condition is imposed, it is again possible to show that the
only examples are those arising from simple algebraic groups, classical groups and
groups of mixed type [12]. Buildings of rank 1 are merely sets with no additional
structure at all. The buildings of rank 1 which are associated with simple algebraic
groups, classical groups and (the known) groups of mixed type, however, do come
equipped with the additional structure of a split BN-pair. Some of this additional
structure is captured in the notion of Moufang set (due to Tits). An essentially
(but not completely) equivalent notion is the notion of an (abstract) rank one
group, as introduced by Franz Timmesfeld [10].

Our results grew out of an effort to find a simple existence criterion for Moufang
sets, in the same spirit of the one which exists for Moufang polygons [12, (8.13)].
The solution we have found seems to be quite natural and should serve, we hope,
as a basis for future work on Moufang sets.

On the other hand, it was already clear from the known examples of Moufang
sets that there is a connection between Jordan (division) algebras and Moufang
sets, but the deeper reason for this was not understood. The question to make this
link more explicit was, to our knowledge, first posed by Bernhard Mühlherr (see
also [8]), and recently, such a connection was made visible by Rafael Knop [5], but
in a very indirect way, using the Tits-Kantor-Koecher graded Lie-algebra. The
method that we have found is, we believe, much more elementary, and illustrates
the naturalness of our criterion.

A Moufang set is a set X together with a set of subgroups {Ux | x ∈ X} of
Sym(X) such that for all x ∈ X , the subgroup Ux acts regularly on X\{x} (and
therefore fixes x) and (Ux)ϕ = Uϕ(x) for all ϕ ∈ G†, where G† denotes the subgroup
of Sym(X) generated by all the subgroups Ux; the subgroups Ux are called the root
groups of the Moufang set, and the group G† is called its little projective group.

Let U be a group with composition ⊞ and identity 0. (The operation ⊞ is not
necessarily commutative.) The inverse of an element a will be denoted by ⊟a. Let
X := U ∪ {∞}, where ∞ is a new symbol. For each a ∈ U , we denote by αa the
permutation of X which fixes ∞ and maps x to x⊞a for all x ∈ U . We extend the
operation ⊞ by setting x⊞∞ = ∞⊞x = ∞ for all x ∈ U ; ∞⊞∞ is undefined. Let
U∞ = {αa | a ∈ U} ∼= U .

Now suppose that τ is a permutation of U∗. We extend τ to an element of
Sym(X) (which we also denote by τ) by setting 0τ = ∞ and ∞τ = 0. Next we
set U0 = U τ

∞ and Ua = Uαa

0 for all a ∈ U . Let M(U, τ) = (X, (Ux)x∈X) and let
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G† = 〈U∞, U0〉. Our first goal is to give a criterion which determines when M(U, τ)
is a Moufang set. (It is clear that every Moufang set arises in this way.)

Theorem 1. M(U, τ) is a Moufang set if and only if the “Hua maps”

ha : x 7→ τ
(
τ−1

(
τ(x)⊞a

)
⊟τ−1(a)

)
⊟τ

(
⊟τ−1(a)

)

are additive (w.r.t. ⊞) for each a ∈ U∗.

The group H := 〈ha | a ∈ U∗〉 will be called the Hua group of the Moufang set.
It turns out that this group coincides with the diagonal subgroup [10, (1.1)]:

Theorem 2. H = Stab G†{0,∞}.
Example 1. Let K be an arbitrary field or skew field, let U := (K, +), and let
τ : K∗ → K∗ : x 7→ −x−1. Then M(U, τ) is a Moufang set; its Hua maps are
given by ha : x 7→ axa for all a, x ∈ U . This Moufang set is denoted by M(K).
(Geometrically, this is the projective line over K; the group G† is isomorphic to
PSL2(K).)

Example 2. Let G be a group acting sharply two-transitively on a set X. Then
(X, (Stab G{x})x∈X) is a Moufang set (with G = G†). All its Hua maps are trivial.
In fact, for a given Moufang set, H = 1 if and only if G† is sharply two-transitive.

The following example shows that every Jordan division algebra gives rise to a
Moufang set, in a very natural way:

Example 3. Let (J, U, 1) be a quadratic Jordan division algebra over some com-
mutative field k (of arbitrary characteristic), as introduced by McCrimmon [6]
—see also [7]— and let τ : J∗ → J∗ : x 7→ −x−1 = −U−1

x (x). Then M((J, +), τ)
is a Moufang set; its Hua maps are given by ha : x 7→ Ua(x) for all a, x ∈ J . This
Moufang set is denoted by M(J, U, 1).

Example 4. Let O be an octonion division algebra over some commutative field k
(of arbitrary characteristic), let U := {(x, y) ∈ O × O | Nrd(x) + Trd(y) = 0}
be the (non-abelian) group with composition (a, b)⊞(c, d) = (a + c, b + d − ca).
Let τ : U∗ → U∗ : (x, y) 7→ (−xy−1, y−1). Then M(U, τ) is a Moufang set
corresponding to an algebraic group of type F4 of k-rank one; see [1].

Franz Timmesfeld introduced the important notion of special rank one groups
[10, (1.1)]. In our setting, a Moufang set M(U, τ) is special if and only if τ(⊟x) =

⊟τ(x) for all x ∈ U .

Conjecture 1. Let M = M(U, τ) be a Moufang set such that G† does not act
sharply two-transitively on X. Then M is special if and only if U is abelian.

(This is a double conjecture: both the “if” part and the “only if” part are not
known to be true, but to our knowledge, no counterexamples are known.)

Conjecture 2. Let M = M(U, τ) be a special Moufang set with U abelian. Then
there exists a quadratic Jordan division algebra (J, U, 1) over some commutative
field k such that M ∼= M(J, U, 1).
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A positive answer to both conjectures would imply a classification of all Moufang
sets with abelian root groups, since the sharply two-transitive groups with abelian
stabilizers are classified by Kerby and Wefelscheid [4]; see also [3].

We cannot answer this question in its full generality, but under some additional
natural “degree” assumptions, we could obtain the required result:

Theorem 3. Let M = M(U, τ) be a special Moufang set with identity element e,
such that

• U is a finite-dimensional vector space over a (commutative) field k with
|k| > 3 ;

• the Hua maps ha are k-linear for all a ∈ U∗ ;
• the map h : x 7→ hx from U to Endk(U) is k-quadratic (i.e. htx = t2hx

for all t ∈ K and x ∈ U , and hx,y := hx+y − hx − hy is k-bilinear for all
x, y ∈ U) .

Then (U, h, e) is a quadratic Jordan division algebra over k, and τ(x) = −x−1 for
all x ∈ U∗ .

Finally, we have applied our criterion to give a characterization of the Moufang
sets associated with the groups PSL2(k) over commutative fields k of characteristic
different from 2.

Theorem 4. Suppose that M = M(U, τ) is a special Moufang set, where U is an
abelian group, but not an elementary abelian 2-group. Assume, moreover, that the
Hua group H is abelian. Then there exists a commutative field k with char(k) 6= 2
such that M ∼= M(k).
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A Geometric Approach to Complete Reducibility

Ben Martin

(joint work with Michael Bate, Gerhard Röhrle, Martin Liebeck and Aner Shalev)

1. G-completely reducible subgroups

Let G be a connected reductive algebraic group over an algebraically closed field
k. Most of the results discussed below are true but uninteresting in characteristic
zero, so we assume that char(k) = p > 0. By a subgroup of G we mean a closed
subgroup.

Consider the problem of studying conjugacy classes of maximal subgroups of
G. It is often useful to look at subgroups satisfying extra conditions: for example,
it is a classical result from representation theory that if F is a finite group then
the number of conjugacy classes of completely reducible subgroups of GLn(k) that
are isomorphic to F is finite. Serre generalised the notion of complete reducibility
to arbitrary G [11], [12].

Definition. A subgroup H of G is G-completely reducible if whenever H lies in a
parabolic subgroup of G, H lies in some Levi subgroup of that parabolic subgroup.

A subgroup of GLn(k) is GLn(k)-completely reducible if and only it is com-
pletely reducible in the usual sense of representation theory.

Many people have studied G-cr subgroups of a reductive group G [4], [5], [9],
[10], [11], [12], and [13]. In this talk I describe a new approach to G-complete
reducibility using geometric invariant theory and ideas from the theory of character
varieties. A key part is played by the notion of a canonical destabilising parabolic
subgroup. In the last part of the talk, I discuss some applications of these methods
to finite groups of Lie type.

We begin with a generalisation of the representation-theoretic result given
above. Let r denote the rank of G.

Theorem 1.1. Let F be a finite group. There exist only a finite number — call
this n(F, G) — of conjugacy classes of G-cr subgroups of G that are isomorphic
to F . Moreover, for any positive integer B, the sum

∑
|F |≤B n(G, F ) is bounded

by a function f(B, r) which depends only on B and r, not on k.

The final assertion is proved in [3, Prop. 2.1]. The speaker proved the first
part [6, Thm. 2], replacing G-cr subgroups with “strongly reductive” subgroups
of G (as defined below), building on ideas of Vinberg, who proved the result in
characteristic zero [15]. The result for G-cr subgroups now follows from Theorem
2.1 below.

2. Strongly reductive subgroups of G

Our geometric approach is inspired by work of R.W. Richardson. He studied
the action of G by simultaneous conjugation on the Cartesian product Gm, where
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m is a positive integer:

g · (g1, . . . , gm) := (gg1g
−1, . . . , ggmg−1).

Definition. Let H ≤ G and suppose that H is topologically generated by elements
h1, . . . , hm ∈ G for some m. We say H is strongly reductive in G if the orbit
G · (h1, . . . , hm) is a closed subset of Gm.

This is not Richardson’s original definition [8, Def. 16.1] but it is equivalent to
it [8, Thm. 16.4]; as a corollary of this, the definition above does not depend on
the choice of topological generators hi. For simplicity, we assume below that all
subgroups of G under consideration are topologically finitely generated.

Here is the main result Theorem 3.1 of [1], which allows us to apply geometric
methods to the problem of studying G-cr subgroups.

Theorem 2.1. A subgroup of G is G-completely reducible if and only if it is
strongly reductive in G.

3. Canonical destabilising parabolic subgroups

If H = 〈h1, . . . , hm〉 is a non-G-cr subgroup of G then H is not strongly reductive
by Theorem 2.1, so G · (h1, . . . , hm) is not closed. The Hilbert-Mumford-Kempf
Theorem [2, Thm. 3.4] from geometric invariant theory asserts the existence of a
canonical one-parameter subgroup λ of G such that (h′

1, . . . , h
′
m) := limx→0 λ(x) ·

(h1, . . . , hm) exists and G ·(h′
1, . . . , h

′
m) is closed. This leads to the following result

(cf. [7] and the proofs of [3, Prop. 2.2] and [1, Thm. 5.8]).

Principle 3.1. If H is a non-G-cr subgroup of G then there exists a canonical
parabolic subgroup P of G such that P ⊇ H but no Levi subgroup of P contains
H.

Since H is not G-cr, we know by definition that there exists at least one par-
abolic subgroup P with H contained in P but not in any Levi subgroup of P ;
the point of the principle is that there is a choice of P that is canonical in an
appropriate sense (which we do not define here). Now we give two applications
of this principle. The first, which answers a question of Serre [11, p. 24], is the
starting point of Gerhard Röhrle’s talk in this meeting.

Theorem 3.2. ([1, Thm. 3.10]) Let N E H ≤ G. If H is G-cr then N is G-cr.

Proof. If N is not G-cr then there exists a canonical P as in Principle 3.1 which
contains N . As H normalises N and P is canonical, H normalises P . Parabolic
subgroups of G are self-normalising, so H ≤ P , and H does not lie in any Levi
subgroup of P because N does not. Thus H is not G-cr. �

Now assume G is simple and adjoint and σ : G → G is a Frobenius map. The
fixed point subgroup Gσ is a finite group of Lie type.

Theorem 3.3. (Cf. [3, Prop. 2.2]) Let M ≤ Gσ. Then M is G-cr or M lies in a
proper σ-stable parabolic subgroup of G.
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Proof. If M is not G-cr then there exists a canonical P as in Principle 3.1 which
contains M . As M is σ-stable and P is canonical, P is σ-stable; moreover, P is
proper because no Levi subgroup of P contains M . �

4. Finite groups of Lie type

Let M(F ) denote the set of conjugacy classes of a finite group F . The following
result has applications to probabilistic generation. For example, if x, y ∈ F fail
to generate F then x, y lie in a common maximal subgroup of F . To show that
the probability that a randomly chosen pair of elements generates F is large, one
needs to control the number of maximal subgroups.

Theorem 4.1. ([3, Thm. 1.3]) There exists a function c(r) and a constant d such
that if F is an almost simple finite group with socle of Lie type of rank r over the
finite field Fq then

|M(F )| < c(r) + dr log logq.

The proof uses information about maximal subgroups of finite simple groups
which has been built up over the years. Our geometric methods deal with the
following case. Take F = Gσ for simplicity and assume G is of exceptional type.
Known results dispose of a large class of maximal subgroups, including subgroups
contained in a proper σ-stable parabolic; their contribution to |M(F )| is bounded
by the dr log logq term. The remaining subgroups are G-cr, by Theorem 3.3, and
their orders are bounded by an absolute constant B. Theorem 1.1, together with
Lang’s Theorem, shows that the number of conjugacy classes of such subgroups
does not exceed f(B, r), and the required bound follows.
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Permutation groups and Quantum Computing

Aner Shalev

(joint work with J. Kempe and L. Pyber)

1. Introduction

In the framework of Quantum Computing, combining computer science with
the principles of quantum mechanics, one can solve problems not known to be
efficiently solvable classicaly (see [8] for general backgound). The most celebrated
examples include factoring large numbers [9], and carried out by solving the so
called Hidden Subgroup Problem (HSP) for abelian groups via Quantum Fourier
Sampling (QFS). A main challenge in Quantum Computing is solving the Hidden
Subgroup Problem for nonabelian groups, and most importantly for the symmet-
ric group Sn, as this would (quantumly) solve the prominent graph isomorphism
problem and related questions. See [4, 3] for partial results.

In the works [6] with Kempe, and [7] with Kempe and Pyber, we employ con-
cepts and tools from the theory of finite permutation groups in order to analyse
the Hidden Subgroup Problem via Quantum Fourier Sampling for the symmetric
group. Our results are negative, showing that both the so called weak and the
random-strong form of QFS have no advantage whatsoever over classical exhaus-
tive search.

It is intriguing that the classical concept of minimal degree of a permutation
group, studied since the days of Jordan 130 years ago [5], plays a key role in our
proof. However, we also employ various modern tools, including the Classification
of Finite Simple Groups.

2. Preliminaries and notation

We first describe the Hidden Subgroup Problem. Fix a finite group G and let
H ≤ G be an unknown subgroup. Given a function f : G → S that is constant on
(left)-cosets gH of H and takes different values for different cosets, we have to find
the subgroup H . The decision version of this problem is to determine whether the
hidden subgroup H is the identity subgroup or not. Enumerating over all elements
g ∈ G and checking whether f(g) = f(1) (namely whether g ∈ H) would result
in listing all the elements of H . However, we are interested in polynomial time
algorithms, which give the answer (or a highly probable answer) in (log |G|)c steps.
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The standard quantum solution of this problem (for abelian groups G and
certain other groups) involves performing the Quantum Fourier Transform (QFT)
over G, resulting in the so called Fourier basis of the complex group algebra C[G].

Let Irr(G) denote all irreducible complex characters of G. Each subgroup H ≤
G induces a probability measure PH on Irr(G) given by PH(χ) = χ(1)

|G|
∑

h∈H χ(h).

To solve HSP this way we need to infer H from the resulting distribution. Distin-
guishing the trivial subgroup {1} from a larger subgroup H efficiently using the
so called weak (or random-strong) standard method is possible if and only if the
L1 distance DH between P{1} and PH is larger than some inverse polynomial in
log |G|. Here

DH =
1

|G|
∑

χ

χ(1)|
∑

h∈H,h 6=e

χ(h)|.

We therefore say that H is distinguishable if DH ≥ (log |G|)−c for some constant
c, and is indistinguishable otherwise.

The minimal degree m(H) of a permutation group H ≤ Sn is defined to be the
minimal number of points moved by a non-identity element of H .

3. Main Results

Our first result (from [6]) provides character-free bounds on the distance DH ,
and serves as a basic tool for our investigations.

Theorem 3.1. Let C1, . . . , Ck denote the non-identity conjugacy classes of G.
Then

k∑

i=1

|Ci ∩ H |2|H |−1|Ci|−1 < DH ≤
k∑

i=1

|Ci ∩ H ||Ci|−
1

2 .

Applying this we show in [6] that for H ≤ Sn of polynomial size (≤ nc), H is
distinguishable if and only if its minimal degree m(H) is bounded. Thus we cannot
distinguish a group generated by a cycle of unbounded length, or an involution
with non-constant number of transpositions, implying negative results from [4, 3]
in the case |H | = 2.

Our next result concerns primitive permutation groups, which are the building
blocks of finite permutation groups in general. Let H ≤ Sn be primitive and
H 6= An, Sn. Then we have m(H) ≥ (

√
n − 1)/2 by [1], and |H | ≤ 2n

√
n by [2]

(and CFSG). Using this and other ingredients, we obtain the following somewhat
surprising result [6]:

Theorem 3.2. Let H 6= An, Sn be a primitive subgroup of Sn. Then H is indis-
tinguishable.

Our most general result, from [7], deals with arbitrary permutation groups. By
a painstaking enumeration of elements of given support in a permutation group of
given minimal degree we are able to deduce the following.

Theorem 3.3. Let H ≤ Sn be any permutation group. Suppose H is distinguish-
able. Then its minimal degree m(H) is bounded.
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Thus every distinguishable subgroup must contain a non-identity element of
bounded support. Since there are only polynomially many such elements in Sn we
can just exhaustively query them, thereby distingushing H from {1}.

Corollary 3.4. Any subgroup H ≤ Sn which can be distinguished from {1} using
the above quantum method can already be distinquished from {1} using classical
exhaustive search.
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Pure quaternions, ultra-products and valuations

Yoav Segev

(joint work with A. Rapinchuk and L. Rowen)

Introduction

We give here a short account of the joint work [4] together with A. Rapinchuk
and L. Rowen. The work in [4], as well as the earlier work [3], are related to the
analysis of the Whitehead group W (G, k) of an absolutely simple simply connected
algebraic k-group G of type 3,6D4 having k-rank 1 (see Tits’s Bourbaki talk [5] for
the relevant terminology). We divide our account into the following short parts:

(1) Motivation.
(2) An explicit description of the Whitehead group.
(3) Outline of the construction of D: using ultarproducts.
(4) Constructing valuations on non-commutative algebras of rational func-

tions.
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1. Motivation

Let us recall the definition of the Whitehead group: let G be an absolutely
almost simple simply connected algebraic group defined over an infinite field k.
The subgroup G(k)+ of G(k) is the subgroup generated by the k-rational points
of the unipotent radicals of k-defined parabolic subgroups of G. The quotient
W (G, k) = G(k)/G(k)+ was termed the Whitehead group by J. Tits in [5]. The
Kneser-Tits problem (or conjecture) is to determine whether or not W (G, k) = 1,
and more generally to determine the structure of W (G, k).

Let G be of type 3,6D4 defined over k and of k-rank 1. We are interested in the
structure of W (G, k) in this case. In [3] it was shown that when char(k) is odd,
W (G, k) is abelian-by-nilpotent-by-abelian. This was achieved by obtaining results
on normal subgroups of the multiplicative group of a quaternion division algebra
generated by a pure quaternion (see below). Here we show that this approach
may not work in characteristic zero by giving an example of a quaternion division

algebra D and a pure quaternion e ∈ D such that D×/〈eD×〉 is not solvable.

2. An explicit description of the Whitehead group

¿From now on the letter D (and also D) will always denote a quaternion division
algebra of characteristic 6= 2. The letter K will denote the center of D.

Given G as above of k-rank 1 and of type 3,6D4, the following is an explicit
description of W (G, k). There exists D with center K such that K/k is a separable
cubic extension and such that the corestriction of D to k is trivial. Let

V = {d ∈ D× | Nrd(d) ∈ k} and U = {d ∈ D× | Nrd(d), Trd(d) ∈ k}.
(Here Nrd and Trd are the reduced norm and trace.) Then

W (G, k) = V/〈U〉.
Since the corestriction of D to k is trivial, there is a basis 1, e, f, ef of D over K
such that e2 ∈ k, f2 ∈ K, NK/k(f2) = 1 and ef = −fe (cf. (43.9) in [2]). Notice

that the element e is in U , because Nrd(e) = −e2 ∈ k and Trd(e) = 0. We will
return to this fact in the next section. We call any non-central element v ∈ D
such that v2 ∈ K a pure quaternion.

3. The subgroup S and outline of the construction of D.

Both in the odd characteristic case (i.e. when char(D) is odd) and in the zero
characteristic case (char(D) = 0) a crucial role is played by the subgroup

S = K×〈1 + 2SL1(D)〉.
(recall what SL1(D) is the subgroup of D× consisting of elements having reduced
norm 1.)

In the odd characteristic case ([3]) we showed that D×/S is nilpotent-by-
abelian, then we showed that this implies that for any pure quaternion e ∈ D,

D×/〈eD×〉 is abelian-by-nilpotent-by-abelian. Since, as noted above, U above
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contains a pure quaternion, this enabled us to prove that the Whitehead group is
abelian-by-nilpotent-by-abelian, in the odd characteristic case.

Here we construct D of characteristic zero such that D×/S is not solvable and
we show:

(i) If D×/S is not solvable, then for all Z ∋ i ≥ 0, there exists a pure quaternion

e(i) ∈ D such that D/〈e(i)D×〉 is not solvable of derived length ≤ i.

(ii) We let F be an ultrafilter on I = Z>0 containing the cofinite filter and we
show that the ultraproduct

D = (
∏

i∈I

Di)/F Di = D ∀i,

is a quaternion division algebra such that the element e := (e(i)) is pure and

satisfies D×/〈eD×〉 is not solvable.
For the proof of (i) we let D• := D×/S and • : D× → D• be the canonical

homomorphism. We first show that [〈eD×〉•, SL1(K(e))•] = 1•, for any pure
quaternion e ∈ D. This fact together with a short argument yields (i).

4. Constructing valuations on non-commutative algebras of

rational functions

We construct D of characteristic zero having a non-archimedean valuation w̃
such that the residue algebra D̄w̃ has characteristic two and is not commutative.
A short argument then shows that D×/S is not solvable (notation as in §3 )
completing the construction of D.

Let v be the 2-adic valuation on Q and extend v to the field of rational functions
F := Q(y) by setting w(a/b) = w(a) − w(b), where for a polynomial a[y] =
a0 + a1y + · · · + anyn we let

w(a) = min
ai 6=0

v(ai).

This is a standard construction, cf. [1, Section 10.1, Proposition 2]. Let σ ∈
Aut (F ) be the unique automorphism taking y to y−1 and let R := F [x, σ] be the
ring of skew-polynomials. Then the center of R is R0 = F σ[x2], where F σ is the
fixed subfield of σ. Let D := F (x, σ) be the localization of R at R0 r {0}. Then
D is a quaternion division algebra whose center is the field of fractions of R0. We
define a map w̃ : D× → Z by w̃(ab−1) = w̃(a) − w̃(b) (a ∈ R and b ∈ R0 r {0})
where for a polynomial a ∈ R, we define as above w̃(a) = minai 6=0 w(ai). It turns
out that w̃ is a valuation on D such that D̄w̃ is of characteristic 2 and is not
commutative.
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Meager finite simple groups

Ron Solomon

(joint work with Daniel Gorenstein, Richard Lyons and Kay Magaard)

This is a progress report on a certain portion of the second generation proof of
the Classification of the Finite Simple Groups: Theorem C+

6 , the classification of
meager finite simple groups. This is collaborative research with Daniel Gorenstein,
Richard Lyons and Kay Magaard. I shall also take this opportunity to describe
the post-QT modifications to the GLS (Gorenstein, Lyons, Solomon) classification
strategy laid out in [3]. In order to do this, quite a few definitions will be necessary.

For each prime p, let Kp denote the set of all isomorphism classes of (known)
quasisimple groups K with Z(K) a p-group (possibly trivial). The GLS strategy
relies fundamentally on the partitions

Kp = Cp ∪ Tp ∪ Gp.

Here Cp contains all simple groups of Lie type in characteristic p and all simple
alternating groups of degree p, 2p, and 3p. Other members of Cp are “small”and/or
sporadic.

Definition. A finite simple group G is said to be of even type if the following
conditions hold:

• m2(G) ≥ 3;
• O2′(CG(t)) = 1 for all t ∈ G with t2 = 1; and
• If t is an involution of G and L is a component of CG(t), then L is iso-

morphic to a member of C2.

Typically, a group of even type is a simple group of Lie type defined over a field
of even order. However, also many of the sporadic simple groups are of even type.
Meager groups are by definition of even type, and so we shall henceforth assume
that p is odd.

Now

Tp ≥ {K ∈ Kp − Cp : mp(K) = 1},
with equality if p > 5. If p = 5, we add Fi22, while if p = 3 we add L3(q) and
U3(q) for q not a power of 3, as well as

{A7, 3A7, M12, M22, 3M22, J2}.
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For groups of even type, an important role is played by the parameter e(G)
introduced by Thompson in [6].

Definition. For p an odd prime, the 2-local p-rank of G, m2,p(G), is the maximum
p-rank of a 2-local subgroup of G; and e(G) is the maximum value achieved by
m2.p(G).

Definition. A finite simple group G is of quasithin even type if G is of even
type and e(G) ≤ 2.

Groups of quasithin even type have recently been classified by Aschbacher and
Smith [2].

Definition. A finite simple group G is of sporadic even type if G is of even type
with e(G) ≥ 3, and there exists an odd prime p such that m2,p(G) ≥ max{e(G), 4}
and for every x ∈ G of order p, every component K of CG(x)/Op′(CG(x)) lies in
Cp.

We remark that most sporadic simple groups are of quasithin or sporadic even
type. Moreover only finitely many simple groups G are of sporadic even type.

Definition. A finite simple group G is of generic even type if G is of even
type and there exists an odd prime p such that mp(G) ≥ 4 and for some x ∈ G of
order p with mp(CG(x)) ≥ 4, there exists a component K of CG(x)/Op′ (CG(x))
with K ∈ Gp.

We remark that if G is a simple group of Lie type defined over a field of even
order and having a torus of p-rank at least 4 for some odd prime p, then, with a
small number of exceptions, G is of generic even type. A first major step towards
the classification of groups of generic even (and odd) type was taken in [4].

Finally we reach our goal.

Definition. A finite simple group G is of meager even type if G is of even type,
but G is neither of quasithin even type nor of sporadic even type nor of generic
even type.

Theorem C+
6 . Let G be a finite simple group all of whose proper simple sections

are known. Suppose that G is of meager even type. Then G ∼= L4(2
n) (n > 1),

Sp6(2
n) (n > 1), Ω−

8 (2n), L6(2), or L7(2).

In [3], the corresponding Theorem C6 had an empty set of conclusions. The
reason for this is that GLS expected a stronger Quasithin Theorem (Theorem
C4) to be proved, classifying all finite simple groups of even type with e(G) ≤ 3.
However GLS now intend to quote the Quasithin Theorem (for groups of even
type) of Aschbacher and Smith [2] as the key Theorem C−

4 . This necessitates that
both Theorem C5 and Theorem C6 must be replaced by stronger Theorems C+

5 and
C+
6 to cover the case e(G) = 3.

The new Theorem C+
5 is the following statement.
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Theorem C+
5 . Let G be a finite simple group all of whose proper simple sections

are of known type. Suppose that G is of sporadic even type. Then either G is
isomorphic to a member of the set:

{A12, PΩ7(3), PΩ±
8 (3), Sp8(2), Ω+

8 (2), Ω−
10(2), U5(2), U6(2), U7(2), F4(2), 2E6(2)}

or G has the same centralizer of involution pattern as some member of the set:

{Suz, Co1, Co2, Co3, F i22, F i23, F i′24, F5, F3, F2, F1}.
This theorem is a work-in-progress with Gorenstein, Korchagina, and Lyons.

See Lyons’ article [5] in this volume for further details.
We conclude with a brief discussion of the proof of Theorem C+

6 . The strategy
for the proof of this theorem is to study the centralizers of non-identity elements
in a maximal elementary abelian p-subgroup A of G for a suitable odd prime p.
The goal is to prove that these centralizers are of reductive type, i.e. that the
components of CG(x)/Op′ (CG(x)) pull back to quasisimple components of CG(x)
for all x ∈ A. With this information together with a bit of information about
p-fusion in A, we can arrive at a presentation for G of Curtis-Tits-Phan type.

The principal methodology for proving that the centralizers are of reductive type
is the Signalizer Functor Method. In view of the Glauberman-McBride Signalizer
Functor Theorem and Strong p-Uniqueness Theorems provided by Stroth, it will
suffice to establish the existence of suitable A-signalizer functors. Our first line of
attack is to attempt to use one of the k+ 1

2 -balanced signalizer functors introduced
by Aschbacher, Gorenstein and Lyons. One consequence of the meager hypothesis
is that there is no local obstruction to 5

2 -balance. Hence we are done if mp(G) ≥ 4.
The remaining case is when mp(G) = 3 and there is a local obstruction to

3
2 -balance. The principal example of such a local obstruction is afforded by an
element x ∈ A such that CG(x) has a p-component L with L/Op′(L) ∈ Tp and
mp(L) = 2. Hence p ∈ {3, 5}. Using other signalizer functors and related methods,
we hope to reduce to the case where p = 3, O3′(L) is a 2-group and

L/Z∗
3 (L) ∈ {L3(q), U3(q), A7, M12, M22, J2}.

At this point we expect to use pushing up arguments combined with a version of
the Thompson Transitivity Theorem to complete the proof.

We remark that a large portion of this problem was treated earlier by As-
chbacher under the hypotheses that G is of characteristic 2-type and e(G) = 3 [1].
We draw inspiration for our work from his papers.
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Which profinite groups are generated by finitely many random
elements with positive probability?

László Pyber

(joint work with A. Jaikin-Zapirain)

By a classical result of Dixon [Di] two randomly chosen elements generate Alt(n)
with probability → 1 as n → ∞.

Results of similar flavour were obtained for various classes of profinite groups.
Recall that a profinite group G is called positively finitely generated (PFG) if for
some r a random r-tuple generates G with positive probability.

There are various examples of PFG groups related to Dixon’s theorem, such as
inverse limits of iterated wreath products of alternating groups [Bh] and infinite
products of pairwise non-isomorphic finite simple groups [KL], [LSh].

On the other hand, finitely generated prosoluble groups were shown to have
this property and more generally finitely generated profinite groups which do not
have arbitrarily large alternating sections [BPSh].

Denote by mn(G) the number of index n maximal subgroups of G. A group G
is said to have polynomial maximal subgroup growth (PMSG) if mn(G) ≤ nc for
all n (for some constant c).

A one-line argument shows that PMSG groups are positively finitely generated.
By a very surprising result of Mann and Shalev the converse also holds.

Theorem ([MSh]). A profinite group is PFG exactly if it has polynomial maximal
subgroup growth.

This result gives a characterisation of PFG groups. However, it does not make
it any easier to prove that the above mentioned examples of profinite groups are
PFG.

We give a characterisation which achieves this i.e. one which really describes
which groups are PFG.

Let L be a finite group with a non-abelian unique minimal normal subgroup
M . A crown-based power Lk of L is defined as the subdirect product subgroup of
the direct power Lk containing Mk such that Lk/Mk is isomorphic to L/M (here
L/M is the diagonal subgroup of (L/M)k). Denote by t(L) the minimal degree of
L as a transitive permutation group.

Theorem. Let G be a finitely generated profinite group. Then G is PFG exactly
if for any L as above if Lk is a quotient of G then k ≤ t(M)c for some constant c.
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This theorem can be used to answer various questions of Lubotzky, Mann and
Segal (see [LS]). For example answering an innocent looking but challenging ques-
tion of Mann [Ma] we show that an open subgroup of a PFG group is also PFG.

Our main technical result is the following

Theorem. The number of conjugacy classes of d-generated primitive subgroups of
Sym (n) is at most ncd for some constant c.

This estimate unifies and improves several earlier ones.

References

[Bh] M. Bhattacharjee, The probability of generating certain profinite groups by two elements,
Israel J. Math. 86 (1994), 311–329.

[BPSh] A. Borovik, L. Pyber, A. Shalev, Maximal subgroups in finite and profinite groups, Trans.
Amer. Math. Soc. 348 (1996), 3745–3761.

[Di] J. D. Dixon, The probability of generating the symmetric group, Math. Zeit. 110 (1969),
199–205.

[KL] W. M. Kantor, A. Lubotzky, The probability of generating a finite classical group, Geom.
Ded. 36 (1996), 67–87.

[LSh] M. W. Liebeck, A. Shalev, The probability of generating a finite simple group, Geom.
Ded. 56 (1995), 103–113.

[LS] A. Lubotzky, D. Segal, Subgroup Growth, Progress in Mathematics, Birkhäuser, 2003.
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Coprime Action on Finite Groups

Paul Flavell

1. Introduction

We wish to develop further the theory of automorphisms of finite groups, with-
out recourse to the Classification of Finite Simple Groups. But naturally, the
techniques used to prove the Classification are very relevant to this programme.
Henceforth we assume:

Hypothesis.
• r is a prime,
• R is an r-group and
• G is an r′-group on which R acts as a group of automorphisms.

We outline three areas on which progress has been made:

(1) Thompson’s Thesis asserts
if |R| = r and CG(R) = 1 then G is nilpotent.

We shall present a generalization of this result.
(2) Known results on soluble groups will be extended to insoluble groups.
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(3) The following is a consequence of the Classification and a theorem of Stein-
berg:

if G is simple and R acts faithfully on G then R is cyclic.
We shall present progress towards proving this result independently of the
Classification.

2. Modules

The following result on modules is an essential tool.

Theorem A. [6] Suppose that

(a) |R| = r,
(b) V is a faithful irreducible RG-module over a field of characteristic p, and
(c) CV (R) = 0.

Then either

• [G, R] = 1 or
• r is a Fermat prime and [G, R] is a nonabelian special 2-group.

Shult [10] proved Theorem A in the case that G is nilpotent. He used his result to
study automorphisms of soluble groups. Shult’s work is a nonmodular analogue of
the work of Hall and Higman on representations of p-soluble groups. In the first
edition of his book Finite Group Theory, Aschbacher extended Shult’s results,
essentially proving Theorem A when G is soluble [1, (36.4), p.194]. Aschbacher’s
motivation was a new proof of the Soluble Signalizer Functor Theorem. If it is ever
possible to prove the General Signalizer Functor Theorem outside of the inductive
framework of the Classification, then Theorem A may have a role to play.

Corollary B. Assume (a), (b) and that G contains a cyclic p′-subgroup X 6= 1
that acts transitively on [V, X ]#. Then CV (R) 6= 0.

3. Fusion

Theorem C. [7] Suppose |R| = r. Let p be an odd prime and suppose that CG(R)
is a p′-group. Let S ∈ Sylp(G). Then NG(S) controls strong fusion in S.

Theorem C and Frobenius’ Normal p-Complement Theorem imply Thompson’s
Thesis. Theorem C follows from Theorem A, Corollary B and Theorem D be-
low, which in turn is a slight extension of previous work of Collins [2, 3] and
Glauberman [5].

Theorem D. [7] Let G be a group, p an odd prime, S ∈ Sylp(G) and T ≤ Z(S).
Suppose that T E NG(J(S)). Then at least one of the following holds:

(a) T is weakly closed in S with respect to G.
(b) There exists a cyclic p′-subgroup X ≤ NG(T ) such that X acts nontrivially

on T and transitively on [T, X ]#.
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4. R-Components

The following result on soluble groups is an easy consequence of Shult’s work and
has many applications in local analysis. For simplicity, we state it fully only in
the case that r is not a Fermat prime.

Theorem. Suppose G is soluble, |R| = r and D is an RCG(R)-invariant nilpo-
tent subgroup of G. Then [D, R] ≤ F (G), unless r is a Fermat prime in which
case . . . . . ..

The idea is to say something global about a subgroup that is specified locally
in terms of the automorphism. Using Theorem A it is possible to extend this
result to insoluble groups provided one replaces ‘≤ F (G)’ with ‘acts nilpotently
on F (G)’. In the transition from soluble to insoluble, the Fitting subgroup is
replaced by the Generalized Fitting subgroup, F ∗(G) = F (G)E(G), where E(G),
the layer of G, is the subgroup generated by the components of G. Consequently
we wish to consider component like subgroups that are defined locally in terms of
the automorphism.

Definition. K is an R-component of G if K is quasisimple and commutes with
its RCG(R)-conjugates; equivalently, K is a component of an RCG(R)-invariant
subgroup of G.

Note that we do not require K to be R-invariant.

Theorem E. [8] Suppose |R| = r and K is an R-component of G. Then at least
one of the following holds:

(a) K is a component of CG(R).
(b) K is a component of G.
(c) K is contained in an R-invariant component of G.

In proving this result, we inevitably have to consider the action of a simple group
on another simple group. We avoid appealing to the Schreier Conjecture by using
a beautiful result of Dade [4].

Corollary F. Suppose |R| = r and H is an RCG(R)-invariant subgroup of G with
H = [H, R]. Then E(H) ≤ E(G).

5. Pushing Up

Let p be a prime. Define

P = Op(G; R)

= the unique maximal RCG(R)-invariant p-subgroup of G

= the intersection of all R-invariant Sylow p-subgroups.

Theorem G. [8] Suppose F ∗(G) = Op(G) and p > 3 then P contains a nontrivial
characteristic subgroup that is normal in G.

This result is an analogue of Glauberman’s ZJ-Theorem, but note there is no
hypothesis on the noninvolvement of SL2(p).
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6. Automorphisms of Simple Groups

Suppose that R is abelian and noncyclic. Then

G =
〈
CG(α) | α ∈ R#

〉
.

Now R is abelian so it acts on the fixed point subgroups. Thus we expect the
action of R on these subgroups to have considerable influence over the action of
R on G. Using many of the previous results, we are able to prove the following:

Theorem H. [8] Suppose R is noncyclic and abelian, p > 3 and

[OpF ∗CG(α), R] = 1 for all α ∈ R#.

Then
[OpF ∗(G), R] = 1.

Note that the principal hypothesis is satisfied if F ∗CG(α) is a p-group for all
α ∈ R#. Thus we have the following result about the automorphism group of a
simple group.

Corollary I. [8] Suppose G is simple, that R is abelian and faithful on G, that
p > 3 and

F ∗CG(α) is a p-group for all α ∈ R#.

Then R is cyclic.
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Uniform bounds for finitely generated groups

Dan Segal

(joint work with Nikolay Nikolov)

An announcement of the results presented here has appeared in [NS1], and full
proofs will appear in [NS2].

Our main result is

Theorem 1. In a finitely generated profinite group, every subgroup of finite index
is open.

This answers Question 7.37 of the 1980 Kourovka Notebook [K], restated as
Open Question 4.2.14 in [RZ]. It implies that the topology of a finitely gener-
ated profinite group is completely determined by its underlying abstract group
structure, and that the category of finitely generated profinite groups is a full
subcategory of the category of (abstract) groups.

The proof depends on properties of certain verbal subgroups. A group word w is
called d-locally finite if Fd/w(Fd) is finite (where Fd is the d-generator free group).
Now let G be a d-generator profinite group and N a normal subgroup of finite
index. It is easy to cook up a d-locally finite word w such that w(G) ⊆ N (by
considering the finitely many homomorphisms from Fd into G/N), so Theorem 1
follows from

Theorem 2. Let G be a d-generator profinite group and let w be a d-locally finite
group word. Then the verbal subgroup w(G) is open in G.

(By w(G) we mean the subgroup generated algebraically, not topologically, by the
values of w in G). Though not necessary for Theorem 1, the following variation is
also of interest:

Theorem 3. Let G be a finitely generated profinite group and H a closed normal
subgroup of G. Then the subgroup [H, G] generated (algebraically) by all commu-
tators [h, g] (h ∈ H, g ∈ G) is closed in G.

This implies in particular that the (algebraic) derived group G′ is closed, and (by
an obvious induction) that every term of the (algebraic) lower central series of G
is also closed.

Thus w(G) is closed if (a) w is a locally finite word or (b) w is one of the
words [x1, . . . , xn] with n ≥ 2. This does not hold for arbitrary words, however:
Romankov [Ro] has shown that it fails (even in pro-p groups) for the “2nd derived
word” w = [[x1, x2], [x3, x4]]. On the other hand, it seems likely that it does hold
for the “Burnside words” w = xq ; indeed, we can prove that the verbal subgroup
Gq is closed in a finitely generated profinite group G provided G does not involve
all finite groups as open sections.

If the word w is d-locally finite and G is a d-generator profinite group, then
w(G) is open if and only if it is closed. A simple compactness argument then
shows that Theorem 2 is equivalent to the following result about finite groups:
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Theorem 4. Let d be a natural number and let w be a d-locally finite group word.
Then there exists f = fw(d) such that if G is any d-generator finite group, then
every element of w(G) is equal to a product of f w-values.

(By w-values here we mean elements of the form w(g1, . . . , gk)±1.)
Similarly, Theorem 3 follows from

Theorem 5. Let d be a natural number. Then there exists g = g(d) such that if
G is any d-generator finite group and H is any normal subgroup of G, then every
element of [H, G] is equal to a product of g commutators [u, v] with u ∈ H and
v ∈ G.

These theorems are applications of our main technical result, which is as follows.
Before stating it let us introduce some notation. For any subset S of a group G and
natural number n, S∗n = {s1s2 . . . sn | s1, . . . , sn ∈ S}. For g ∈ G and S, T ⊆ G,
[S, g] = {[s, g] | s ∈ S}, c(S, T ) = {[s, t] | s ∈ S, t ∈ T }. For an integer q we write
G{q} = {gq | g ∈ G}.
Key Theorem There exist numerical functions h1, h2 and z and an absolute
constant D with the following property. Let G = 〈g1, . . . , gd〉 be a finite group and
H a subgroup such that (i) H = [H, G], (ii) if H ≥ N > Z, where N and Z are
normal subgroups of G and N/Z is non-abelian, then N/Z is neither simple
nor the direct product of two isomorphic simple groups. Then

(A) : H = ([H, g1] · . . . · [H, gd])
∗h1(d,q) · (H{q})∗z(q)

for each q ∈ N, and

(B) : H = ([H, g1] · . . . · [H, gd])
∗h2(d) · c(H, H)∗D.

The deduction of Theorem 4 is not quite direct. One applies the Key Theorem
not to G itself but to the group w(G), which is generated by a bounded number of
w-values g1, . . . , gd′. We take q = |C∞/w(C∞)|, and find a characteristic subgroup
H of w(G) such that (a) the pair (w(G), H) satisfies the hypotheses of the Key
Theorem and (b) Theorem 4 is already known for the quotient group G/H . The
result then follows from (A) on noting that each element [h, gi] is a product of two
w-values and each element hq is a w-value. Theorem 5 is deduced in a similar way
from Key Theorem (B).

The proof of the Key Theorem is long and elaborate; it is modelled in principle
on Hensel’s Lemma. Given an arbitrary element h ∈ H we have to solve an
equation of the form h = Φ(u 1, . . . , um) where Φ is a group word involving the
‘unknowns’ ui, to be found in H , and some ‘constants’ g1, . . . , gm ∈ G. We
assume inductively that this can be done modulo K, where K is some small normal
subgroup of G inside H , and then have to kill the error term by adjusting the
unknowns. This comes down to solving a new system of equations in K (or perhaps
a slightly larger normal subgroup), considered as a G-operator group.

The possibility of doing this depends ultimately on properties of the finite simple
groups. Let α, β be automorphisms of a group G. For x, y ∈ G, we define the
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“twisted commutator”
Tα,β(x, y) = x−1y−1xαyβ .

Theorem 6. There is an absolute constant D such that if S is a finite quasisimple
group and αi, βi (i = 1, . . . , D) are any automorphisms of S then

S = Tα1,β1
(S, S) · . . . · TαD,βD

(S, S).

Theorem 7. Let q be a natural number. There exist natural numbers C = C(q)
and M = M(q) such that if S is a finite quasisimple group with |S| > C, βi

(i = 1, . . . , M) are any automorphisms of S, and qi (i = 1, . . . , M) are any
divisors of q, then there exist inner automorphisms αi of S such that

S = [S, (α1β1)
q1 ] · . . . · [S, (αMβM )qM ].

These generalize several known results about products of commutators and prod-
ucts of powers in simple groups. They are proved by a delicate analysis of the
internal structure of the groups, known from the Classification, together with re-
cent results of Liebeck, Pyber and Shalev [LP], [LS].
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“All” geometries for the smallest sporadic groups

Francis Buekenhout

(joint work with Dimitri Leemans)

This is a report prepared jointly with Dimitri Leemans on the present status of
a project going back to 1985. The project was progressing with a series of persons
including mainly Dimitri Leemans, Philippe Cara and Michel Dehon. The purpose
is to find “all” geometries of all sporadic groups under conditions that are both
reasonably general to justify the term “all” and reasonably restricted in order to
allow for a classification. We rely essentially but not exclusively on computations
within MAGMA [1]. Our conditions are mainly to require (FT) flag-transitivity,
(RC) residual connectedness, (RWPRI) residual weak primitivity ( at least one of
the maximal parabolic subgroups is a maximal subgroup and residually), (2T )1
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doubly transitive rank one residues (rank one residues are BN-pairs of rank one)
and (IP )2 intersection property for rank two residues (two distinct points are
incident to at most one line and dually). A basic rule is that all conditions must
be satisfied by a building and the corresponding group of Lie type. A detailed
synthesis of our work as of 2000 is provided in [2]. At that time, four sporadic
groups had been dealt with. By now, thanks to extensive work due to Dimitri
Leemans1, the classification is complete for the nine smallest sporadic groups and
it is close to completion for McL. In the latter case, the group has 373 conjugacy
classes of subgroups. Each of these is chosen at its turn to provide a Borel subgroup
for an exploration of geometries. At this time, only 6 of the 373 possibilities remain
to be explored. Among the geometries obtained, the highest rank that is achieved
is six. For each of these cases, a computer-free existence proof has been provided in
rather surprising geometric terms by Dimitri Leemans (see for instance [4, 5]). An
additional intersection property (IP) from Tits’ heritage going back to 1956, has
been studied by Dimitri Leemans and his student Pascale Jacobs [3]. It reduces
our collection of geometries to about 40% of its initial size.

A gem among others due to Dimitri Leemans is for the Mathieu group M24. It
looks as follows.
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The M12-residue was observed long ago by Meixner. The M24-geometry could
be constructed geometrically from the classical Steiner system S(5, 8, 24).

Another one due to Leemans for McL has the following diagram.

1See Leemans Website at (http://cso.ulb.ac.be/∼dleemans/) for recent papers on the subject.
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An attack on a group G requires, as a first step, to get a complete control
over the subgroup lattice of G, more exactly, the poset of conjugacy classes of
subgroups. A new programme due to Dimitri Leemans has allowed to get this
computation in less than 3 seconds for M12 and less than 30 seconds for McL.
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Bicharacteristic Finite Simple Groups

Richard Lyons

(joint work with Inna Korchagina and Ron Solomon)

Only a handful of general types of p-local structures are to be found in the simple
groups1. The groups of Lie type show uniform behavior (of two types, according
as p is or is not the characteristic of the underlying field), as do the alternating
groups. Unsurprisingly the sporadic groups show more variation. In the “GLS”
project [3] for a second generation proof of the classification of the simple groups,

1Throughout, “group” means “finite group”.
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the basic strategy yields the twenty-six sporadic groups in four cohorts2

SporU = {J1}
SporSO = {M11, M12, Mc, Ly, ON}
SporQT = {M22, M23, M24, J2, J3, J4, HS, He, Ru}
Sporbi-χ = {Co1, Co2, Co3, Suz, F1, F2, F3, F5, F i′24, F i23, F i22}.

The first arises from a uniqueness theorem (J1 has a proper 2-generated 2-core),
the second from the special odd case [5], and the third from the Quasithin The-
orem of Aschbacher and Smith [1]. We comment here on the local axioms and
methods leading to the set Sporbi-χ of “bicharacteristic” groups (in the sense of
the hypothesis of Theorem 2 below).

Recall that if p is a prime, then a simple group G is said to be of characteristic
p-type if and only if F ∗(N) = Op(N) for every p-local subgroup N of G (or
equivalently for all N = CG(x), x ∈ G of order p.) Let us say also that G is of
p′-type3 if and only if there exists x ∈ G such that x has order p and CG(x) has
a component L such that L is not a group of Lie type in characteristic p, but
is a group of Lie type. For the purposes of this talk, let us add the condition
mp(G) > 1 to both definitions. Here is the tally of the sporadic groups.

p 2 3 5 7 11 13 > 13

# of spor. gps. of char. p-type 8 2 6 1 1 0 0

# of spor. gps. of char. p′-type 0 3 1 1 0 1 0

Thirteen of the sporadic groups are not of characteristic p type for any prime p.
The low numbers for p′-type confirm the efficacy of the “semisimple” approach to
the characterization of simple groups of Lie type (moreover, mp(G) = 2 for each
sporadic group of characteristic p′-type.) It is clear in any case that the notions of
p-type and p′-type, combined, still miss a significant number of sporadic groups.
In particular the rich 3-structure of many sporadic groups is not captured by either
definition, although one feels for example that the Fischer groups, even F1, F2, F3

and F5, tend strongly toward characteristic 3-type.
Which simple groups G are of both characteristic p-type and characteristic q-

type for some distinct primes p and q? Among the sporadic groups we find only
(G, p, q) = (M12, 2, 3), (Mc, 3, 5), (F3, 2, 5), (Co2, 2, 5), and (J4, 2, 11). There are
(in)famous examples of Lie type, for instance (A5, 2, 5), (A6, 2, 3), (PSp4(3), 2, 3),
(L3(4), 2, 3), (U4(3), 2, 3) and (G2(3), 2, 3). But the complete list is not long. More-
over, many of the sporadic groups nearly qualify as being of characteristic 2-type

2In this partition, the unusual placement of J1, M11 and M12, which are conclusions of the
Aschbacher-Smith theorem, is an artifact of the GLS strategy. Groups of 2-rank at most 3 are

considered to be of special odd type and so are characterized before the quasithin groups. More-
over the proper 2-generated core theorem, to which J1 is an exceptional conclusion, necessarily
precedes the treatment of special odd type groups.

3This notion has only been devised for the expository purpose of this talk.
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and characteristic 3-type. This is particularly so for the larger ones, from which
one expects the most regular behavior.

We define below a weaker notion than characteristic p-type so that the simple
groups which are bicharacteristic in this weaker sense (a) include these sporadic
groups, and (b) can still be classified by existing techniques or extensions of them.

In the N -group paper [11, 12] Thompson introduced most of the techniques
(including the “Thompson Dihedral Lemma”) for studying simple groups of char-
acteristic p-type and characteristic q-type such that mp(G) and mq(G) are both
at least 3. Though there are no N -groups satisfying these conditions, Thompson
[12] gave independent characterizations of the (non-N -)groups G2(3) and PSp4(3)
by axioms with a characteristic 2 and characteristic 3 flavor. Pursuing his ideas,
Klinger and Mason, with a later boost from Korchagina, proved the following
theorem. Here m2,p(G) is the largest p-rank of all 2-local subgroups of G.

Theorem 1. [6, 7] If p is an odd prime and G is a group of characteristic p-type
and characteristic 2-type, then m2,p(G) ≤ 2.

Our broader notions are as follows. We say that a K-proper simple group G
is of even type if and only if for every involution x ∈ G and every 2-component
L of CG(x), O2′(CG(x)) = 1 and L ∈ C2. Likewise for an odd prime p, G is
of weak p-type if and only if for every element x ∈ G of order p such that
mp(G) ≥ min(e(G), 4), Op′(CG(x)) has odd order and L/Op′(L) ∈ Cp for every
p-component L of CG(x). Here C2 and Cp are certain sets of quasisimple K-
groups [3], rather close to the sets Chev(2) and Chev(p), respectively. (See also
Ron Solomon’s report from this conference [10].)

Volume 8 of GLS is now planned to treat what Solomon calls the “sporadic”
case, and in particular to do much of the analysis for the following theorem, which
explains the terminology Sporbi-χ.

Theorem 2. (In progress) Let G be a K-proper simple group and p an odd prime
such that m2,p(G) ≥ 3. Assume that G is of even type and of weak p-type. Then
p = 3 and one of the following holds:

(1) G has the same centralizer of involution pattern as some G∗ ∈ Sporbi-χ.
(2) G ∼= U5(2), U6(2), U7(2), C4(2), D4(2), 2D5(2), 2E6(2), F4(2), B3(3),

D4(3), 2D4(3) or A12.
(3) G possesses a maximal subgroup M which is a p-uniqueness subgroup.

Most of the groups in (2) are sizable composition factors of local or maximal
subgroups of groups in Sporbi-χ.

Alternative (1) of Theorem 2 means that there is an isomorphism between a
Sylow 2-subgroup of G and one of G∗, preserving the fusion pattern of involutions
and the isomorphism types of centralizers of involutions. Alternative (3) is rather
technical; roughly it means that M contains Γo

P,2(G) for some P ∈ Sylp(G), and

either N ≤ M or mp(N ∩ M) ≤ 1 for any 2-local subgroup N of G. In fact,
Volume 8 will only establish a weaker version of this alternative, from which the
full version will be deduced in a later volume devoted to odd uniqueness theorems.
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In 1992, Gorenstein and the author [2] proved a test version of Theorem 2 under
somewhat stronger hypotheses on components, and the considerably stronger hy-
pothesis m2,p(G) ≥ 4, so that the only target groups were the six sporadic groups
F1, F2, Fi′24, Fi23, Fi22 and Co1. We took or extended the techniques from [6];
some basic techniques are discussed in Section 24 of [4]. One technical challenge
was the lack of a “cross-characteristic” version of Lp′-balance governing the rela-
tionships between the layers of CG(x) and CG(y), where x and y are commuting
elements of respective orders 2, p. At the moment the author is working to drop
the special hypotheses in [2]. One resulting change in the assumptions on elements
x ∈ G of order p – from Op′(CG(x)) = 1 to |Op′(CG(x))| being odd – is absorbed
almost trivially. The case e(G) = 3, which in our original plan was to have been
treated in a quasithin vein (again cf. [10]), is now the subject of several papers by
Inna Korchagina and collaborators, with more papers in preparation at the time
of this report [7, 8, 9].
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On minimal subdegrees of finite primitive permutation groups

Cheryl E. Praeger, Ákos Seress

We study the minimal non-trivial subdegrees of finite primitive permutation groups
that admit an embedding into a wreath product in product action, giving a con-
nection with the same quantity for the primitive component. We discover that the
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primitive groups of twisted wreath type exhibit different (but interesting) behav-
iour from the other primitive types. This is joint work also with Michael Giudici,
Cai Heng Li, and Vladimir Trofimov, and the full version will be published in [2].

For a transitive permutation group G on a set Ω, a suborbit of G relative to a
point α ∈ Ω is a Gα-orbit Γ, and its size |Γ| is the corresponding subdegree of G. A
suborbit Γ, and the corresponding subdegree, are said to be non-trivial provided
Γ 6= {α}. In general, a non-trivial subdegree may be equal to 1. However, if G is
primitive and not cyclic of prime order, then α is the unique fixed point of Gα,
and consequently all non-trivial subdegrees of a non-cyclic primitive permutation
group are greater than 1. Let MinSubDeg(G) denote the minimum of the non-
trivial subdegrees of G, and note that the transitivity of G implies that the value
of MinSubDeg(G) is independent of the choice of α.

The O’Nan–Scott Theorem partitions the finite primitive permutation groups
into a number of disjoint types. For several of these types, each group G of the
type admits a natural embedding into a wreath product H ≀ Sk in its product
action on a Cartesian power ∆k, where k ≥ 2, H is a primitive permutation
group on the smaller set ∆, and H is induced by G. The group H is called the
primitive component of G relative to the Cartesian decomposition ∆k. We study
the relationship between MinSubDeg(G) and MinSubDeg(H) for these types of
primitive groups.

The socle of a finite group is the product of its minimal normal subgroups. Our
first theorem treats the case where Soc(G) = Soc(H ≀ Sk) = Soc(H)k.

Theorem 1. [2, Theorem 1.1] Let G be a finite primitive permutation group such
that G ≤ H ≀ Sk acting in product action on ∆k, with primitive component H
and k ≥ 2. Suppose further that Soc(G) = Soc(H ≀ Sk) and is non-abelian. Then
MinSubDeg(G) = k · MinSubDeg(H). Moreover, let δ ∈ ∆ and α = (δ, . . . , δ) ∈
∆k, and let Γ be a Gα-orbit in ∆k \ {α} of minimum length. Then there exists a
minimum length Hδ-orbit Γ0 in ∆ \ {δ} such that either

(a) Γ =
⋃

1≤i≤k Γi where Γi consists of all k-tuples (δ1, . . . , δk) such that δj = δ
for j 6= i, and δi ∈ Γ0, or

(b) each k-tuple in Γ has exactly two entries in Γ0, with the remaining entries
all equal to δ. Moreover, H ≤ H0 ≀ Sℓ in product action on ∆ = ∆ℓ

0 with
primitive component H0, Soc(H) = Soc(H0 ≀ Sℓ) (where possibly ℓ = 1 in
which case H0 = H), |Γ0| = 4ℓ, and (H0, |∆0|) is one of (PGL(2, 7), 21),
(PGL(2, 9), 45), (M10, 45), or (PΓL(2, 9), 45).

Remark 2. (a) This theorem applies to all finite primitive groups of product
action type and compound diagonal type, and those with two regular, non-abelian,
non-simple minimal normal subgroups.

(b) In Theorem 1 (b), G ≤ H0 ≀Sℓk in product action with primitive component
H0 relative to the decomposition Ω = ∆ℓk

0 . Moreover, for each possibility for
(H0, |∆0|), the stabiliser (H0)δ0

(where δ0 ∈ ∆0) has a unique orbit in ∆0 of length
MinSubDeg(H0) = 4 (see [1, Lemma 3.1]), and we show in [2, Proposition 3.2] that
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there are examples of groups G as in (b), corresponding to each group H0, for each
even integer k.

(b) The study of MinSubDeg(G) for finite primitive groups G ≤ Sym(Ω)
was motivated by problems concerning edge-transitive graphs, since the small-
est non-trivial G-suborbit determines a directed graph with smallest possible va-
lency among the G-invariant directed graphs on Ω. Such minimum-valency graphs
arose in [3] in the investigation of limits of convergent sequences of finite vertex-
primitive graphs with respect to a certain metric on the space of locally finite,
vertex-transitive graphs. The minimum-valency graphs for the primitive groups
G occuring in Theorem 1 were characterised in [2, Theorem 1.4] by extending the
arguments used in the proof of Theorem 1.

There is one O’Nan–Scott type that admits natural embeddings into a wreath
product in product action to which Theorem 1 does not apply, namely the twisted
wreath type TW. As with the types covered by Theorem 1, for every primitive
group G of type TW we have G ≤ H ≀ Sk acting on ∆k, where H is the primitive
component of G and k ≥ 2. However, Soc(G) = T k for some non-abelian simple
group T , while Soc(H) ∼= T × T , so that Soc(G) is not equal to Soc(H ≀ Sk).

The socle of G acts regularly on ∆k and G is a semidirect product Soc(G)⋊P , for
some transitive subgroup P of Sk. In fact, for these groups the relationship between
MinSubDeg(G) and MinSubDeg(H) given in Theorem 1 fails spectacularly. For
a group P , we denote by MinDeg(P ), called the minimal degree of P , the least
positive integer n such that P acts faithfully and transitively on a set of size n.

Theorem 3. Let G be a finite primitive permutation group of O’Nan–Scott type
TW and suppose that G = Soc(G) ⋊ P ≤ H ≀Sk acting on a set ∆k (where k ≥ 2)
with primitive component H ≤ Sym(∆). Then

max{MinSubDeg(H), MinDeg(P )} ≤ MinSubDeg(G) ≤ k · MinSubDeg(H).

Moreover there are infinitely many examples with MinSubDeg(G) = MinDeg(P ) =
MinSubDeg(H), and with MinSubDeg(G) = MinDeg(P ) > MinSubDeg(H), and
there are examples with MinSubDeg(G) = MinSubDeg(H) > MinDeg(P ).

In analogy with Theorem 1(a), we define a certain collection R of points in the
permutation domain (see [2, Construction 4.1]) and prove that MinSubDeg(G) is
always attained by a Gα–orbit containing one of these special points. Further,
there is a partial analogy to Theorem 1(b), in that we show that there can be
additional minimal length suborbits in certain situations.

Thus although there are certain similarities, the behaviour of primitive groups
of type TW is different from that of primitive groups considered in Theorem 1.
Moreover, we wonder whether it is perhaps never possible for MinSubDeg(G) with
G of type TW, to achieve the bound of Theorem 1.

Question 4. Is it true that, for all finite primitive permutation groups G =
Soc(G)⋊ P ≤ H ≀Sk of type TW, with P, H as in Theorem 3, the strict inequality
MinSubDeg(G) < k · MinSubDeg(H) holds?
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The Local C(G, T ) Theorem

David Bundy

(joint work with Bernd Stellmacher and Nils Hebbinghaus)

Throughout we fix G to be a finite group, p a prime dividing the order of G and
T ∈ Sylp(G). We also define A(G) to be the set of elementary abelian p-subgroups
of G of maximal order and Ω(G) to be the subgroup generated by the elements of
order p of G. Then

J(G) := 〈A | A ∈ A(G)〉
is the Thompson subgroup of G (with respect to p), and

B(G) := 〈CT (Ω(Z(J(T )))) | T ∈ SylpG〉
is the Baumann subgroup of G (with respect to p).

Definition. Let S ≤ T . Then

C(G, S) := 〈NG(C) | 1 6= C char S〉,

C∗(G, T ) := 〈CG(Ω(Z(T ))), C(G, B(T ))〉,

C∗∗(G, T ) := 〈CG(Ω(Z(T ))), NG(J(T ))〉.
Notice that every characteristic subgroup of B(T ) is characteristic in T and J(T )
is characteristic in B(T ). In particular

C∗∗(G, T ) ≤ C∗(G, T ) ≤ C(G, T ).

Definition. A group G is of characteristic p if

CG(Op(G)) ≤ Op(G).

We will classify those groups of characteristic p that are not equal to C(G, T )
with respect to some Sylow p-subgroup T , a result called the Local C(G, T )-
Theorem. This result is of interest to a project initiated by Meierfrankenfeld, see
[2], which aims to revise parts of the classification of the finite simple groups.

The Local C(G, T )-Theorem for the case when p = 2 was already proven by
Aschbacher in [1] and is a crucial part of the original classification of the finite
simple groups. An alternative proof for p = 2 was also given by Gorenstein and
Lyons [3]. Their proof avoids the use of some deep results needed in Aschbacher’s
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proof. Instead it requires the K-group hypothesis (that any simple section of G is
one of the known finite simple groups), which is sufficient for the purposes of the
classification of the finite simple groups.

Our proof uses a different approach to either of the above; in particular it does
not need a K-group assumption and works for all primes p. To state the main
result we need one further technical definition.

Definition. A subgroup E ≤ G is a B(T )-block of G if for W := Ω(Z(Op(E))):

(i) E = Op(E) = [E, B(T )], [Op(E), E] = Op(E), and [E, Ω(Z(T ))] 6= 1.
(ii) E/Op(E) ∼= SL2(p

n)′ or p = 2 and E/O2(E) ∼= A2m+1, and W/CW (E) is
a natural SL2(p

n)′- resp. A2m+1-module for E/Op(E).
(iii) Op(E) = W , or

(1) p = 3, and O3(E)/W is a natural SL2(3
n)′-module,

(2) O3(E)′ = Φ(O3(E)) = Z(E) = CW (E) and |Z(E)| = 3n, and
(3) no element of B(T ) \ CB(T )(W ) acts quadratically on O3(E)/Z(E).

If E/Op(E) ∼= SL2(p
n)′, then E is a linear block, and in the other case E is a

symmetric block. Moreover, if (1) – (3) in (iii) hold, then E is an exceptional
block.

Notice that in [1] (for p = 2) such blocks are called short subgroups, while a
block is defined to be a subnormal short subgroup. We also remark that exceptional
blocks do exist, for example as a subgroup of G2(3

n).

We will prove the following theorem.

Theorem 1. (Local C∗(G, T )-Theorem) Let G be of characteristic p such
that G 6= C∗(G, T ). Then there exist B(T )-blocks G1, . . . , Gr of G such that the
following hold:

(a) {G1, . . . , Gr}G = {G1, . . . , Gr}.
(b) G = C∗(G, T )

∏r
i=1 Gi.

(c) [Gi, Gj ] = 1 for i 6= j.
(d) Every B(T )-block of G that is not in C∗(G, T ) is contained in one of the

B(T )-blocks G1, . . . , Gr.

Corollary 2. (Local C(G, T )-Theorem) Let G be of characteristic p such that
G 6= C(G, T ). Then G has the same structure as given in Theorem 1 with the
additional restriction that if Gi is a symmetric block, then Gi/O2(Gi) ∼= A2n+1.

It is easy to see that under the assumption of Theorem 1 every proper subgroup
L with B(T ) ≤ L and L 6≤ C∗(G, T ) satisfies the hypothesis of Theorem 1. Hence,
those groups G, where C∗(G, T ) is the unique maximal subgroup containing B(T ),
are the basis for an induction on the order of G. This leads to a class of groups
that plays the same role for groups of local characteristic p as the class of minimal
parabolic groups for groups of Lie type in characteristic p (see [2]).

Definition. Let T ∈ Sylp(G). Then G is a minimal parabolic group (with
respect to p), if T is not normal in G and there is a unique maximal subgroup of
G containing T .
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The restricted structure of minimal parabolic groups allows us to prove a Local
C∗∗(G, T )-Theorem that is of interest on its own:

Theorem 3. (Local C∗∗(G, T )-Theorem for Minimal Parabolic Groups)
Let G be a minimal parabolic group of characteristic p such that G 6= C∗∗(G, T ),
and let V := Ω(Z(Op(G))) and G := G/CG(V ). Then there exist subgroups
E1, . . . , Er of G such that

(a) G = J(G)T and J(G) = E1 × · · · × Er,
(b) T acts transitively on {E1, . . . , Er},
(c) V = CV (E1 × . . . × Er)

∏r
i=1[V, Ei], with [V, Ei, Ej ] = 1,

(d) Ei
∼= SL2(p

n) or p = 2 and Ei
∼= S2n+1, for some n ∈ N, and

(e) [V, Ei]/C[V,Ei](Ei) is a natural module for Ei.
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Cohomology decompositions and sporadic geometries

Stephen D. Smith

(joint work with David J. Benson)

Introduction. Our main result in [BS] can be roughly stated as follows:

Theorem 1 (Benson–Smith). Each sporadic simple group G admits a “small,
simplex” decomposition of its mod-2 cohomology, over its 2-local geometry ∆.

We survey some of the history of decompositions, up to some comparatively recent
technology, which make it possible to complete the proof of the result.

Cohomology decompositions for general finite groups. Let G be any finite
group. Let p be a prime p dividing the order |G| of G; from now on by H∗ we
mean cohomology taken with coefficients in Fp.

The existence of what we are calling a cohomology decomposition (without
necessarily having the “small, simplex” conditions) is not surprising:

Brown in [Bro75] introduced the complex |Sp(G)| of chains of nontrivial p-
subgroups of G. Work of Quillen [Qui78] and then Webb [Web87, Thm. A] gives
a decomposition over the cohomology of subgroups Gσ stabilizing simplices σ:

(1) H∗(G) = ⊕σ∈|Sp(G)|/G H∗(Gσ)
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We mention some potential difficulties for computing with this formula in practice:
• The poset Sp(G) can be very large, when p divides |G| to a high power.
• The quotient structure |Sp(G)|/G can be a very complicated CW-complex.

The first difficulty can often be alleviated by passing to some suitable subposet,
for which the inclusion in Sp(G) can be shown to be a homotopy equivalence: for
example the poset Ap(G) of nontrivial elementary abelian p-subgroups in Quillen
[Qui78, 2.1], or the poset Bp(G) of nontrivial p-radical p-subgroups—P satisfying
P = Op

(
NG(P )

)
—in Bouc [Bou84, Cor., p. 50].

But we might also hope to further remedy both difficulties if we pass to a
more specific class of groups G—for example, simple groups. We recall that the
(nonabelian) simple groups are customarily described via three types:

• alternating groups An(n ≥ 5);
• groups of Lie type (defined over a finite field, of some characteristic p); and
• 26 sporadic groups (not fitting into any infinite family such as the above).

Among these, the groups of Lie type are regarded as the “generic” simple groups;
they are suitable analogues of the real and complex matrix groups of the Lie theory.

The model case: Lie type groups and buildings. Tits in [Tit74] showed
that each group G of Lie type has a natural geometry ∆, namely the simplicial
complex called its building.

Let p denote the characteristic of the field over which G is defined. Quillen in
[Qui78, 3.1] showed that the building ∆ of G is homotopy equivalent to Sp(G).
Hence the decomposition (1) can instead be taken over σ ∈ ∆/G. And this new
decomposition has two very special properties: It is “small”, in the sense that ∆
has dimension given by one less than the Lie rank of G, where this dimension
turns out to be minimal for the purpose of decompositions. And it is a “simplex”
decomposition, in the sense that the action of G on its building ∆ is flag-transitive,
so that the quotient ∆/G is just a single simplex of the indicated dimension.

These two aspects of the decomposition for Lie type groups provided specific
motivation for our search for analogous decompositions for sporadic groups in The-
orem 1. We will focus in particular on the 2-local geometries ∆ for sporadic groups
G, introduced by Ronan and Smith in [RS80], since they seem to be especially well
suited for consideration of cohomology. They exhibit “simplex” decompositions, in
that G is flag-transitive on ∆; and they are also “small”—indeed in some cases, ∆
has dimension strictly less than standard general posets such as A2(G) or B2(G).

Sporadics leading to the homotopy type of Sp(G). The proof of Theorem 1
for 11 of the 26 sporadic groups in fact follows easily from work done during the
1980s, in a different context of the research area of groups and geometries.

To describe that deduction, we begin by recalling a particular aspect of Webb’s
original proof of Theorem A of [Web87]. That result gave a sufficient condition
for a general G-complex ∆ in place of Sp(G) to afford the decomposition of (1):

Hypothesis 1. Assume for all nontrivial p-subgroups P of G that the fixed sub-
complex ∆P is contractible.



Groups and Geometries 697

In fact Webb obtained Theorem A by generalizing to ∆ the Brown–Quillen result
[Qui78, 4.3] showing projectivity of the reduced Lefschetz (virtual) module L̃(∆)
of ∆, and then applying Ext-functors. We summarize this in the form:

(2) Under Hypothesis 1, L̃(∆) is projective; and then (1) holds over ∆.

When G is of Lie type in characteristic p and ∆ is the building, the projective
L̃(∆) is the celebrated Steinberg module for G.

This result motivated Ryba, Smith, and Yoshiara in [RSY90] to determine which
of the then-known sporadic geometries satisfied Hypothesis 1. For p = 2, that
condition turned out to hold for the 2-local geometries ∆ for 10 of the sporadic
groups. The appropriate geometry for an 11th case, namely the group Ly of
Lyons, was not discovered until later; and the condition for it is in fact verified
in the present Benson–Smith work. Thus one obtains from (2) the cohomology
decompositions desired for Theorem 1 for those particular ∆. This observation by
Benson in some sense began our present work.

However it is probably more appropriate to mention a later approach to those
cases: Smith and Yoshiara observed in [SY97] that for most p-local geometries,
Hypothesis 1 leads to a homotopy equivalence of ∆ with S2(G). Thus these 11
sporadic groups are the ones whose 2-local geometry ∆ lies in the homotopy type
of S2(G); so that the decomposition over ∆ can also be deduced from that in (1).

But notice that this view also indicates the difficulty that remained in order
to establish Theorem 1 for the remaining 15 sporadics: it was clearly necessary
to have further methods for decompositions which apply to homotopy types other
than the standard one for S2(G).

More general decompositions from homotopy theory. Decompositions have
also been studied by homotopy theorists, at the underlying topological level of the
classifying space BG of G. Much of this work has been analyzed in a unified
setting by Dwyer; see e.g. [Dwy01].

We first sketch Dwyer’s viewpoint on Webb’s formula (1) for general ∆, the type
of decomposition used in the statement of Theorem 1. The Borel construction on
∆ appearing in Webb’s approach to decompositions in [Web91] is instead regarded
as Hocolim−−−−−→

σ∈∆/G

BGσ , using the homotopy colimit construction of Bousfield and Kan

[BK72]. Since the stabilizer Gσ is the normalizer NG(σ), this colimit is called
the normalizer decompsition. When it gives an isomorphism in cohomology with
that of BG, the decomposition is called ample. When in addition the spectral
sequence associated to the homotopy colimit collapses, the decomposition is called
sharp—and Webb’s formula (1) holds over ∆.

We go a step beyond Dwyer’s analysis: the p-completion of a space is another
construction of Bousfield and Kan in [BK72], which takes a mod-p cohomology
isomorphism, and produces a homotopy equivalence at the level of completions.
So using this language, we can now add to our earlier statement of Theorem 1
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some further content at the level of the underlying topological spaces:
• The normalizer decomposition for those sporadic ∆ is ample and sharp.
• The 2-completion of that homotopy colimit is homotopy equivalent to BG

∧

2 .
The latter provides an explicit construction of the 2-completed classifying space
BG

∧

2 —and it is standard that BG
∧

p affords exactly the mod-p cohomology of G.

We move on to the work on other decompositions from homotopy theory:
The work of Jackowski and McClure in [JM92] is based on Ap(G)—but they

use a more complicated category than just the poset, involving among the mor-
phisms also the G-conjugations. In this viewpoint the relevant stabilizers are
not normalizers but centralizers, and so they use the centralizer decomposition
Hocolim−−−−−→

E∈Ap(G)/G

BCG(E)—which they show is ample and sharp. They also showed

that the same holds for a subposet which we call Ep(G); this poset may be proper
and determine a homotopy type distinct from that of Ap(G). Because of the more
complicated category, the sharpness of the centralizer decomposition does not give
a formula as simple as Webb’s alternating sum for the normalizer decomposition.
However, the latter is still available, in view of the following piece of recent tech-
nology; among the results of Grodal and Smith in [GS] is:

(3) The normalizer decomposition for Ep(G) is ample and sharp.

Benson in [Ben94] observed that the relevant condition for a proper subposet
E2(G) holds for the Conway sporadic group Co3. This observation was in effect
the beginning of our work in establishing Theorem 1 for the remaining 15 sporadic
groups which do not lead to the homotopy type of S2(G).

The work of Jackowski, McClure, and Oliver in [JMO92a, JMO92b] is instead
based on Bp(G). They also consider a more complicated category, with objects
given by G-orbits of form G/H for H ∈ Bp(G), and further morphisms corre-
sponding to coset translations. The stabilizers here are not normalizers but just
subgroups, such as H for the orbit G/H ; and so they use the subgroup decom-
position Hocolim−−−−−→

H∈Bp(G)/G

BH—which they show is ample and sharp. Later Dwyer in

[Dwy97, 8.10] established the same for the subposet Bcen
p (G) of members P which

are p-centric; that is, P contains all p-elements of CG(P ). Often this subposet
is proper, and determines a different homotopy type than that of Bp(G). Again
the sharpness of the subgroup decomposition does not give a simple alternating
sum as in the normalizer decomposition. But again, the latter is still available by
virtue of more recent technology; among the results of Grodal in [Gro02] is:

(4) The normalizer decomposition for Bcen
p (G) is ample and sharp.

Sporadics leading to other homotopy types. We now summarize the process
of establishing Theorem 1 for the remaining 15 sporadic groups: we show that the
2-local geometry ∆ is homotopy equivalent either to E2(G) or to Bcen

2 (G).
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The necessary background information about the posets A2(G) and B2(G), at
least for the larger sporadic groups G, had not been available until rather recently:
The work of Meierfrankenfeld and Shpectorov [MS] completed the description of
the local subgroups on the Monster and Baby Monster; this was used by Yoshiara
in [Yos] to determine Bp(G) for several remaining sporadics.

We show that for 6 of the sporadics, the 2-local geometry ∆ is homotopy equiv-
alent to E2(G); for them we obtain Theorem 1 by (3).

Similarly for 11 of the sporadics, we show that the 2-local geometry is homotopy
equivalent to Bcen

2 (G); for them we obtain Theorem 1 by (4).
(Our numbers add up to 11 + 6 + 11 = 28 rather than 26—since two of the

sporadic groups fall into the intersection of the two above categories: that is, for
them the homotopy types of E2(G) and Bcen

2 (G) agree.)
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Property τ for SLd(Z[x]), d ≥ 3

Nikolay Nikolov

(joint work with Martin Kassabov)

Let G be a discrete group generated by a finite set S. Let ρ : G → U(H) be
a unitary representation of the group G. A vector v ∈ H is called an ǫ-invariant
vector (for S) iff ||ρ(s)v − v|| < ǫ||v|| for all s ∈ S.

Definition. The group G has the Kazhdan property T if there is ǫ > 0 such that
every irreducible unitary representation ρ : G → U(H) on a Hilbert space H, which
contains an ǫ-invariant vector for S is isomorphic to the trivial representation. The
largest ǫ with this property is called the Kazhdan constant for S and is denoted by
K(G; S).

Property T depends only on the group G and does not depend on the choice
of the generating set S, however the Kazhdan constant depends also on S.

Property T implies certain group theoretic conditions on G (finite generation,
FP, FAB etc) and can be used for construction of expanders from the finite images
of G. For this last application the following weaker property τ (introduced by A.
Lubotzky in [5]) is sufficient:

Definition. Let G be an discrete group generated by a set S. Then G has the
property τ if there is ǫ > 0 such that for every nontrivial finite irreducible unitary
representation ρ : G → U(H) on a Hilbert space H and every vector v 6= 0 there
is some s ∈ S such that ||ρ(s)v − v|| > ǫ||v||. The largest ǫ with this property is
called the τ -constant and is denoted by τ(G; S).

Property τ is not interesting for groups which do not have many finite quotients.
All the groups we are going to work with are residually finite.
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Our approach to property τ is inspired by a paper by Shalom [6] which relates
property T to bounded generation. In this paper we will work only with the
groups SLd(R), where d > 2 and R is a finitely generated commutative ring. The
arguments can be easily generalized to any high rank Chevalley group over f.g.
commutative ring R. It is also possible to extend some parts of the argument to
‘Chevalley’ groups over noncommutative rings [3].

Let R be a commutative (unital) ring, and for i 6= j ∈ {1, 2, . . . , d} let Ei,j

denote the set of elementary d × d matrices {Id + r · ei,j | r ∈ R}. Also set
E = E(R) =

⋃
i6=j Ei,j and let EL(d; R) be the subgroup in GLn(R) generated by

E(R). By a result of Suslin we have that SLd(R) = EL(d; R) in the case of d ≥ 3
and R = Z[x1, . . . , xk].

Definition. The group G = EL(d; R) is said to have bounded elementary genera-
tion property if there is a number N = BEd(R) such that every element of G can
be written as a product of at most N elements from E(R).

Examples of R satisfying the above definition are rings of integers O in number
fields K (for d ≥ 3), see [1]. In this classical case this property is known as bounded
generation because each group Ei,j ≃ (O, +) is a product of finitely many cyclic
groups.

The following theorem was proved in [6] and the method of its proof forms the
basis of our results.

Theorem 1. Suppose that d ≥ 3, R is a k-generated commutative ring such that
SLd(R) = EL(d; R) has bounded elementary generation property. Then SLd(R)
has property T (as a discrete group). Moreover the Kazhdan constant K(G, S) is
bounded from bellow by

K(G, S) ≥ 1

BEd(R)22k+1
,

for a specific generating set S (defined below).

The generating set S in Theorem 1 is defined as follows: Suppose that the
ring R is generated by 1 and α1, . . . , αk ∈ R. Then S = Sd,k := F1 ∪ F2, where
F1 = {Id ± ei,j} is the set of 2(d2 − d) unit elementary matrices, and

F2 = {Id ± αl · ei,j | |i − j| = 1, 1 ≤ l ≤ k} ,

is the set of 4(d − 1)k elementary matrices with generators of the ring R next to
the main diagonal.

A very interesting conjecture is whether the group Gd,1 := SLd(Z[x]) has
bounded elementary generation property. In view of Theorem 1 this would imply
that Gd,1 (and therefore all of its images which include SLd(O) for many rings of
algebraic integers O1) has property T.

1Property T for each of the groups SLd(O) is known, but the Kazhdan constants depend on
the discriminant of the ring O. Property T of SLd(Z[x]) would give a uniform property T and
universal Kazhdan constant for many SLd(O).
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We are unable to say anything about property T, but we shall prove that Gd,1

at least has τ . More generally:

Theorem 2. Let d ≥ 3, k ≥ 0 and denote the ring Z[x1, . . . , xk] by Rk. Then the
group Gd,k := SLd(Rk) has property τ .

Moreover we have the following explicit bound for the τ-constant τ(Gd,k; S) with
respect to the generating set Sd,k as above:

τ(Gd,k; S) >
1

(2d2 + 18k + 30) 22k+1

It is a deep theorem proved by Suslin that the group Gd,k is generated by the
set Sd,k.

Let Ĝd,k be the profinite completion of Gd,k and define the pro-elementary

subgroup Êi,j to be the closure of Ei,j in Ĝd,k. Each Êi,j is isomorphic to the

additive group of the profinite completion R̂ of the ring R.

We prove

Theorem 3. The profinite completion Ĝd,k is ‘boundedly pro-elementary’ gener-

ated: it is a finite product of the groups Êi,j.

In fact Ĝ can be written as a product of at most (3d2 − d − 2)/2 + 18(k + 2)

pro-elementary subgroups Êi,j in some fixed order.

In order to prove this Theorem we use the bounded elementary generation prop-
erty of SLd over a finite ring, and the following result which may be of independent
interest:

Theorem 4. Let R̄ be a finite commutative ring generated by k elements. Then
every element of K2(R̄) is a product of at most k + 2 Steinberg symbols {a, b}.

Once Theorem 3 has been proved, the general techniques from [6] are applied

to prove that Ĝ has property T. As noted above this gives that G has property τ .

Most of the known examples of discrete finitely generated groups G with prop-
erty τ arise as lattices in higher rank semi-simple Lie groups. In particular they
have property T and ‘rigidity’ (even super-rigidity): their representation theory is
controlled by the representations of the ambient Lie group. There are also many
examples of ‘randomly presented’ hyperbolic groups with property T, e.g. [2, 7],
but it is not known if their profinite completion is infinite.

The groups Gd,k seem to be the first residually finite ‘non-arithmetic’ groups
with property τ discovered so far. They have infinitely (even continuously) many
irreducible representations of fixed finite degree. In this light the question whether
they have property T is even more interesting.

Finally we remark that Theorem 2 gives a lower bound for the τ -constant which
is asymptotically d−222−k in d and k. However it is possible to improve this
estimate to λd−1/2(1 + (k/d)3/2)−1 for some absolute constant λ > 0, see [3].
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A combinatorial characterization of the groups E6, F4, and 2E6

Ralf Gramlich

(joint work with Kristina Altmann)

The characterization of graphs and geometries using certain configurations is a
central problem in synthetic geometry. One class of such characterizations are the
so-called local recognition theorems of locally homogeneous graphs. A graph Γ is
called locally homogeneous if Γ(x) ∼= Γ(y) for each pair of vertices x, y ∈ Γ,
where Γ(x) denotes the induced subgraph on the neighbors of x in Γ. A locally
homogeneous graph Γ with Γ(x) ∼= ∆ is called locally ∆. For some fixed graph ∆
it is a natural question to ask for a classification of all graphs Γ that are locally ∆.
This classification problem is called local recognition. Usually in local recognition
one only studies connected graphs, because a graph is locally ∆ if and only if
each of its connected components is locally ∆. Local recognition of graphs can
be found in the literature in abundance. By way of example we refer to the local
recognition of the Kneser graphs by Jonathan Hall [4] and to the classification of
locally cotriangular graphs by Jonathan Hall and Ernest Shult [5].

The present paper focuses on graphs with the local structure of line-hyperline
graphs of projective spaces. More precisely, as in [3], let Ln(F) denote the graph
on the non-intersecting line-hyperline pairs of the projective space Pn(F), where n
is a, possibly infinite, cardinal number and F a division ring, in which two vertices
are adjacent if the line of one vertex is contained in the hyperline of the other
vertex and vice versa.

The graph Ln(F) can also be described group-theoretically. Let us recall that
a fundamental SL2(F) of SLn+1(F) is defined to be a subgroup F of SLn+1(F)
isomorphic to SL2(F) whose action on the natural module V of SLn+1(F) has a
two-dimensional commutator

[V, F ] = {vf − v ∈ V | f ∈ F, v ∈ V }
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and a centralizer

CV (F ) = {v ∈ V | vf = v for all f ∈ F}
of codimension two. There is a one-to-one correspondence between the non-
intersecting line-hyperline pairs of Pn(F) and the fundamental SL2(F)’s of the
group SLn+1(F) by assigning a fundamental SL2(F), say F , to the pair consisting
of the commutator [V, F ] and the centralizer CV (F ) of its action on the natural
module V of SLn+1(F). Since two fundamental SL2(F)’s commute if and only if the
commutator of one is contained in the centralizer of the other and vice versa, the
graph Ln(F) is isomorphic to the graph on the fundamental SL2(F)’s of SLn+1(F)
with the commutation relation as adjacency.

It has been shown in [3] that the graph Ln(F) is locally Ln−2(F) (cf. Proposition
2.2 of [3]) and that, for n ≥ 8, a connected locally Ln−2(F) graph is isomorphic to
Ln(F), with the exception of the case (F, n) = (F2, 8) (cf. Theorem 1 of [3]). Up to
this exception, the bound on n in this result in [3] is optimal, because besides the
graph L7(F) also the graph on the fundamental SL2(F)’s of the Chevalley group
E6(F) with the commutation relation as adjacency is connected and locally L5(F),
as can be read off the extended Dynkin diagram of type E6, see also [2] or [8]. We
denote this graph on the fundamental SL2(F)’s of E6(F) by E6(F).

Our main result is the following generalization of Theorem 1 of [3]:

Main Theorem
Let n ≥ 5 be a, possibly infinite, cardinal number and let F be a division ring. If Γ
is a connected, locally Ln(F) graph, then Γ is isomorphic to Ln+2(F) or to E6(F).

The proof of the Main Theorem is based on the reconstruction of the projective
space Pn(F) from an arbitrary graph Γ isomorphic to Ln(F), cf. Section 3 of [3], and
on Timmesfeld’s classification [8] of groups generated by abstract root subgroups,
see also [6] and [7].

(The authors realized that the reconstruction method for automorphisms that has been

presented at the workshop contains a gap, so strictly speaking the Main Theorem is only

proved for graphs Γ with a sufficiently transitive group of automorphisms. Nevertheless,

the authors believe the Main Theorem to be true and are currently working on a slightly

different approach.)

We would like to point out that, by results by Francis Buekenhout and Xavier
Hubaut [1], Jonathan Hall [4], and Jonathan Hall and Ernest Shult [5], in the thin
case, where one studies graphs that are locally graphs on commuting transpositions
of the symmetric group, not only graphs related to the Coxeter group of type An

or E6 occur, but also a graph related to the group Sp6(F2). This example occurs
because of the exceptional isomorphism Sym6

∼= Sp4(F2). For details the reader
is referred to the literature.

Similar results for the groups of type F4(F) and 2E6(F) are in reach, however,
one needs to work around the problem that there exist pairs of root subgroups
that do not occur in a common centralizer of a fundamental SL2(F).
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Lang in Las Vegas

Arjeh M. Cohen

(joint work with Scott Murray)

An expanded version of the title reads: An effective version of Lang’s theorem in
Las Vegas time. It concerns joint work with Scott Murray [1].

A Las Vegas algorithm is a probabilistic algorithm that is not guaranteed to
return an answer but, if it does, its answer is guaranteed to be correct. The
probability that an answer is returned can approximate 1 at the cost of more
computation time. Usually, the time given for a Las Vegas algorithm is the amount
of computation needed for a probability of success that is at least 1/2.

Let G be a connected linear algebraic group defined over Fq, the finite field
of order q, and denote by F the corresponding Frobenius endomorphism. Lang’s
theorem states that the map G → G, a 7→ a−F a is surjective. The effective version
we have in mind is: given c ∈ G(q), find a ∈ G such that Lang’s equation c = a−F a
is satisfied.

As a first estimate of the complexity, we establish that if c has order s, then
a ∈ G(qs), and this is best possible. Consequently, the algorithm will necessarily
involve computations in Fqs and, as s = q − 1 is conceivable, its running time
cannot be expected to be polynomial in log(q). Therefore, we take s to be a
parameter in our running time estimates.

The reason for studying this problem is that it is crucial for many other effective
problems for groups of Lie type. For instance, representatives of the conjugacy
classes of maximal tori of G(q), for G reductive, are usually described as follows: let
T be a fixed split maximal torus of G. Then the usual representatives are TFẇ(q),
the fixed points in T (qs) of the abstract group automorphism g 7→ ẇ−1gF ẇ of
G(qs), where w runs over the conjugacy class representatives of W = NG(T )/T
and ẇ denotes a fixed choice of element in the inverse image of w in NG(T ). But
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TFẇ(q) is a subgroup of GFẇ(q) rather than G(q). Usually, this is not considered
a problem as GFẇ(q) is conjugate to G(q) by Lang’s theorem. But for computer
implementations this is not precise enough. If a ∈ G(qs) satisfies ẇ = a−F a, then

TFẇ(q)a−1

is a subgroup of G(q). So, solving Lang’s equation leads to an explicit
representative of the class of maximal tori of type w.

We think of G as being split reductive and given by means of the Steinberg
presentation, as implemented in Magma. Due to earlier work [2], we are able to
go back and forth between this presentation and the standard (if any) or adjoint
representation of G in polynomial time. We shall use these linear representations
for our algorithms.

For G = GLn, we have a deterministic algorithm: consider the natural repre-
sentation of G on n-dimensional space V . Compute s, the order of c and determine
a basis B over Fq of the F -eigenspace E := {x ∈ V ⊗ Fqs | xF = xc}. Then the
inverse a of the matrix whose rows are the elements of B belongs to G(qs) and
satisfies Lang’s equation. This algorithm is polynomial in n, s, log q.

This principle also works for G a classical group and use of the natural rep-
resentation. Here, a canonical basis B of E (for instance one with respect to
which the Gram matrix has a fixed form in case G = Sp) is needed to guarantee
that the matrix a belongs to G. A complication is that a may turn out to be an
outer automorphism of G—however this obstacle is easily overcome. The algo-
rithm is nondeterministic where the choice of B is concerned; its Las Vegas time
is polynomial in s, the Lie rank n of G and log q.

A more unified approach (although not more efficient for the classical groups) of
the principle of utilizing the F -eigenspace E of c can be achieved by considering the
adjoint representation of G. Then canonical bases of E are obtained by requiring
that we have a standard Chevalley basis (where standard refers to the fact that
the usual sign problem has been resolved in a unique manner). To this end,
an algorithm is needed for finding a split Cartan subalgebra in L = Lie(G)(q). If
G = SL2, the probability that an element x ∈ L is such that CL(x) is a split Cartan
subalgebra is (1 − q−2)/2, which leads to a simple but sound nondeterministic
algorithm of Las Vegas time polynomial in log q. In the general case, elements
x ∈ L are chosen at random until H = CL(x) is a Cartan subalgebra. For the
algorithm to work, we need the characteristic to be odd, and sometimes even bigger
than 3. By computing rational normal forms of elements from a basis of H , a split
fundamental subalgebra M of L, normalized by H is found with high probability.
This is done without extending the field. By recursion, a split Cartan subalgebra
A of M is found, and we continue with CL(A) instead of L. This algorithm is
Las Vegas polynomial time in the Lie rank n and log q. Once the split Cartan
subalgebra H has been found, an algorithm by Willem de Graaf can be used for
finding a standard Chevalley basis.

All Las Vegas timings are polynomial in the order s of c, the Lie rank of G,
and log q. For the asymptotic analysis we needed estimates of the proportion of
elements of the Weyl group W that fix a reflection in the conjugation action. We
found this fraction to be at least 1/3 for W irreducible. It leads to a lower bound
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on the proportion of regular semisimple elements of L whose centralizer normalizes
a (split) fundamental subalgebra isomorphic to Lie(SL2)(q).
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Finiteness properties of BN-pairs and the Curtis-Tits theorem

Peter Abramenko

1. Finiteness properties of twin BN–pairs

In the following, we investigate groups with a twin BN-pair, which can be consid-
ered as generalizations of spherical BN-pairs. For a definition of a twin BN-pair,
see [6], Subsection 3.2.

Examples. Typical examples of twin BN-pairs arise from Kac–Moody groups over
a field k (see [6], Subsection 3.3 or [1], Example 5). As a special case, one obtains
in a canonical way a twin BN-pair of rank m+1 of affine type in G = G(k[t, t−1])
if G is a simple and simply connected Chevalley group (scheme) of rank m. (The
twin BN–pair in G can also be described without any Kac–Moody theory, see [2],
Section 3.) Note that G(k[t]) is a parabolic subgroup of G(k[t, t−1]). This example
generalizes to (absolutely almost) simple and simply connected isotropic k–groups
G of k–rank m and G = G(k[t, t−1]), see [6], Subsection 3.2 and [1], Section 3.1,
for the explicit description of the twin BN–pair in G(k[t, t−1]) for some classical
groups G.

Having the above examples in mind, we are going to discuss some results about
finiteness properties of groups with twin BN–pairs, respectively of their parabolic
subgroups. By finiteness properties we here mean finite generation, finite pre-
sentation and the higher (homological) finiteness properties FPl, respectively Fl

(which is FPl plus finite presentability in case l ≥ 2). In the examples it’s clear
that one even cannot expect finite generation if the field k is infinite. So one would
deal with finite fields k = Fq in these examples, and we need to introduce the
parameter q in the general context of twin BN–pairs in some appropriate way.

For a group G with twin BN–pair (B+, B−, N), Weyl group W , distinguished
set of generators S of W and rank–1 parabolic subgroups Pǫ,{s}, we define the
parameters qmin, qmax ∈ N ∪ {∞} as follows.

qmin = min
ǫ∈{+,−},s∈S

[Pǫ,{s} : Bǫ] − 1, qmax = max
ǫ∈{+,−},s∈S

[Pǫ,{s} : Bǫ] − 1
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Assumption. qmax is finite, and also the intersections
⋂

g∈G

gB+g−1 and
⋂

g∈G

gB−g−1

are finite.

Under this assumption, the finiteness properties of G and its parabolic subgroups
are now determined by the sphericity of the twin BN-pair.

The twin BN–pair (B+, B−, N) is called n–spherical (with n ∈ N) if each of its
parabolic subgroups of rank ≤ n is spherical, i. e. if an only if WJ is finite for any
J ⊆ S of cardinality |J | ≤ n.

Theorem 1. Assume that the twin BN–pair (B+, B−, N) is n–spherical and that
22n−1 ≤ qmin. Assume further that the Coxeter diagram of the the Coxeter system
(W, S) associated to the twin BN–pair does not contain any subdiagrams of type
F4, E6, E7 or E8. Then any parabolic subgroup of G is of type Fn−1.
If additionally the twin BN–pair is not (n+1)–spherical then any spherical parabolic
subgroup of G is not of type FPn.

Theorem 1 has the following corollary, which is also stated as Theorem C in
Chapter III of [1]. (The special case G = SLn+1 was already treated before inde-
pendently by Abels and the author.)

Application. Let G be an absolutely almost simple classical group, defined overFq and of Fq–rank n > 0. Assume that 22n−1 ≤ q. Then G(Fq[t, t
−1]) and

G(Fq[t]) are of type Fn−1, and G(Fq[t]) is not of type FPn.

Since finite generation and finite presentation are of interest in their own right
and since the corresponding proofs work under less technical assumptions in these
cases, I will restate what can be proved here.

Theorem 2. If the twin BN–pair (B+, B−, N) is 2-spherical and 4 ≤ qmin then
any parabolic subgroup of G is finitely generated.
If additionally the twin BN–pair is not 3–spherical then any spherical parabolic
subgroup of G is not of type FP2 (and so in particular not finitely presented).

Counter–Example 1. It is somewhat surprising that the parameter qmin does
matter in this context. In fact, one can prove that certain Kac–Moody groups of
compact hyperbolic type of rank 3 over the fields F2 and F3 have proper parabolic
subgroups which are not finitely generated.

Theorem 3. If the twin BN–pair (B+, B−, N) is 3-spherical and 7 ≤ qmin then
any parabolic subgroup of G is finitely presented.
If additionally the twin BN–pair is not 4–spherical then any spherical parabolic
subgroup of G is not of type FP3.
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2. A generalization of the Curtis-Tits theorem

For the full group G, one can derive finite presentability under less restrictive
assumptions. This follows directly from the main result proved in [4]. This result is
an amalgam presentation of 2–spherical BN-pairs, which does not make use of the
assumption stated in Section 1, and generalizes the classical Curtis-Tits theorem
for spherical BN-pairs.

Theorem 4. Let G be a group with a 2–spherical twin BN-pair such that none
of its rank–2 parabolic subgroups is of type B2(2), G2(2), G2(3) or 2F4(2). Then
G is the amalgam of all intersections P+,{s,t} ∩ P−,{s,t} (s, t ∈ S) of all pairs of
opposite rank–2 parabolic subgroups of G.

Corollary 5. If the twin BN–pair (B+, B−, N) is 2-spherical, satisfies the as-
sumption of Section 1 and 4 ≤ qmin, then G is finitely presented.

Counter-Example 2. It is again surprising that the exclusion of certain “small”
residues in Theorem 4 and its corollary is indeed necessary. Recent joint work of
Mühlherr and the author shows that there exist Kac–Moody groups of compact
hyperbolic type of rank 3 over F2 (and maybe also over F3) which are not finitely
presented. This result emerges from the construction of non-algebraic Moufang
twin buildings with root groups of order 2.
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On Tits’ Center Conjecture

Gerhard Röhrle

abstract

We give a short proof of a special case of Tits’ Center Conjecture using a
theorem of J.-P. Serre [10] and a recent result from [1]. Precisely, we show that
this conjecture holds for fixed point subcomplexes XH of the building X = X(G)
of a connected reductive algebraic group G for H a subgroup of G. This in turn
can be viewed as a partial converse to a result by Serre, [10, Prop. 2.11].
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1. Introduction

Let G be a connected reductive linear algebraic group defined over an alge-
braically closed field k. Let X = X(G) be the spherical Tits building of G, cf.
[12]. Recall that the simplices in X correspond to the parabolic subgroups of G
and the vertices of X correspond to the maximal proper parabolic subgroups, see
[10, §3.1]. The topological notions that follow all relate to the geometric realization
of X . A subset Y of X is convex if whenever two simplices of Y are not opposite in
X , then Y contains the unique geodesic joining these points, [10, §2.1]. A convex
subcomplex Y of X is strictly convex, if does not contain any two opposite points
of X , [10, §2.1]. A subcomplex Y of X is contractible if it has the homotopy type
of a point, [10, §2.2]. The following is a strengthened version due to J.-P. Serre of
the so-called “Center Conjecture” by J. Tits, cf. [11, Lem. 1.2], [8, §4], [10, §2.4],
[13].

Conjecture 1.1. Let Y be a convex and contractible subcomplex of X. Then there
is a point in Y which is fixed by any automorphism of X which stabilizes Y .

A point whose existence is asserted in Conjecture 1.1 is sometimes referred to
in the literature as a “center” of Y . The original formulation of the conjecture is
stated for strictly convex subcomplexes Y of X .

For an overview of special cases of Conjecture 1.1 in this original form that have
been established, frequently relying on a case-by-case analysis, see [3, p. 64], [7],
[8, §4], [10, §2.4], [13]; see also [4, §3.6] and [5] for related results. For instance, in
[10, Prop. 2.10] Serre shows that Conjecture 1.1 holds in case dimY ≤ 1 and also
in case the group of automorphisms under consideration is finite and solvable.

For a subgroup H of G let XH be the fixed point subcomplex of the action
of H , i.e., the subcomplex of all H-stable (thus H-fixed) simplices in X ; the
simplices in XH correspond to the parabolic subgroups of G containing H . Thus,
if H ⊆ K ⊆ G are subgroups of G, then we have XK ⊆ XH . Observe that
the subcomplex XH of X is always convex, cf. [10, Prop. 3.1]. Our main result,
Theorem 3.1, gives a short, conceptual proof of Conjecture 1.1 for subcomplexes
of the form Y = XH for H a subgroup of G and the group of automorphisms of
X stabilizing Y considered lies in G.

The initial motivation for Tits’ Conjecture 1.1 was a question about the ex-
istence of a canonical parabolic subgroup associated with a unipotent subgroup
of a Borel subgroup of G (cf. [8, §4.1], [10, §2.4]). This existence theorem was
ultimately proved by other means, [2, §3]. In Example 3.4 below we show that
this result is a special case of Theorem 3.1.

2. Serre’s notion of complete reducibility

Following Serre [10], we say that a (closed) subgroup H of G is G-completely
reducible (G-cr) provided that whenever H is contained in a parabolic subgroup
P of G, it is contained in a Levi subgroup of P ; for an overview of this concept
see for instance [9] and [10].
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In the case G = GL(V ) (V a finite-dimensional k-vector space) a subgroup H
is G-cr exactly when V is a semisimple H-module, so this faithfully generalizes
the notion of complete reducibility from representation theory.

Following Serre [10, Def. 2.2.1], a convex subset Y of X is X-completely re-
ducible (X-cr) if for every y ∈ Y there exists a point y′ ∈ Y opposite to y in X .
Thanks to [10, Prop. 3.1], XH is a convex subcomplex of X for any subgroup H
of G.

The following is part of a more general theorem due to Serre, [8, Thm. 2]; see
also [10, §2] and [13].

Theorem 2.1. Let H be a (closed) subgroup of G and set Y = XH . Then the
following are equivalent:

(i) H is G-completely reducible;
(ii) Y is X-completely reducible;
(iii) Y is not contractible;
(iv) Y has the homotopy type of a bouquet of spheres.

Remark 2.2. By convention, the empty subcomplex of X is not contractible.

Our next result [1, Thm. 3.10] gives an affirmative answer to a question by
Serre, [9, p. 24]. The special case when G = GL(V ) is just a particular instance
of Clifford Theory. See also the abstract of Ben Martin’s talk above.

Theorem 2.3. Let N ⊆ H ⊆ G be (closed) subgroups of G with N normal in H.
If H is G-completely reducible, then so is N .

3. Tits’ Center Conjecture for fixed point subcomplexes

Here is the main result of this note.

Theorem 3.1. Let N ⊆ H ⊆ G be (closed) subgroups of G with N normal in H.
Suppose that XN is contractible. Then H has a fixed point in XN .

Proof. Since N is normal in H , the latter acts on XN (by conjugation on the set
of parabolic subgroups in XN ). Clearly, we have XH ⊆ XN . Thus, it suffices to
show that XH 6= ∅.

Since XN is contractible, Theorem 2.1 implies that N is not G-cr. Thus by
Theorem 2.3 it follows that H is not G-cr and again by Theorem 2.1 that XH is
contractible. In particular, XH is non-empty, by Remark 2.2. Thus H has a fixed
point in XN , as claimed. �

Remark 3.2. In [10, Prop. 2.11] Serre showed that Theorem 2.3 is a consequence
of Tits’ Center Conjecture 1.1. So, Theorem 3.1 is just the reverse implication
of Serre’s result 0,0cite[Prop. 2.11]serre2B in the special case when Theorem 2.3
applies, namely when the subcomplex Y is of the form Y = XN for some subgroup
N of G and the group of automorphisms of X stabilizing Y considered lies in G.
Our proof of Theorem 3.1 relies on Serre’s Theorem 2.1.

Observing that Y ⊆ XCG(Y ) for any subcomplex Y of X and that CG(Y ) is
normal in NG(Y ), the following is immediate by Theorem 3.1.
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Corollary 3.3. Let Y be a convex and contractible subcomplex of X. Suppose
that Y = XCG(Y ). Then NG(Y ) has a fixed point in Y .

It is easy to see that every fixed point subcomplex Y = XH satisfies the condi-
tion XH = XCG(Y ) of Corollary 3.3.

As indicated in the Introduction, a fundamental theorem of Borel and Tits
on unipotent subgroups of Borel subgroups of G [2, §3] yields a key example for
Theorem 3.1.

Example 3.4. Let U be a non-trivial unipotent subgroup of G contained in a
Borel subgroup B of G. Let Y = XU ; so Y is the subcomplex of X consisting of
all parabolic subgroups of G containing U . By [10, Prop. 3.1], Y is convex.

Note that U is not G-cr; for if U is contained in a Borel subgroup B− opposite
to B, then U is contained in the maximal torus B− ∩B of G, which is absurd. So
Y is contractible, by Theorem 2.1.

Thus, by Theorem 3.1, NG(U) has a fixed point in Y , i.e., there is a parabolic
subgroup P of G containing NG(U), thus the simplex sP corresponding to P is a
“center” of Y .

Indeed, by a construction, due to Borel and Tits [2, §3], there exists a canonical
parabolic subgroup P of G (depending only on U) such that U ⊆ Ru(P ) and
NG(U) ⊆ P .

Remark 3.5. Since the identity component H0 of a G-cr subgroup H of G is
reductive ([9, Property 4]), in view of Theorem 2.1, Theorem 3.1 applies to any
non-reductive subgroup N of G. An example due to M. Liebeck, [1, Ex. 3.45],
gives an instance of Theorem 3.1 when the subgroup in N question is simple.
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The Exceptional Moufang Quadrangles

Richard M. Weiss

The spherical buildings of rank at least two associated to classical simple algebraic
groups are classified by one of three classes of algebraic structures: anisotropic qua-
dratic spaces, skew-fields with involution and anisotropic pseudo-quadratic spaces.

An anisotropic (skew-hermitian) pseudo-quadratic space is a set

(L, σ, X, h, π),

where L is a skew-field, σ is an involution of L (i.e. σ is an anti-automorphism
whose square is the identity), X is a right vector space over L, h is a skew-hermitian
form on X with respect to σ (that is:

(i) h is a bi-additive map from X × X to L;
(ii) h(a, bv) = h(a, b)v;
(iii) h(a, b)σ = h(b, a)

for all a, b ∈ X and all v ∈ L); and π is a map from X to L such that

(iv) π(a + b) ≡ π(a) + π(b) + h(a, b) (mod Lσ);
(v) π(av) ≡ vσπ(a)v (mod Lσ); and
(vi) π(a) ≡ 0 (mod Lσ) if and only if a = 0

for all a, b ∈ X and all v ∈ L. Here Lσ denotes the set

{a + aσ | a ∈ L}
of traces with respect to σ.

A classical theorem of Dieudonné and Herstein says that if (L, σ) is an arbitrary
skew-field with non-trivial involution, then either Lσ generates L as a ring or one
of two exceptional cases occurs:

(A) L is a commutative field, K := Lσ is a subfield and L/K is a separable
quadratic extension.

(B) L is a quaternion division algebra, σ is its standard involution and K := Lσ

is its center.

Let (L, σ) and K be as in (A) or (B), let q(u) = uσu for all u ∈ L and let

f(u, v) = uσv + vσu

for all u, v ∈ L. Then q is an anisotropic quadratic form on L as a vector space
over K, f is the corresponding bilinear form and σ can be recovered from f and
the distinguished element 1 of L by the formula

uσ = f(u, 1) · 1 − u
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for all u ∈ L. The dual nature of these structures as both skew-fields with invo-
lution and as anisotropic quadratic spaces plays a central role in the structure of
many of the exceptional groups.

Let K be an arbitrary commutative field. We say that a quadratic form over
K is of type Eℓ for ℓ = 6, 7 or 8 if it is anistropic and (up to isomorphism) of the
form

α1N ⊥ α2N ⊥ · · · ⊥ αdN,

where N is the norm of a separable quadratic extension E/K and d = 3 if ℓ = 6;
d = 4 and α1 · · ·α4 6∈ N(E) if ℓ = 7; and d = 6 and −α1 · · ·α6 ∈ N(E) if ℓ = 8.
We say that a quadratic form over K is of type F4 it is is anisotropic and (up to
isomorphism) of the form

α1N ⊥ α2N ⊥ qF ,

where char(K) = 2 and F is a subfield of K containing K2 regarded as a vector
space over K with respect to the scalar multiplication ∗ given by t ∗ u = t2u for
all t ∈ K and all u ∈ F ; where qF is the quadratic form on F over K given by
qF (u) = u for all u ∈ F ; where N is the norm of a separable quadratic extension
E/F ; and where α1 and α2 are non-zero elements of K whose product lies in F .

The spherical buildings of rank at least two associated to exceptional simple
algebraic groups are classified by one of three families of algebraic structures: al-
ternative division algebras, quadratic Jordan division algebras of degree three (also
called, more succinctly, hexagonal systems) and quadrangular algebras. Alterna-
tive division algebras arose already in the work of Ruth Moufang on projective
planes, i.e. on buildings with Coxeter diagram A2. They are classified as follows:
Suppose that L is an alternative division algebra with center K. In the first stage,
one shows that if L is not associative, then L is quadratic over K. In the second
stage, one assumes that L is quadratic over some subfield F of K and shows that
one of the following holds:

(i) L = K and x2 ∈ F for all x ∈ L;
(ii) L = K and L/F is a separable quadratic extension;
(iii) L is quaternion and K = F = Z(L); or
(iv) L is octonion and K = F = Z(L).

These same four classes of algebras are those which classify buildings of type F4.
Moufang hexagons are classified by hexagonal systems. An hexagonal system

is a vector space L over a commutative field K together with maps T and N from
L to K and u 7→ u# from L to itself which are assumed to satisfy twelve axioms.
(See [2] for details.) These axioms are all satisfied in the special case that L/K is
a separable cubic extension, N and T are the norm and trace of this extension and
u# = N(u)/u for all u ∈ L∗. Like the notion of an alternative division algebra,
the definition of an hexagonal system can thus be seen as a list of identities left
over after basic aspects – the associative law for multiplication in the first case,
the multiplication itself in the second – of a suitable classical algebraic structure
are deleted. In both cases, it is geometry which guides us in the choice of identities
to keep and structures to discard.
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The notion of a quadrangular algebra (introduced in [3]) has an analogous
relationship to the notion of an anisotropic pseudo-quadratic space over a pair
(L, σ) as in A or B above. The structure which is discarded is the multiplication
on L. The structure of L and X as vector spaces over a field K, a K-bilinear map
from X × L to X , a distinguished element 1 in L and an anisotropic quadratic
form q on L such that q(1) = 1 (and hence also the “involution” σ given by
uσ = f(u, 1) · 1 − u for all u ∈ L) are, however, all retained as are a number of
identities.

Moufang quadrangles which are not classical are classified by quadrangular
algebras. The classification of quadrangular algebras is carried out in [3]. It turns
out that every quadrangular algebra Ξ is of one of the following four types:

(i) dimL = 2 or 4 and Ξ is an anistropic pseudo-quadratic space after all.
(ii) q is a quadratic form of type Eℓ for ℓ = 6, 7 or 8 (as defined above)

and Ξ is uniquely determined by the similarity class of q. These are the
quadrangular algebras associated with the simple algebraic groups whose
indices are � � �� ��....................................................................... ................................................................................................................................................................................................... ..............................................................................................................................................................................................................................................

,� � � �� � �....................................................................... .........................................................................................................................................................................................................................................................................................................................................................................................................................................
and � � � � �� � �....................................................................... .....................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

.

(iii) q is a quadratic form of type F4 and again Ξ is uniquely determined by
the similarity class of q.

(iv) The bilinear form f associated with q is trivial. Also in this case we have
an exact description of Ξ, but we omit the details here.

Now let ∆ be an arbitrary Moufang building (of rank at least two). In each case
∆ is defined over some field K and there is a canonical notion of a K-linear element
of Aut(∆). Let G denote the subgroup consisting of these K-linear automorphisms
and let G† denote the subgroup of G generated by all the root groups. Then G† is
a normal subgroup of G and, except in three cases where K has only two elements,
G† is simple. Now suppose that ∆ is the Moufang quadrangle associated with a
quadrangular algebra Ξ of type (ii) or (iii). Tom De Medts showed in [1] that
G = G† if Ξ is of type (iii). Suppose that Ξ is of type (ii). In [4], we show that if
q is of type E6, then there is an invariant quadratic separable extension E/K and

G/G† ∼= Gal(E/K) · E∗/(E∗)3

and if q is of type E7, then there is an invariant quaternion division algebra D
with center K and

G/G† ∼= D∗/(D∗)2K∗.
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We conjecture that G = G† if q is of type E8, but we have only partial results
pointing in this direction. If this conjecture is true, it would imply the Kneser-Tits
conjecture for the corresponding form of E8.

References

[1] T. De Medts, Automorphisms of F4 quadrangles, Math. Ann. 328 (2004), 399-418.
[2] J. Tits and R. M. Weiss, Moufang Polygons, Springer, 2002.
[3] R. M. Weiss, Quadrangular Algebras, Princeton University Press, to appear.
[4] R. M. Weiss, Moufang quadrangles of type E6 and E7, Crelle’s Journal, to appear.

Reporter: Pierre-Emmanuel Caprace



Groups and Geometries 717

Participants

Prof. Dr. Peter Abramenko

pa8e@virginia.edu

Dept. of Mathematics
University of Virginia
Kerchof Hall
P.O.Box 400137
Charlottesville, VA 22904-4137
USA

Prof. Dr. Michael Aschbacher

asch@cco.caltech.edu

asch@its.caltech.edu

Dept. of Mathematics
California Institute of Technology
Pasadena, CA 91125
USA

Dr. Barbara Baumeister

baumeist@math.fu-berlin.de

Institut für Mathematik I
Freie Universität Berlin
Arnimallee 2-6
14195 Berlin

Prof. Dr. Francis Buekenhout

fbueken@ulb.ac.be

Dept. de Mathematiques
Universite Libre de Bruxelles
CP 216 Campus Plaine
Bd. du Triomphe
B-1050 Bruxelles

Dr. David Bundy

bundy@math.uni-kiel.de

Mathematisches Seminar
Christian-Albrechts-Universität
Kiel
Ludewig-Meyn-Str. 4
24118 Kiel

Pierre-Emmanuel Caprace

pcaprace@ulb.ac.be

Dept. de Mathematiques
Universite Libre de Bruxelles
CP 216 Campus Plaine
Bd. du Triomphe
B-1050 Bruxelles

Prof. Dr. Andrew L. Chermak

chermak@math.ksu.edu

Department of Mathematics
Kansas State University
Manhattan, KS 66506-2602
USA

Prof. Dr. Arjeh M. Cohen

amc@win.tue.nl

A.M.Cohen@tue.nl

Department of Mathematics and
Computer Science
Eindhoven University of Technology
Postbus 513
NL-5600 MB Eindhoven

Dr. Hans Cuypers

hansc@win.tue.nl

Department of Mathematics and
Computer Science
Eindhoven University of Technology
Postbus 513
NL-5600 MB Eindhoven

Dr. Tom De Medts

tdemedts@cage.ugent.be

Department of Pure Mathematics and
Computer Algebra
Ghent University
Galglaan 2
B-9000 Gent



718 Oberwolfach Report 12/2005

Prof. Dr. Bernd Fischer

malkowsk@mathematik.uni-bielefeld.de

Fakultät für Mathematik
Universität Bielefeld
Postfach 100131
33501 Bielefeld

Prof. Dr. Paul Flavell

p.j.flavell@bham.ac.uk

School of Maths and Statistics
The University of Birmingham
Edgbaston
GB-Birmingham, B15 2TT

Dr. Ralf Gramlich

gramlich@mathematik.tu-darmstadt.de

Fachbereich Mathematik
TU Darmstadt
Schloßgartenstr. 7
64289 Darmstadt

Prof. Dr. Jonathan I. Hall

jhall@math.msu.edu

Department of Mathematics
Michigan State University
Wells Hall
East Lansing, MI 48824-1027
USA

Dipl.-Math. Andreas Hirn

andreas.hirn@mathematik.uni-halle.de

Institut für Algebra und Geometrie
Fachbereich Mathematik u.Informatik
Universität Halle-Wittenberg
Theodor-Lieser-Str. 5
06120 Halle

Prof. Dr. Alexander A. Ivanov

a.ivanov@ic.ac.uk

a.ivanov@imperial.ac.uk

Department of Mathematics
Imperial College London
Huxley Building
180, Queen’s Gate
GB-London SW7 2BZ

Prof. William M. Kantor

kantor@math.uoregon.edu

Department of Mathematics
University of Oregon
Eugene, OR 97403-1222
USA

Dr. Ross Lawther

r.i.lawther@dpmms.cam.ac.uk

Dept. of Pure Mathematics and
Mathematical Statistics
University of Cambridge
Wilberforce Road
GB-Cambridge CB3 OWB

Prof. Dr. Martin W. Liebeck

m.liebeck@imperial.ac.uk

Dept. of Mathematics
Imperial College of Science
and Technology
180 Queen’s Gate, Huxley Bldg
GB-London, SW7 2BZ

Prof. Dr. Richard N. Lyons

lyons@mathpc236.rutgers.edu

Dept. of Mathematics
Rutgers University
Busch Campus, Hill Center
New Brunswick, NJ 08903
USA

Prof. Dr. Kay Magaard

kaym@math.wayne.edu

Department of Mathematics
Wayne State University
656 West Kirby Avenue
Detroit, MI 48202
USA

Prof. Dr. Hendrik Van Maldeghem

hvm@cage.ugent.be

Department of Pure Mathematics and
Computer Algebra
Ghent University
Galglaan 2
B-9000 Gent



Groups and Geometries 719

Dr. Ben Martin

B.Martin@math.canterbury.ac.nz

Department of Mathematics
University of Canterbury
Private Bag 4800
8020 Christchurch
NEW ZEALAND

Prof. Dr. Bernhard Mühlherr
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