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Introduction by the Organisers

The workshop was organized around the following classical as well new and
emerging techniques. Traditional methods in fluid mechanics continue to be in-
vigorated with the infusion of ideas from dynamical systems, geometric methods,
multiscale analysis, new developments in scientific computation, and control the-
ory. The specific themes of the workshop were as follows:

(1) Dynamical Systems, Geometric, Analytical, and PDE Methods.

The meeting presented recent advances in these basic tools that are of
importance to fundamental investigations in fluid mechanics, with an em-
phasis on those tools that are relevant to one of the following topics.

(2) Mixing in Geophysical Flows. Recent investigations using finite time
Lagragnian coherent structures and invariant manifolds have proven useful
in specific investigations involving mixing and transport in oceanographic
flows and in flows in bays and estuaries.

(3) Control. There are interesting investigations underway involving opti-
mization and applications to, for example, coordinated control of groups
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of underwater vehicles. The dynamics and control of these vehicles as
well as how their motion interacts with ambient (highly time dependent)
currents in the oceans are of importance for emerging studies on sensing
and the gathering of oceanographic data. Other work on control theory,
such as locomotion of articulated bodies in fluids, as well as control of
separation and cavity oscillations was also represented at the meeting.

(4) Computational Methods. Recent discrete formulations of fluids have
led to algorithms that have, for example, an exact discrete Kelvin theo-
rem. The meeting expored the developments of these algorithms and their
application to geophysical and other flows in which vorticity (or potential
vorticity) is important. Several groups worldwide have been investigating
these aspects.

(5) Interface Problems. There is much current interest in interface prob-
lems in fluid mechanics, such as two and three phase flows and the ocean-
atmosphere interface. Recent mathematical methods in this area include
level-set methods and phase-field methods.

(6) Symmetry Methods. Techniques such as the Karhunen-Loève decom-
position, self-similarity, pattern formation, stability and bifurcation, can
greatly benefit from the use of symmetry methods, including computa-
tional speed-up.

(7) Averaged Euler and Navier Stokes Equations. These models for
fluids have all the structure of standard fluid mechanics and have compu-
tational properties similar to LES (large eddy simulation). The conference
presented progress in this area with emphasis on turbulence calculations
and wall bounded flow, both for incompressible and compressible flows.

(8) Vortex Dynamics. Vortex methods, vortex filaments, investigated for
their Hamiltonian structure and as a computational tool continues to be
an exciting and active area for both geophysical flows and turbulence as
well as for its intrinsic mathematical interest.

Structure of the Meeting. The meeting had a balance of senior researchers,
postdoctoral fellows and graduate students. Consistent with the general approach
advocated by Oberwolfach, we selected about 20–25 people to give a lecture at the
meeting. They suggested students, postdoctoral fellows and junior faculty all of
whom participated through two poster sessions.
Posters. The poster session was one of the most interesting aspects of the meeting.
The organizers decided to award prizes for the best poster and an ad hoc committee
(consisting of Friedlander, Haller, Reich, Marsden and Scheurle) was formed to
choose the four best posters. This number matched the number of gifts that were
available. The winners were (in alphabetical order):

• Francois Gay-Balmaz, Lausanne, Sphere actions on chains of Hilbert man-
ifolds and applications to fluid dynamics.
Prize: a copy of A Mathematical Introduction to Fluid Mechanics by
Alexandre Chorin and Jerrold Marsden.
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• Juan Meli-Huber, Princeton, Motion planning for an articulated body in a
perfect fluid
Prize: a copy of Chaos near resonance by George Haller.

• Mustafa Sabri Kilic, MIT Reduced Navier-Stokes equations near a flow
boundary
Prize: a copy of Simulating Hamiltonian Dynamics by Ben Leimkuhler
and Sebastian Reich

• Amit Surana, MIT Kinematic theory of separation in 3D fluid flows
Prize: a copy of The N -Vortex Problem by Paul Newton.

Impressions, Connections, Insights. The mixture of participants, from those
who were very applied and those who came from a more of a dynamical systems
background, but all with a strong mathematical dedication, was very fruitful.

Dynamical systems methods have now started to be utilized successfully for
the study of complex real fluid systems, from controlled man-made experiments
to multi-scale and multivariate natural dynamics, from oceanic motions to flows
around jellyfish. Dynamical system approaches are then applied to complex data,
models or combinations thereoff. There is a wide range of research opportunities,
including the possibilty for new theoretical and methodological progress.

Amongst the specific new connections and insights that were gained, the power
of dynamical systems ideas, such as invariant manifolds or Lyapunov exponents,
seemed to be quite impressive as well as useful in the context of metereology as
well as oceanography. The use of dynamical systems ideas in control of fluids
(separation and cavity oscillations, for example) was also quite interesting for a
number of the participants.
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Abstracts

Spatio-temporal patterns in equivariant evolution equations

Wolf-Jürgen Beyn

(joint work with Vera Thümmler )

In this contribution we consider general evolution equations of the form

(1) ut = F (u), u(0) = u0,

where u(t) ∈ X(a Banach space), ut denotes the time derivative and

F : Y ⊂ X 7→ X, Y ⊂ X (a dense subspace),

is a vector field with an equivariance property

F (a(γ)u) = a(γ)F (u) ∀ u ∈ Y, γ ∈ G.

Here G denotes a Lie group of dimension s, generally noncompact, that acts on X
via a homomorphism a : G 7→ GL(X) satisfying a(γ)Y ⊂ Y for all γ ∈ G.

Typical examples are parabolic or hyperbolic systems on unbounded domains
such as the quintic Ginzburg Landau equation, cf.[4],[6]

(2) ut = ∆u + f(u), f(u) = u(µ+ β|u|2 + γ|u|4), u(x, t) ∈ C, x ∈ R
d, t ≥ 0.

The group in this case is G = SE(d) × S1 with the Euclidean group SE(d) in R
d

and the action given by

[a(γ)u](x) = e−iθu(b−1 ◦ x), x ∈ R
d, γ = (b, θ) ∈ SE(d) × S1.

Our aim is to present and analyze the so called freezing method developed in
[2] and to discuss extensions of this method as well as some open problems. The
method reformulates equation (1) as a differential algebraic evolution equation
which is subsequently discretized and solved numerically. The approach allows
to set up a time-dependent moving coordinate system in which certain spatio-
temporal patterns actually become stationary. Patterns treated this way include
e.g. traveling and rotating waves, rotating spiral waves and spinning solitons. A
similar idea was put forward, first in the context of Karhunen-Loéve expansion in
[8], and later in [7] for more general equivariances that allow scalings of time.

The basic idea is to split the solution u(t) of eqn. (1) in the form

(3) u(t) = a(γ(t))v(t),

where both γ(t) ∈ G and v(t) ∈ Y are unknown. These extra degrees of freedom
are compensated for by s = dim(G) algebraic constraints that are called phase
conditions or pinning conditions. These are chosen to minimize the variation of
the function v(t) as much as possible, a particular useful feature when adaptive
meshes in space are needed. The decomposition (3) also underlies many theorems
for equivariant evolution equations and their bifurcations (cf. [3],[5],[9]) but seems
not to have been used systematically for numerical purposes.
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We introduce the Lie algebra A = TeG of G, the derivative dγ(e) : A 7→ TγG
of the left multiplication g 7→ γ ◦ g at the unit element g = e and for each v ∈ Y
the derivative S(v) = d[a(e)v] : A 7→ X of the map γ ∈ G 7→ a(γ)v ∈ X at γ = e.
Inserting the ansatz (3) into (1) and using equivariance leads to the following
differential algebraic equation for the variables γ(t) ∈ G,µ(t) ∈ A, v(t) ∈ Y

(4)
vt = F (v) − S(v)µ, v(0) = u0

γt = dγ(e)µ, γ(0) = e
0 = ψ(v, µ).

Here, the phase condition is defined by a mapping ψ : Y ×A 7→ A∗. A choice for ψ
that works particularly well in practice, is obtained from minimizing 〈vt, vt〉 = |vt|2
where 〈·, ·〉 is some continuous inner product on X . Using the first equation in (4)
this leads to a least squares problem in µ with normal equations

(5) 0 = ψmin(v, µ)ϕ := 〈F (v) − S(v)µ, S(v)ϕ〉 ∀ϕ ∈ A.
For any v with trivial stabilizer stab(v) = {γ ∈ G : a(γ)v = v} this has a unique
solution µ in which case (4) turns out to be a DAE of index 1. For the PDE
example (2) with d = 1 eqn. (4) leads to a Partial Differential Algebraic Equation
(PDAE) for v(x, t) ∈ C, x ∈ R, b(t), θ(t) ∈ R, t ≥ 0

(6)
vt = vxx + f(v) + µ1vx + µ2iv, v(·, 0) = u0

bt = µ1, θt = µ2, b(0) = θ(0) = 0
0 = 〈vt, vx〉, 0 = 〈vt, iv〉.

The following results and problems are discussed in the talk:
(1) Applications to rotating and traveling waves in 1D and spiral waves in 2D:

The PDAE’s arising from (4), such as (6), are first truncated to a finite domain
and supplied with boundary conditions (e.g. Dirichlet or Neumann). Then the
resulting initial boundary value problems with algebraic constraints can be solved
by any suitable discretization method. For the case d = 1 we use implicit Euler
in time and finite differences in space and for d = 2 we employ half-explicit Eu-
ler (implicit only in the algebraic variables µ) and finite differences/ elements in
space. The examples clearly show that solutions that converge to a traveling wave
ū(x, t) = v̄(x− µ̄t) or to a traveling and rotating wave ū(x, t) = eiθ̄tv̄(x− µ̄t) (cf.
(2) and [6]) can be decomposed into a function v(·, t) that converges to the spatial
profile v̄(·), and into algebraic variables µ(t) that converge to the translational
and rotational speeds. For pictures and movies we refer to [2]. While it is easy to
freeze the spinning solitons of (2) from [4], somewhat more care has to be taken of
the rigidly rotating spiral waves in Barkley’s system [1]. In this case the PDAE re-
sulting from (4) becomes a mixed hyperbolic-parabolic system (cf. the convection
term vx appearing in (6)) that has to be solved by a suitable upwind/downwind
switching scheme. For details of the method and results see [2].
(3) Relative equilibria and their stability:
Relative equilibria are solutions ū(t) = a(γ̄(t))v̄ of eqn. (1) that stay in the group
orbit of a single element v̄. If the stabilizer of v̄ is trivial then one finds that there
exists some µ̄ ∈ A, such that (v̄, µ̄) is a steady state of vt = F (v) + S(v)µ and
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satisfies the second equation in (4). Choosing a suitable phase function ψ one can
then compute branches and bifurcation points of relative equilibria by applying
to the nonlinear system 0 = F (v) − S(v)µ, ψ(v, µ) = 0 a standard bifurcation
package. Moreover, it is known for several cases that spectral assumptions on the
linearized operator Pv = DF (v̄)v − S(v)µ̄ (e.g. 0 is an s-fold eigenvalue of P
and the remaining spectrum lies strictly in the left half plane) imply asymptotic
stability of ū with asymptotic phase for the equation (1) (see e.g. [3] for the ODE
case). One further expects that this leads to asymptotic stability (in the classical
sense of Liapunov) of the pair (v̄, µ̄) for the PDAE (4). In [10] this is proved
for the traveling wave case (G = R, d = 1 ) and a generalization to Lie groups
of dimension ≥ 2 for d = 1 is indicated. Moreover, for this case the thesis [10]
provides a complete stability analysis for discretizations of (4) on a finite interval
[x−, x+] with step-size h = (x+ − x−)/N and arbitrary linear two-point bound-
ary conditions. Under appropriate assumptions on the boundary operator (that
turn out to be rather sharp) asymptotic exponential estimates are derived that
are uniform in x± and h. For spiral waves in dimension ≥ 2 nonlinear stability
theorems seem neither to be known for parabolic sytems of type (2) nor for the
PDAE formulation.
(3)Extensions:
If eqn. (1) has a Hamiltonian structure then one can show that the first equation
of the frozen system (4) retains this property provided that the phase condition
ψ(v, µ) = 0 can be solved for µ = µ(v). As an application we consider the sine-
Gordon equation utt = uxx+sin(u) with initial values near a traveling wave and we
apply a symplectic scheme to the Hamiltonian system corresponding to the PDAE.
Numerical experiments for the (viscous) Burgers equation show that the method
even applies to viscous and hyperbolic conservation laws. A stability theory for
the corresponding PDAE has not yet been developed.
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Issues of integrability in some classical problems of the dynamics of
rigid bodies and vortices in an ideal fluid

Alexey Borisov

(joint work with Ivan Mamaev and Alexander Kilin)

In this talk we discuss several classical problems concerning the dynamics of rigid
bodies and vortices in an ideal fluid.

The first one is the problem of the motion of two circular cylinders with cir-
culations which are equal in magnitude and opposite in sign (so that whole cir-
culation is zero). A similar system of two moving spheres in a fluid was studied
by C. Bjerknes [1], N. Joukowski [2], G. Lamb [3] and others; they found certain
unusual effects in the behaviour of the bodies. Here we present most rigorous
qualitative analysis of the system and reveal some new effects in the behaviour of
the cylinders. We also show that in the general case, this system is not integrable.

The second problem is the motion of n bodies in an ideal fluid on the plane,
when circulations around the bodies are assumed to be arbitrary and distances
between bodies are much more then the bodies’ sizes (so called mass vortices).
The dynamics of two mass vortices is studied in detail.

The last problem is about the dynamics of an arbitrary cylinder interacting
with point vortices. For the most general case (when vortices and circulations
around the cylinders are arbitrary) the equations of motion are obtained and their
Hamiltonian form is indicated. It was shown numerically that the system of an
elliptic cylinder and one vortex is not integrable.
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On the approximation of transport phenomena

Michael Dellnitz

Over the last years so-called set oriented numerical methods have been devel-
oped in the context of the numerical treatment of dynamical systems, see [1, 2].
The basic idea is to cover the objects of interest – for instance invariant manifolds
or invariant measures – by outer approximations which are created via adaptive
multilevel subdivision techniques. These schemes allow for an extremely memory
and time efficient discretization of the phase space and have the flexibility to be
applied to several problem types. An overview about these set oriented methods
can be found in [3].

In this talk we show that set oriented techniques can particularly be useful for
the approximation of transport processes which play an important role in many
real world phenomena. We mainly focus on two related applications: first we
analyze the transport of asteroids in the solar system – this work is particularly
motivated by the explanation of the existence of the asteroid belt between Mars
and Jupiter. Secondly we show how to analyze transport phenomena in ocean
dynamics. Here the related mathematical models depend explicitly on time and
this makes the numerical treatment inherently more difficult. However, following
[5] we demonstrate the strength of an appropriate set oriented approach by a study
of transport in Monterey Bay which is based on real data.

In addition we illustrate how to make use of these set oriented numerical tech-
niques for the solution of multiobjective optimization problems. In these problems
several objective functions have to be optimized at the same time. For instance,
for a perfect economical production plan one wants to simultaneously minimize
cost and maximize quality. As indicated by this example the different objectives
typically contradict each other and therefore certainly do not have identical op-
tima. Thus, the question arises how to approximate the “optimal compromises”
which, in mathematical terms, define the so-called Pareto set. In order to make
our set oriented numerical methods applicable we first construct a dynamical sys-
tem which possesses the Pareto set as an attractor. In a second step we develop
appropriate step size strategies. The corresponding techniques are applied to the
optimization of an active suspension system for cars, see [4].
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Nonlinear instability for the Navier-Stokes equations

Susan Friedlander

(joint work with Roman Shvydkoy and Nataša Pavlović)

For PDE’s there is no general theorem that linear instability implies nonlinear
instability. Furthermore, the issue of stability/instability for PDE’s is very sen-
sitive to the function space in which growth is measured. For the Navier-Stokes
equations Yudovich [3] proved in the function space Lq(Ω), with q ≥ the spatial
dimension n, that linear instability implies nonlinear instability. In our talk we
present a more transparent proof of this result using a bootstrap argument. This
new method of proof extends the result to Lp, p > 1, which has the advantage of
including the physically interesting case of the L2 energy norm.

Let u0(x) ∈ C∞ be a steady state velocity satisfying the incompressible Navier-
Stokes equations. We write the evolution equations in perturbation form as

∂v

∂t
= −(u0 · ∇)v − (v · ∇)u0 −∇ · (v ⊗ v) −∇p+ ν∆v,(1)

∇ · v = 0,(2)

v(t = 0) = v0.(3)

Applying the Leray projector P onto the space of divergence-free functions we
write these equations in operator form as

(4)
∂v

∂t
= Av +N(v, v),

where A is a relatively compact perturbation of the Stokes operator νP∆, and
N(v, v) = P∇· (v⊗v). The operator A generates a strongly continuous semigroup
in every Sobolev space W s,p.

We utilize the following definition of Lyapunov (nonlinear) stability/instability
for the Navier-Stokes equations:

Definition. Let q ≥ n, and p > 1. An equilibrium u0 is called nonlinearly stable
if, no matter how small ρ > 0, there exists δ > 0 so that v0 ∈ Lq and ‖v0‖p < δ
implies the following

(i) there exists a global in time solution to (4) such that v(t) ∈ C([0,∞);Lq)
(ii) ‖v(t)‖p < ρ for a.e. t ∈ [0,∞).

An equilibrium u0 that is not stable in the above sense is called nonlinearly un-
stable.

The concept of existence that we employ is that of ”mild” solutions of Kato-
Fujita [2]. The solution to (4) is represented as an integral via Duhamel’s formula

(5) v(t) = etAv0 +

∫ t

0

e(t−s)AN(v, v)(s)ds.

It is well known that there is local in time existence for v(t) in Lq when q ≥ n.
The bootstrap proof of Lp, p > 1, nonlinear instability given in Friedlander et

al [1] is valid in Tn, a smooth bounded domain Ω ⊂ Rn, and in Rn. The proof is
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easiest in a finite domain but can be adapted to R
n. The unstable eigenfunction

φ for the operator A with eigenvalue l of maximal real part is used as the initial
condition, i.e. we take v0 = ǫφ. The first term on the LHS of (5) is then ǫφeλt.
The idea of the proof of nonlinear instability is to show that the second term on
the RHS of (5) grows at most like the square of the norm of v(t) as long as the
latter is bounded by a constant multiple of ǫeλt. The Lq-metric in which such
control is possible has to satisfy q > n. We use Lq as an auxiliary space, while the
final instability result is proved in Lp.

The instability result can be generalized to all the equations of motion that
are augmented versions of the incompressible Navier-Stokes equations, e.g. the
dissipative MHD equations and the rotating stratified dissipative equations of
geostrophical fluid dynamics.
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On a normal form for one-dimensional excitable media

Georg A. Gottwald

(joint work with Lorenz Kramer)

We present a generic normal form for one-dimensional excitable media. The normal
form is constructed around the well-known generic saddle-node bifurcation present
in excitable media for isolated pulses. In the case of wave trains or pulses in a
ring of length L with velocity c0, this saddle-node will be disturbed and depends
on the wavelength. The interaction with the preceding pulse (or more accurately
with its inhibitor) modifies the bifurcation behaviour. The normal form reads

∂tX = −µ− gX2 − β(γ +X(t− τ) + γ1X(t)) ,(1)

where β = β0 exp(−κτ). Here X measures for example the deviation of the maxi-
mal amplitude of the pulse with respect to the saddle-node of the isolated pulse.
The delay time τ = L/c0 is the temporal distance of two consecutive pulses, and
κ is the decay rate of the inhibitor. The last term models the influence of the
inhibitor of the preceding pulse.

Besides the saddle-node of the isolated pulse (β → 0) and the shifted saddle-node
of a wave train of finite wave length L, Equation (1) exhibits three new bifurcation
scenarios. In particular, a Hopf bifurcation which may coalesce in a Bogdanov-
Takens point with the saddle-node, and an inhomogeneous pitchfork bifurcation
in which every second pulse dies. These bifurcations have so far not been observed
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and we can verify the predictions of our normal form in a modified Barkley model
[1] and the Fitzhugh-Nagumo model [2].

We determine the parameters of the normal form by fitting to numerical data ob-
tained by simulating a particular excitable medium, the Barkley model. We test
the predictions against numerical simulations of partial differential equation mod-
els of excitable media. The quantitative agreement and the predictions are striking.

Moreover, we presented a non-perturbative approach to study bifurcations in ex-
citable media [3]. It is based on the observation that close to the saddle-node the
pulse shape is approximately a bell-shaped function. Employing a test function ap-
proximation that optimises the two free parameters of a bell-shaped function, i.e.
its amplitude and its width, we find the actual bifurcation point and determine the
pulse shape for close-to-critical pulses at excitabilities near the bifurcation. This
method which makes explicit use of the bell-shaped character at the bifurcation
point has also been successfully applied to other reaction diffusion systems such as
bistable and autocatalytic systems. It was also successful in describing solution be-
haviour of reaction diffusion systems far away from the bifurcation [4, 5]. We show
that this method is successful in describing retracting fingers in two-dimensional
excitable media. Our method may be used to determine the parameters of the
normal form (1) directly from the PDE.
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Fluid flow separation and invariant manifolds

George Haller

In his landmark 1904 paper on boundary layers, L. Prandtl derived a criterion
for flow separation in steady two-dimensional incompressible flows [1]. The crite-
rion states that fluid particles separate from a no-slip boundary at a point where
the wall-normal derivative of the wall-tangential velocity is zero. This zero-skin-
friction principle has become the most broadly used indicator of separation, even
though numerical work in the 1970’s by Sears and Tellionis ( [2],[3]) and others
showed that the principle fails for unsteady flows.

Despite all available ad hoc criteria, experiments and simulations, separation
in unsteady fluid flows has remained an unsolved problem. As a notable advance,
dynamical systems theory has been invoked to describe separation in mathematical
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terms: the ejection of the fluid from the boundary is governed by a nonhyperbolic
unstable manifold, as observed by Shariff, Pulliam, and Ottino [4] and Yuster and
Hackborn [5]. Still, the technical difficulties in finding such manifolds analytically
in aperiodic flows seemed insurmountable.

In this talk, I describe a recent solution to the above problem, i.e., an analytic
criterion that predicts the location of flow separation in general mass-conserving
two-dimensional fluid flows [6]. The criterion identifies the separation point–the
point of attachment of a time-dependent nonhyperbolic unstable manifold to the
wall–as the location where an appropriately weighted backward-time integral of
the wall-nomal velocity derivative remains bounded. The weight function in this
integral is the squared reciprocal of the time-dependent fluid density.

I also show numerical and experimental results confirming the analytic criterion,
as well as applications of the new separation criterion to flow control [7]. Finally,
I describe a refinement of the theory for two-dimensional flows with a steady
asymptotic mean [8], and very recent extensions of the theory to three-dimensional
flows [9].
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Global optimal control of perturbed systems

Oliver Junge

(joint work with Lars Grüne)

We propose a new numerical method for the computation of the optimal value
function of perturbed control systems and associated globally stabilizing optimal
feedback controllers. The method is based on a set oriented discretization of state
space in combination with a new algorithm for the computation of shortest paths
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in weighted directed hypergraphs. Using the concept of a multivalued game, we
prove convergence of the scheme as the discretization parameter goes to zero.

The method is based on a novel approach to the solution of general nonlin-
ear stabilization problems presented in [4]. The approach relies on a division of
state space into boxes that constitute the nodes of a directed weighted graph,
where the weights are constructed from the given cost function. On this graph,
standard graph theoretic algorithms for computing shortest paths can directly be
applied, yielding an approximate value function which is piecewise constant on
the state space. At the same time, for every node in the graph, these algorithms
compute the successor node on a shortest path, yielding approximate optimal
pseudo-trajectories of the original system. Hence, this method combines a sim-
ple and hierarchically implementable discretization technique with efficient graph
theoretic algorithms. For the problem of feedback stabilization the solution from
[4], however, is not directly applicable, because the resulting pseudo-trajectories
would have to be postprocessed in order to obtain true solutions of the system.

In [3] it was subsequently shown that the approximate optimal value function
can in fact be used in order to construct a stabilizing feedback controller. Based
on concepts from dynamic programming [1] and Lyapunov based approximate
stability analysis [5], a statement about its optimality properties was given and a
local a posteriori error estimate derived that enables an adaptive construction of
the division of state space. However, due to the fact that the approximate optimal
value function is not continuous, the constructed feedback law is in general not
robust with respect to perturbations of the system.

In this talk, we show how to incorporate arbitrary perturbations into the frame-
work sketched above. These perturbations can be either inherently contained in
the underlying model, describing, e.g., external disturbances or the effect of un-
modelled dynamics, or they could be added on top of the original model to account,
e.g., for discretization errors.

The goal is to construct a feedback which is robust in the sense that on a certain
subset of state space it stabilizes the system regardless on how the perturbation
acts. Conceptually, this problem leads to a dynamic game, where the controls
and the perturbations are associated to two “players” that try to minimize and
to maximize a given cost functional, respectively. We show how the discretization
of state space in a natural way leads to a multivalued dynamic game and give a
result on the convergence of the associated value function when the images of the
inclusion shrink to the original single-valued map. From this multivalued game
we derive a directed weighted hypergraph that gives a finite state model of the
original game. We formulate an adapted version of Dijsktra’s algorithm in order
to compute the associated approximate value function and state a result on the
convergence when the box-diameter of the state space division goes to zero.

A particular advantage of our technique is that we are able to keep track of the
effects of discontinuities in the approximated optimal value function as induced,
e.g., by state space constraints. This allows us to prove not only L∞ convergence
in regions of continuity but also L1 convergence in the whole domain of the optimal
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value function, provided that the optimal value function is continuous with respect
to small changes in the state space constraints [2].
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Multiscale models for meteorological applications

Rupert Klein

The earth’s atmosphere is of overwhelming complexity due to a rich interplay
between a large number of phenomena interacting on very diverse length and time
scales. There are mathematical equation systems which, in principle, provide a
comprehensive description of this system. Yet, exact or accurate approximate
solutions to these equations covering the full range of complexities they allow
for are not available. As a consequence, one of the central themes of theoretical
meteorology is the development of simplified model equations that are amenable to
analysis and computational approximate solution, while still faithfully representing
an important subset of the observed phenomena associated with specific length and
time scales.

It is common agreement that the conservation laws for three-dimensional com-
pressible flow of a mixture of ideal gases with concentration-dependent specific
heat capacities, supplemented with a number of source terms, represent a reason-
able starting point for such derivations. Yet, most derivations in the literature of
reduced model equations for specific atmospheric flow phenomena use already sim-
plified sets of equations as their basis. Examples are the “incompressible Boussi-
nesq approximation” for boundary layer phenomena, or the “Hydrostatic Primitive
Equations” for models of very large scale flows, [1, 2]. The decision which model
to adopt as the foundation for further derivations is generally based on physical
arguments. The same is true for the choice of the particular length and time
scales that are to be addressed by a simplified set of equations. Thus, one arrives
at the desired simplified model equations through a combination of physical rea-
soning and mathematical derivations that is hard to digest for the mathematically
trained but meteorologically untrained.

This contribution has summarized recent efforts by the author, [3, 4], to provide
a unified mathematical modelling framework that satisfies the following require-
ments. (i) All derivations are based on the full three-dimensional compressible flow
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equations. (ii) Specific length and time scalings are introduced within the general
framework of multiple scales asymptotics based on a single asymptotic small pa-
rameter, ǫ. (iii) The multitude of small or large characteristic numbers found after
systematic non-dimensionalization of the governing equations is related to ǫ via a
series of distinguished limits.

This approach allows one to recover a large number of well-known “single-scale
models”, i.e., models covering a single time, a single horizontal, and a single vertical
scale, by suitable specializations of the general multiple scales ansatz. Remark-
ably, one and the same distinguished limit among the various non-dimensional
parameters or the system is sufficient to this end. This is an unexpected result
which reveals a certain inherent mathematical consistency among all the models
that can be reproduced in this way.

The recovery of well-known models may be considered as a “validation” of
the suggested mathematical approach. Its potential comes to full fruition with
more recent derivations of true multi-scale models. Thus, Majda & Klein, [5],
suggest an entire hierarchy of “systematic multiscale models for the tropics” in-
volving synoptic-planetary interactions; Klein et al., [6], demonstrate how turbu-
lent boundary layer models can be incorporated in the same framework; Klein &
Majda, [7], provide multiscale models for moist atmospheric processes which ex-
plicitly address the multiple time scales associated with condensation-evaporation
of cloud water, with the autoconversion of cloud droplets into raindrops, and with
the collection of cloud droplets by falling precipitation.
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Dynamics and Lagrangian Coherent Structures in the Ocean and their
Uncertainty

Pierre F.J. Lermusiaux

(joint work with Francois Lekien )

The observation, computation and study of “Lagrangian Coherent Structures”
(LCS) in turbulent geophysical flows have been active areas of research in fluid
mechanics for the last 30 years. Growing evidence for the existence of LCSs in
geophysical flows (e.g., eddies, oscillating jets, chaotic mixing) and other fluid flows
(e.g., separation profile at the surface of an airfoil, entrainment and detrainment
by a vortex) generates an increasing interest for the extraction and understanding
of these structures as well as their properties.

In parallel, realistic ocean modeling with dense data assimilation has developed
in the past decades and is now able to provide accurate nowcasts and predic-
tions of ocean flow fields to study coherent structures. Robust numerical methods
and sufficiently fast hardware are now available to compute real-time forecasts of
oceanographic states and render associated coherent structures. It is therefore
natural to expect the direct predictions of LCSs based on these advanced models.

The impact of uncertainties on the coherent structures is becoming an increas-
ingly important question for practical applications. The transfer of these uncer-
tainties from the ocean state to the LCSs is an unexplored but intriguing scientific
problem. These two questions are the motivation and focus of this presentation.

Using the classic formalism of continuous-discrete estimation [1], the spatially
discretized dynamics of the ocean state vector x and observations are described
by

dx = M(x, t) + dη(1a)

yo
k = H(xk, tk) + ǫk(1b)

where M and H are the model and measurement model operator, respectively.
The stochastic forcings dη and ǫk are Wiener/Brownian motion processes, η ∼
N (0,Q(t)), and white Gaussian sequences, ǫk ∼ N (0,Rk), respectively. In other
words, E{dη(t)dηT

(t)} .
= Q(t) dt. The initial conditions are also uncertain and

x(t0) is random with a prior PDF, p(x(t0)), i.e. x(t0) = x̂0 + n(0) with n(0)
random. Of course, vectors and operators in Eqs. (1a-b) are multivariate which
impacts the PDFs: e.g. their moments are also multivariate.

The estimation problem at time t consists of combining all available information
on x(t), the dynamics and data (Eqs. 1a-b), their prior distributions and the initial
conditions p(x(t0)). Defining the set of all observations prior to time t by yt−,
the conditional PDF of x(t), p(x, t |yt−), contains all of this information and is
the solution for the prediction to time t. For the filtering problem at tk, it is
p(x, tk |yo

0, ...,y
o
k). Under classic hypotheses of differentiability and continuity,

p(x, t |yt−) is governed between observations by the Fokker-Planck equation or
Kolmogorov’s forward equation (Eq. 2a). At measurement times tk, one can simply
apply Bayes’ rule and use the assumed white property of ǫk to obtain the update
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Eq. 2b.

∂p(x, t |yt−)

∂t
= −

n∑

i=1

∂ ( p(x, t |yt−)Mi(x, t) )

∂xi
+

1

2

n∑

i,j=1

∂2 ( p(x, t |yt−)Qij )

∂xi∂xj

(2a)

p(x, tk |yo
0, ...,y

o
k) =

p(yo
k |x) p(x, tk |yo

0, ...,y
o
k−1)∫

p(yo
k |χ) p(χ, tk |yo

0, ...,y
o
k−1) dχ

(2b)

Equations for governing the moments, modes, etc of the PDF can be obtained
from Eqs. 2a-b. When data are assumed to be continuous in time, Eqs. 2a-b are
replaced by the Kushner equation if PDFs are retained or by the Zakai equation if a
non-normalized form is employed Both explicitly depend on data value increments.

Approximations of these equations were solved using the Error Subspace Statis-
tical Estimation (ESSE, [2]) for the estimation of uncertainties associated to LCSs
in Monterey Bay. The Harvard Ocean Prediction System (HOPS) and ESSE
provide ocean modeling, data assimilation and uncertainty estimates for the flow
fields. These estimates are input to MANGEN [5, 3, 4] to generate the correspond-
ing uncertainties attached to the LCSs in the region. The HOPS-ESSE-MANGEN
combination leads to a useful nonlinear scheme for the estimation of oceanic LCSs
and their uncertainties via multivariate data assimilation.

The transfer of uncertainties from ensembles of ocean fields to ensembles of
coherent structures is studied for three specific regimes in the Monterey Bay area:
two upwelling events and one relaxation event. It is shown that such estimates
can discriminate the least robust LCS and identify highly certain structures. The
Lagrangian uncertainty varies strongly from one regime to the other. However,
numerical studies reveal that the more intense DLE ridges are usually more certain.

Future work includes the investigation of higher momenta of the LCS distri-
bution as well as a larger range of oceanographic regime. In addition, LCS and
uncertainties in coupled acoustic and biological systems are of major interest for
practical applications.
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to a great workshop. We are grateful to S.C. Shadden, J.E. Marsden and N.E.
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their continuous support.
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Plane Kolmogorov flows and bifurcation without parameters

Stefan Liebscher

(joint work with Andrei Afendikov and Bernold Fiedler)

We are interested in the Kolmogorov problem of a viscous incompressible fluid
flow under external forcing

(1)
∂tu = ∆u− (u · ∇)u−∇p + G ·

(
f(x2)

0

)

0 = ∇ · u
in a plane canal with periodic boundary conditions

(2) {(x1, x2) | x1 ∈ R, x2 ∈ R/2πZ}, u(t, x1, x2) = u(t, x1, x2 + 2π).

The forcing originally suggested by Kolmogorov is f(x2) = sinx2. We consider
generalized odd forcing functions with zero mean value.

The primary stationary x1-independent profile

(3) u∗(x1, x2) =
(
U(x2)

0

)
, p∗(x1, x2) ≡ constant,

given by

(4) U ′′(x2) +Gf(x2) = 0, 〈U〉 := 1
2π

∫
U(x2) dx2 = 0,

becomes unstable for increasing Grashof number G. However, this instability is
caused by long-wavelength perturbations. Thus, prior approaches by Meshalkin,
Sinai, and Iudovich [1, 2] imposing an artificial periodicity in the originally un-
bounded x1-direction are not suited to describe the fluid profiles near the critical
instability.

Our approach utilizes Kirchgässner reduction to obtain a spatial dynamical
system on a 6-dimensional center manifold, see for example [3]. The dynamics
is generated by translations of stationary profiles in the unbounded spatial x1-
direction. Although the elliptic stationary problem (1) yields an ill-posed initial-
value problem with respect to cross-sectional profiles evolving in x1-direction, we
still obtain a flow on a manifold tangential to the critical eigenspace of the primary
profile u∗ at G = G0. This reduced system inherits the three conserved quantities
of (1)

(5) J =
(
〈u1〉, 〈u2

1 + p〉, 〈u1u2 − ∂x1
u2〉

)

and a 3-parameter family of equilibria given by the stationary x1-homogeneous
profiles of (1):

(6) u∗,β(x1, x2) =
(β1+Uβ2

(x2)
β2

)
, p∗,β(x1, x2) ≡ β3,

with

(7) U ′′
β2

(x2) − β2U
′
β2

(x2) +Gf(x2) = 0, 〈Uβ2
〉 = 0.

In the critical level set J = (0, 0, 0), a line of equilibria remains. This line of
equilibria is neither induced by symmetries, nor by first integrals. The failure of
normal hyperbolicity of the line of equilibria gives rise to “bifurcation without
parameters” as introduced in [4, 5, 6]
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Fixing G ' G0, the rescaled reduced spatial-dynamics system reads

(8)
...
y + ẏ − 3y2ẏ = ayÿ + bẏ2 + small terms.

Here, the coordinates (ÿ, ẏ, y) correspond to variations of the cross sectional profile
U(·) of the primary solution (3). The line of equilibria is given by {ẏ = ÿ = 0}.

There are two additional “time”-reversibilities of (8),

(9)
S1 : (ÿ, ẏ, y) 7→ (−ÿ, ẏ,−y),
S2 : (ÿ, ẏ, y) 7→ (ÿ,−ẏ, y), (a = b = 0 only),

inherited from the symmetries

(10)
S1 : x1 7→ −x1, x2 7→ −x2,
S2 : x1 7→ −x1, x2 7→ x2 + π

of (1). The original Kolmogorov forcing, f(x2) = sinx2, satisfies both symmetries,
whereas generalizations, e.g. f(x2) = sinx2 + ε sin 2x2, may break in particular
the second symmetry S2 with 2-dimensional fixed-point space. We will discuss
the generalized problem (with symmetry S1 only) as a small symmetry-breaking
perturbation of the original Kolmogorov case (with both symmetries).

Let us start with the fully symmetric case, a = b = 0. Truncation of higher-
order terms of (8) yields

(11)
...
y + ẏ − 3y2ẏ = 0.

Integrating (11) once, we obtain the integrable Hamiltonian system

(12) ÿ + y − y3 = Θ

with energy

(13) H = 1
2 ẏ

2 − 1
4y

4 + 1
2y

2 − Θy = −ÿy + 1
2 ẏ

2 + 3
4y

4 − 1
2y

2

on any fiber of constant Θ.
The set of all nontrivial bounded trajectories, i.e. the trajectories corresponding

to inhomogeneous stationary bounded profiles of the fluid flow, is given by a bubble
of periodic orbits around the centers {|y| <

√
3/3, ẏ = 0, ÿ = 0}. Its boundary is

provided by the line of equilibria and the homoclinic orbits to the saddles {
√

3/3 <
|y| < 1, ẏ = 0, ÿ = 0}. The two sets of homoclinic orbits meet at the pair of
heteroclinics to the saddles y = ±1 in the fiber Θ = 0. This periodic bubble
persists under small perturbations respecting both reversibilities S1, S2. The main
reason is the intersection of all periodic orbits with the 2-dimensional fixed-point
plane {ẏ = 0} of the reversibility S2.

We continue with the generalized case of only one reversibility S1, with one-
dimensional fix space given by the ẏ-axis. However, we restrict the problem to a
small symmetry breaking perturbation of the fully symmetric case, e.g. by a small
perturbation of the original Kolmogorov forcing,

(14)
...
y + ẏ − 3y2ẏ = εayÿ + εbẏ2 + small terms, 0 < ε≪ 1.

Higher-order terms have only to respect the reversibility S1, in general.
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We switch to coordinates Θ, H, y instead of ÿ, ẏ, y and obtain

(15)
Θ̇ = ε

(
a(Θ−y+y3)y + 2b(H− 1

2y
2+ 1

4y
4+Θy)

)
+ small terms,

Ḣ = −yΘ̇.

For small ε, the variables Θ and H change slowly, of order O(ε), whereas the
variable y evolves at a time scale O(1). In fact, the y-ẏ+ halfplane defines a
Poincaré section to all periodic orbits of (11). The corresponding Poincaré return
map of the perturbed system (14) can be interpreted as some first-order time
discretization, with time step ε, of the averaged vector field

(16) Θ̇ = ε

∮
aÿy + bẏ2 dτ, Ḣ = ε

∮
−aÿy2 − bẏ2y dτ.

At the boundary of the periodic bubble, the averaging procedure amounts to a
Melnikov calculation: the integrals can be expressed in terms of elliptic integrals
and prove transversality of the splitting of the homoclinic boundary. Discussion
of further transverse intersections of center-stable and center-unstable manifolds
of the saddle equilibria and the influence of the remaining small terms yields a
description of the set of bounded solutions.

In particular, we find a complicated set of saddle-saddle connections that corre-
spond to multi-bump profiles in the fluid-flow problem. Additionally, there exists
a continuum of focus-focus and saddle-focus heteroclinic orbits corresponding to
stationary profiles with oscillatory tails.

Several important problems are still open in this context. The stability of the
profiles with respect to the p.d.e. problem (1) is not understood yet. Only small
symmetry-breaking perturbations have been investigated so far. Large perturba-
tions cannot be discussed by the averaging approach used here, since the periodic
bubble will not cover all bounded solutions anymore.
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On Three Posters

Jerrold E. Marsden

This talk gave a survey of three of the posters and a few other things. The first
poster by Shawn Shadden concerned LCS or Lagrangian Coherent Structures, a
notion that, while it has a complex history, is largely due to George Haller (see
also Haller’s extended abstract). The talk showed some movies that demonstrate
some of the key properties of LCS, namely that it divides even unsteady flows
into regions in which particles of fluid have different fates, such as recirculation
zones in airfoils and in oceanic flows, such as in Monterey Bay. The idea of the
computations is to use software like Mangen (see [8]) to compute FTLE (finite
time Liapunov exponents), which is a time dependent field that gives the maxi-
mum expansion rate of nearby particles. Ridges in this field are the LCS. Some
discussion of the theory that gives a precise estimate on the flux across LCS (and
hence the extent to which LCS are transported as curves, by the flow) were given;
the theory is given in [13]. Additional applications to pollution release in Florida
(see [9] as well as the swimming of Jellyfish (see [12]) were given as well.

The general relation of this work to the computation of AIS (Almost Invariant
Sets) was also mentioned—roughly, the LCS are boundaries of the AIS. See [3]
and [10].

The second poster discussed was that of Eva Kanso on the swimming of an
articulated body (a fish) in a perfect fluid (see [5]). There are two main issues
here; first of all, the issue of whether or not a fish can swim at all in potential flow—
movies were shown demonstrating that it can and can do so fairly efficiently. This
already is an interesting achievement, because many previous attempts at this
problem (mainly by Montgomery, Kelly and Radford) used either approximate
models or perturbation techniques that limited the analysis to relatively small
shape changes. Here the method is to use a combination of geometric mechanics
(to separate the equations into the shape dynamics and the locomotion dynamics)
and direct numerical simulation, without making any analytical approximations.
The second thing discussed is the use of DMOC (discrete mechanics and optimal
control) from [7] to find optimal swimming gaits. This was done in [4]. This is
interesting in part, because nature presumably optimizes shape changes to give
the best locomotion—of course in reality it may be a multiobjective optimization
problem.

The third poster (based on [6]) discusses the phenomenon of dissipation induced
instabilities and in particular the example of the baroclinic instability in atmo-
spheric and ocean dynamics using a specific two-layer quasigeostrophic β-plane
PDE model that was introduced by Phillips in 1951. It was suspected, based on
formal eigenvalue arguments (see [11] and [2]) that this system had its origin of
instability in a dissipative mechanism, but this had not been proven rigorously
before.

The notion of dissipation induced instabilities is well-known in the finite dimen-
sional case, going back to Thomson and Tait over a century ago and studied by
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many people since then, including Chetayev and Merkin, although the name was
coined only recently (see [1]). However, the extension to the infinite dimensional
case is much more subtle and this is the main point of the poster. Besides detailed
analytical estimates for the PDE’s involved, the tools that were useful in carrying
this out for the baroclinic instability include Arnold’s nonlinear stability method
as well as the work of Yudovich on the linearized stability instability problem (see
also the extended abstract of Friedlander and Shvydkoy).
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Isotropic LANS-α Equations for Anisotropic Turbulent Flow
Simulations

Kamran Mohseni

Turbulent flows play an important role in many areas of atmospheric and oceanic
flows as well as engineering fluid mechanics. Accurate simulation of a turbu-
lent flow requires that the energetics of the large scale energy containing eddies,
dissipative small scales, and inter-scale interactions to be accounted for. While
the direct numerical simulation (DNS) of most geophysical flows seems unlikely
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in near future, turbulence modeling could provide qualitative and in some cases
quantitative measures for many applications. Large Eddy Simulations (LES) and
the Reynolds Averaged Navier-Stokes Equations (RANS) are among the numeri-
cal techniques to reduce the computational intensity of turbulent calculations. In
LES, the dynamics of the large turbulence length scales are simulated accurately
and the small scales are modeled. On the other hand, RANS models are obtained
by time averaging the Navier-Stokes equations. In this case most of the unsteadi-
ness is averaged out. Consequently, the time mean quantities are calculated while
the faster scale dynamics are modeled.

More recently, Holm, Marsden and their coworkers [4] introduced a Lagrangian
averaging technique for the mean motion of ideal incompressible flows. Unlike the
traditional averaging or filtering approach used for both RANS and LES, where the
Navier-Stokes equations are averaged or spatially filtered, the Lagrangian averag-
ing approach is based on averaging at the level of the variational principle. In the
isotropic Lagrangian Averaged Euler-α (LAE-α) equations, fluctuations smaller
than a specified scale α are averaged at the level of the flow maps. Mean fluid
dynamics are derived by applying an averaging procedure to the action principle
of the Euler equations. Both the Euler and the Navier-Stokes equations can be
derived in this manner. The usual Reynolds Averaged Navier-Stokes (RANS) or
LES equations are then obtained through the subsequent application of either a
temporal or spatial average. The critical difference with the Lagrangian averag-
ing procedure is that the Lagrangian (kinetic energy minus potential energy) is
averaged prior to the application of Hamilton principle and a closure assumption
is applied at this stage. This procedure results in either the Lagrangian averaged
Euler Equations (LAE-α) or the Lagrangian averaged Navier-Stokes Equations
(LANS-α), depending on whether or not a random walk component is added in
order to produce a true molecular diffusion term. Since the Hamilton principle is
applied after the Lagrangian averaging is performed, all the geometrical properties
(e.g., invariants) of the inviscid dynamics are retained even in the presence of the
model terms which arise from the closure assumption [4]. For instance, LAE equa-
tions posses a Kelvin circulation theorem. Thus it is potentially possible to model
the transfer of energy to the unresolved scales without an incorrect attenuation of
quantities such as resolved circulation. This is an important distinction for many
engineering and geophysical flows where the accurate prediction of circulation is
highly desirable.

However, most geophysical flows of interest are often anisotropic. For example,
due to rapid damping of turbulent fluctuations in the vicinity of a wall, the appli-
cation of the isotropic LANS-α equations with a constant α is not appropriate for
long term calculations. In order to capture the correct behavior in such systems
the parameter α must be spatially or/and temporally varied in the direction of
anisotropy [2], i.e., wall normal direction. There has been some attempt (with lim-
ited success) in order to remedy this problem. There are at least two approaches
to anisotropy in the LANS-α equations:
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(i) To derive a set of anisotropic LANS-α equations. See alternative deriva-
tions in [3, 5].

(ii) Use the isotropic LANS-α equations, but with a variable α to compensate
for the anisotropy.

At this point much more work must be done on the anisotropic LANS-α equations
before they can be applied to practical problems. The second approach listed
above is what will be explored in this study.

In this talk a dynamic procedure for the Lagrangian Averaged Navier-Stokes-α
(LANS-α) equations is developed where the variation in the parameter α in the
direction of anisotropy is determined in a self-consistent way from data contained in
the simulation itself. The dynamic model is initially tested in forced and decaying
isotropic turbulent flows where α is constant in space but it is allowed to vary
in time. In order to evaluate the applicability of the dynamic LANS-α model in
anisotropic turbulence, a priori test of the dynamic LANS-α in channel flows is
performed at various Taylor Reynolds numbers between 180 and 550 based on the
wall friction velocity to find the variation of α in the wall-normal direction. It
is found that in the wall region the parameter α rapidly increases away from the
wall and saturates to an almost constant value in the outer region. An appropriate
scaling for α is also identified. As a result, the isotropic LANS-α equations can
now be easily used in anisotropic wall bounded flows with a universally damped
α. Current numerical experiments exhibit a promising application of the isotropic
LANS-α model for anisotropic flows in complex geometries. For more references
and details see Zhao and Mohseni [7, 6] and Bhat et.al., [1].
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Dynamical systems models of the atmosphere

Paul K. Newton, University of Southern California

We examine a simplified model of the atmosphere based on the two-dimensional
spherical shell model for incompressible, inviscid fluids. We discretize the vorticity
form of the Euler equations on the unit sphere using a collection of N point vortices
[4]. First we describe a one-way coupled model for rotation [7] in which the point
vortices are advected by the solid-body velocity field, but the solid-body field is
not affected by the point vortices. The dynamical system is given by [7]

(1) ẋα =
1

4π

N∑

β=1;β 6=α

Γβ
xβ × xα

(1 − xα · xβ)
+ Ωêz × xα

for α = 1, ..., N and xα ∈ R3, ‖xα‖ = 1. Here, Ω is the solid-body rotational
frequency around the north pole êz.

The center of vorticity vector J (also known as the momentum map) defined as

(2) J =
N∑

α=1

Γαxα =

(
N∑

α=1

Γαxα,
N∑

α=1

Γαyα,
N∑

α=1

Γαzα

)
= (Jx, Jy, Jz)

plays a central role in our discussion. We can consider its evolution equation by
multiplying (1) by Γα and summing over α

N∑

α=1

Γαẋα =
∑N

α=1

∑N
β=16=α ΓαΓβ

xβ×xα

(1−xα·xβ) +
∑N

α=1 Ωêz × Γαxα(3)

= Ωêz ×∑N
α=1Γαxα.

J then satisfies

(4) J̇ = Ωêz × J,

whose solution is given by

(5) J(t) = MΩJ(0)

where MΩ is the solid-body rotation matrix

MΩ =




cosΩt − sinΩt 0
sinΩt cosΩt 0

0 0 1


 .(6)

From this, we conclude that the length of J is constant since

(7) ‖J‖2 =< J,J >=< MΩJ(0),MΩJ(0) >=< MT
ΩMΩJ(0),J(0) >= ‖J(0)‖2.

The components satisfy

J2
x + J2

y = C1 = const.(8)

Jz = C2 = const.(9)

Our first result based on (1) is
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Theorem 1: Solutions on the rotating sphere, xα(t), are mapped to solutions on
the non-rotating aligned sphere, zα(t) via the unitary operator

LJ
Ω(t) ≡ MΩ(t)Mz

−1My
−1, i.e.

xα(t) = LJ
Ω(t)zα(t)

Mz =




cos γz − sinγz 0
sin γz cos γz 0

0 0 1





My =




cos γy 0 sin γy

0 1 0
− sinγy 0 cos γy





Here, the angles γy and γz are the angles between the J vector and the xz and xy
planes, respectively and the dynamical trajectory zα(t) evolves on the non-rotating
sphere in which the J vector is aligned with the north pole. See [7] for details.
From this, along with results from [3] and the properties of LJ

Ω(t) which yield:

‖xα − xβ‖2 =< xα − xβ ,xα − xβ >

= 2(1− < xα,xβ >)

= 2(1− < MΩ(t)M−1
z M−1

y zα,MΩ(t)M−1
z M−1

y zβ >)

= 2(1− < MyMzMΩ(t)−1MΩ(t)M−1
z M−1

y zα, zβ >)

= 2(1− < zα, zβ >) = ‖zα − zβ‖2

it follows that:
Corollary: The 3-vortex problem on the rotating sphere is integrable for all vortex
strengths. The 4-vortex problem is integrable if J = 0.

We then discuss a new set of dipole coordinates on the sphere [8] which can be
viewed as normal coordinates for a system of N interacting dipoles. The coordi-
nates are based on the centers of vorticity and centroids of each of the interacting
dipoles. In these coordinates, the system can be viewed as a billiard system on
the sphere, where the leading term governing the motion of each dipole is geodesic
flow, but there are long range interactions which couple the dipoles with each
other. Properties of this new coordinate system along with some canonical dipole
scattering events are described, as are rings of point vortices and Platonic solid
configurations [1] on the rotating sphere.

Towards the end of the talk, we compare some of the evolutions in the one-way
coupled model with corresponding ones in a fully coupled two-way model [5] in
which the background vorticity is discretized into strips, with constant vorticity
in each strip constructed so that initially the strips give rise to solid-body rota-
tion. The fully coupled system is an infinite dimensional dynamical system as the
contours between adjoining strips must be discretized and their evolution must be
tracked along with the point vortices. In this fully coupled system, we show that
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the J vector is no longer conserved and the orientation tends to drift towards the
north pole.

We finish with a discussion of the Anarctic polar vortex splitting event of Sep-
tember 2002 in which the polar vortex in the Southern hemisphere underwent a
topological bifurcation from a center to a figure eight pattern (i.e elliptic point to
hyperbolic point). Non-integrable models of this event and the resulting particle
transport and mixing on the full sphere are described in a poster of S. Ross [6].
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Model reduction via degenerate variational asymptotics:
convergence and long-time behavior

Marcel Oliver

(joint work with Georg Gottwald)

1. Introduction

We study a new method for constructing reduced models for the slow motion of
multi-scale mechanical and fluid-dynamical systems with gyroscopic or magnetic
terms in the limit of vanishing inertia. In the context of geophysical fluid mechan-
ics, this limit corresponds to the well-studied semigeostrophic scaling limit where
Rossby number and Burger number tend to zero at the same rate.

The main advantage of going the variational route is the persistence of proper
analogs of the parent conserved quantities under model reduction. In the geophys-
ical context, the important conserved quantities are energy and potential vorticity,
and we derive reduced equations of motion that can be cast in terms of potential
vorticity advection and non-standard potential vorticity inversion.

The main difference to earlier work on variational asymptotics, particularly
that of Salmon [5, 6] is that, as a first step, we perform a near-identity change of
coordinates, which is expanded jointly with the Lagrangian of the system. Model
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reduction is achieved by imposing that the transformation must be such that the
expanded Lagrangian, when truncated to the desired formal order of accuracy,
becomes affine, i.e. linear in the velocities. By allowing very general near-identity
changes of coordinates, we introduce degrees of freedom into the construction
which turn out to be crucial for maintaining well-posedness and regularity of the
“slow” equation in the PDE context.

We apply this method in two cases. As an illustration, we use a finite dimen-
sional toy model for which we can rigorously prove that solutions to the reduced
system will converge to solutions to the parent equations if the latter are initialized
with “balanced” data. For the rotating shallow water equations, we demonstrate
that the variational method yields, to first order, a new model which possesses a
third order PV inversion law—the potential vorticity is advected by a velocity field
which is smoother than the velocity field for any of the standard nearly geostrophic
models (Hoskins’ semigeostrophy or Salmon’s L1 dynamics).

2. Illustration of the method

We begin by considering a toy situation, namely the equations for an anhar-
monic oscillator in the plane with an external magnetic field. We keep the charge
of the particle fixed while letting the mass go to zero. This limit is analogous of the
semigeostrophic limit for shallow water which we discuss later. The Lagrangian
for this system is

(1) Lε =
ε

2
|q̇ε|2 −

1

2
q̇T
ε Jqε − V (qε)

where q : R → R2 and

(2) J =

(
0 −1
1 0

)
;

The corresponding equations of motion are

(3) ε q̈ε − Jq̇ε + ∇V (qε) = 0 .

Step 1: Near identity transformation. Starting from the full Lagrangian,
where we denote physical coordinates by qε and new coordinates by q, we introduce
a near-identity change of coordinates between them via

(4) qε = q + ε q′ + 1
2 ε

2 q′′ + . . . .

Note that neither qε nor q are assumed to be the solutions of any equation at this
point; they are simply the arguments of the Lagrangian as a functional on the full
configuration space. As such, we can choose the coefficients q′, q′′, etc. freely.

This transformation is plugged into the Lagrangian, which we then expand in
powers of ε. For our toy model, we obtain

(5) Lε = L0 + εL1 + 1
2 ε

2 L2 + . . . ,

with

(6) L0 = −V (q) − 1
2 q̇

TJq , and L1 = 1
2 |q̇|2 −∇V (q) · q′ − q̇TJq′ .
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Step 2: Degeneracy condition. We now choose q′, q′′, etc. such that the n-th
order Lagrangian is affine, i.e. linear in the velocities:

(7) Ln = Fn(q) · q̇ + Vn(q)

For our model problem, this can be achieved by choosing

(8) q′ = − 1
2 Jq̇ + f(q)

where, in particular, we take the one-parameter family of transformations

(9) q′ = − 1
2 Jq̇ + µ∇V (q) .

The resulting slow equations of motion are easily derived, and take the form

(10)
[
1 + ε (1

2 + µ)∆V
]
Jq̇ = ∇V + 2εµ∇∇V ∇V .

Step 3: Dirac constraint. The Dirac constraint which defines the slow manifold
in the full phase space of the parent dynamics is then given by

(11) pn =
∂Ln

∂q̇
= Fn(q) .

In [1, 2], we prove the following convergence result.
Theorem. Let q solve the reduced equation including terms of order n− 1,

(12) q̇ = F (q)

Let qε solve the full nonlinear parent dynamics with q̇ε(0) = F (qε(0)). Then

(13) ‖q(t) − qε(t)‖ ≤ c εn

for t = O(1). Moreover,

(14) ‖q(t) − qε(t)‖ ≤ c εn−k

for t = O(ε−k).

3. Variational asymptotics for shallow water

The same formal procedure applies to Hamiltonian PDEs with magnetic or
gyroscopic terms. A detailed discussion in the context of the rotating shallow
water equations is given in [7]. The important difference with respect to the finite
dimensional setting is that well-posedness and regularity of the reduced models
now crucially depend on the choice of the free parameter λ, and on similar free
parameters when computing higher orders of the expansion.

For example, at first order for the semigeostrophically scaled shallow water
equations, we obtain a one-parameter family of models that includes Salmon’s L1

and LSG equations, where the latter model is ill posed, as well as a new equation
which reads

(15)
[
1 − 1

2 ε (h∆ + 2 ∇h·∇)
]
u = ∇

⊥h ,
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where u denotes the fluid velocity and h the fluid height function in non-standard
coordinates, and the evolution is determined by advection of the potential vorticity
q = (1 + 1

2 ε∆h)/h, or

(16) (q − 1
2 ε∆)h = 1 .

The remarkable consequence is that, for this model, potential vorticity inversion
“gains” three derivatives, the maximum possible for first order models of this
type. This case resembles the regularity type of the two dimensional Lagrangian
averaged Euler equations [4, 3]. Although these equations are, in principle, equally
difficult to solve as the L1 equations, we expect that the built-in non-dissipative
smoothing will make the new model numerically much better behaved.
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Lie-Poisson structure for the α-Euler equations

Tudor S. Ratiu

(joint work with François Gay-Balmaz)

The role of Hamiltonian structures for evolutionary conservative equations in
mathematical physics is well established. In the finite dimensional case classi-
cal symplectic and Poisson geometry and their Lagrangian counterparts form the
framework in which the dynamics is formulated. When dealing with infinite dimen-
sional systems one is confronted with serious technical and conceptual difficulties:
the formulation uses a weak symplectic form, or the time evolution is not smooth
in the function spaces that are natural to the problem. If the system is linear, this
corresponds to the fact that the right hand side of the evolutionary equation is
given by an unbounded operator. There is very little general theory dealing with
the natural questions that arise when working with Hamiltonian PDEs. The first
systematic attempt at such a devleopment can be found in [6] and more recently,
motivated by questions regarding coherent states quantization, in [12].

Arnold [2] has given a formal Hamiltonian formulation of the Euler equations
for an incompressible homogeneous perfect fluid (see also [3], [4], [9]). Ebin and
Marsden [7] have shown that, in appropriate Sobolev spaces, the Euler equations
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are the spatial representation of a L2 geodesic spray whose dynamics is that of such
a fluid in material representation. This geodesic spray is smooth. Vasyklevych
and Marsden [16] have given a Hamiltonian formulation of the Euler equations
by carefully analyzing the function spaces on which Poisson brackets are defined
and carrying out a non-smooth Lie-Poisson reduction. It is remarkable that the
passage from the previous analytically rigorous Lagrangian formulation to this
Hamiltonian picture is nontrivial, mainly due to the fact that the flow is not C1

from the Sobolev space of the initial conditions to itself.
In this talk it will be shown that the program outlined in [16] holds for the α-

Euler equation (see [8]). It has been proved in [11], [13], [14] that these equations,
either on boundaryless manifolds or with Dirichlet boundary conditions, are the
spatial representation of a smooth geodesic spray of a H1-like weak Riemannian
metric on appropriate diffeomorphism groups. These equations are related to the
Camassa-Holm equation (see [5]) for which this program can also be carried out.

LetM be a smooth compact oriented Riemannian manifold with smooth bound-
ary ∂M . Let s > 1

2 dimM + 1 and Ds be the group of Sobolev class Hs diffeo-
morphisms on M . We study three boundary conditions:

• the Dirichlet diffeomorphism group: Ds
D := {η ∈ Ds | η|∂M = id∂M}

• the Navier diffeomorphism group: Ds
N := {η ∈ Ds | (Tη|∂M ◦ n)tan = 0 on

∂M}, where (·)tan is the tangential part to the boundary of a vector in TM |∂M .
• the mixed diffeomorphism group: Ds

mix := {η ∈ Ds | η leaves Γi invariant,
η|Γ1

= id|Γ1
, (Tη|Γ2

◦ n)tan = 0 on Γ2}, where Γ1 and Γ2 are two disjoint subsets

of ∂M such that ∂M = Γ1 ∪ Γ2 and Γ1 = ∂M \ Γ2; furthermore, we assume that
for all m ∈ Γi we can find a local chart U of M at m such that U ∩ ∂M ⊂ Γi.

Ds
D,Ds

N and Ds
mix are smooth Hilbert submanifolds and subgroups of Ds. The

tangent spaces at e are

Vs
D := TidM

Ds
D = {u ∈ X

s
|| | u|∂M = 0},

Vs
N := TidM

Ds
N = {u ∈ X

s
|| | (∇nu|∂M )tan + Sn(u) = 0 on ∂M},

Vs
mix = TidM

Ds
mix = {u ∈ X

s
|| | (∇nu|Γ1

)tan + Sn(u) = 0 on Γ1, u|Γ2
= 0},

where Sn : T∂M → T∂M is the Weingarten map Sn(u) := −∇un.
Denote by Ds

µ the topological subgroup of Ds formed by volume preserving
diffeomorphisms, where µ is the Riemannian volume form on M . Ds

µ is a smooth
Hilbert submanifold of Ds. Ds

µ,D,Ds
µ,N , Ds

µ,mix are the corresponding diffeomor-
phism groups with the volume-preserving constraint imposed. They are smooth
Hilbert submanifolds and topological subgroups of Ds

µ and Ds. Their tangent
spaces at the identity are Vs

µ,D,Vs
µ,N ,Vs

µ,mix, which correspond to the previous
spaces with the divergence zero condition imposed. We shall work first with the
Dirichlet diffeomorphism group and address the other two later.

In what follows we shall use the following notations: Def(u) := ∇u+(∇u)t

2 is
the deformation tensor, (∇u)t is the transpose of the (1, 1)-tensor ∇u relative to
the metric g, g is the inner product on (1, 1)-tensors (in coordinates, if R,S are
(1, 1)-tensors then g(R,S) = gikg

jℓRi
jS

k
ℓ = Tr(Rt · S)), ♭ : X → Ω1 is defined by
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u♭ := g(u, ·) forall u ∈ X, ♯ := ♭−1 : Ω1 → X, R(u, v) := ∇u∇v − ∇v∇u − ∇[u,v]

is the curvature operator, Ricci(u, v) := Tr(w 7−→ R(w, u)v) is the Ricci tensor,
Ric : X → X: g(Ric(u), v) := Ricci(u, v) is the Ricci operator, δ is the codifferntial
associated to g, ∆u = −[(dδ + δd)u♭]♯ is the Hodge Laplacian on vector fields,
∆r := ∆ + 2 Ric is the Ricci Laplacian, and L := ∆r + graddiv.

For an arbitrary constant α > 0, introduce , on X
C1

the inner product

〈u, v〉1 :=

∫

M

(
g(x)(u(x), v(x)) + 2α2g(x)(Def(u)(x),Def(v)(x))

)
µ(x),

for all u, v ∈ X
1. A right invariant weak Riemannian metric on Ds

µ,mix is defined

by G1(η)(uη, vη) := 〈uη ◦ η−1, vη ◦ η−1〉1 for uη, vη ∈ TηDs
µ,mix

The analysis begins with the following well-known result. Let η(t) ∈ Ds
µ,D be

a curve in Ds
µ,D and let u(t) := TRη(t)−1(η̇(t)) = η̇(t) ◦ η(t)−1 ∈ Vs

µ,D. Then the
following properties are equivalent :
(1) η(t) is a geodesic of (Ds

µ,D,G1)

(2) u(t) is a solution of the α-Euler equations

(1 − α2∆r)∂tu(t) + ∇u(t)[(1 − α2∆r)u(t)] − α2∇u(t)t · ∆ru(t) = − gradp(t)

(3) u(t) is a solution of ∂tu(t) + Pe

(
∇u(t)u(t) + Fα(u(t))

)
= 0, where Fα :=

Uα + Rα : Vs
µ,D −→ Vs

D, for Uα(u) := (1 − α2L)−1α2 Div(∇u · ∇ut + ∇u · ∇u −
∇ut · ∇u),Rα(u) := (1 − α2L)−1α2

(
Tr
(
∇·(R(·, u)u) + R(·, u)∇·u+ R(u,∇·u) ·

)

− (∇u Ric)u−∇ut · Ric(u)
)

The geodesic spray S1(uη) = TP
(
S ◦ uη − Veruη

(Fα
(uη))

)
of (Ds

µ,D,G1) is

C∞, where Fα
(uη) := Fα(uη ◦ η−1) ◦ η, S is the geodesic spray of (M, g), and

Veruη
(vη) ∈ Tuη

(TDs
µ,D) is the vertical lift of vη ∈ TηDs

µ,D at uη ∈ TηDs
µ,D.

With this background we turn to the Hamiltonian formulation of the α-Euler
equations. If F : TDs

µ,D → R of class C1, define the horizontal derivative
∂F
∂η : TDs

µ,D → T ∗Ds
µ,D of F by

〈
∂F

∂η
(uη), vη

〉
:=

d

dt

∣∣∣∣
t=0

F (γ(t)),

where 〈 , 〉 is the duality paring and γ(t) ⊂ TDs
µ,D is a smooth path defined in

a neighborhood of zero, with base point denoted by η(t) ⊂ Ds
µ,D, satisfying the

following conditions: γ(0) = uη, η̇(0) = vη, and γ is parallel, that is, its covariant
derivative of the G1 Levi-Civita connection vanishes.

The vertical derivative ∂F
∂u

: TDs
µ,D → T ∗Ds

µ,D is the fiber derivative:

〈
∂F

∂u
(uη), vη

〉
:=

d

dt

∣∣∣∣
t=0

F (uη + tvη).
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These derivatives induce horizontal and vertical functional derivatives
δF
δη
, δF

δu
: TDs

µ,D → TDs
µ,D relative to the weak Riemannian metric G1 by

G1(η)

(
δF

δη
(uη), vη

)
=

〈
∂F

∂η
(uη), vη

〉
, G1(η)

(
δF

δu
(uη), vη

)
=

〈
∂F

∂u
(uη), vη

〉

for any uη, vη ∈ TDs
µ,D. Since G1 is weak, the existence of the functional derivatives

is not guaranteed but if they exist, they are unique.
For k ≥ 1 and r, t > 1

2 dimM + 1 define :

Ck
r (TDt

µ,D) :=

{
F ∈ Ck(TDt

µ,D)
∣∣∣∃ δF
δη
,
δF

δu
: TDt

µ,D −→ TDr
µ,D

}
.

The Poisson bracket of F,G ∈ Ck
r (TDt

µ,D) is defined by

{F,G}1(uη) = G1(η)

(
δF

δη
(uη),

δG

δu
(uη)

)
− G1(η)

(
δF

δu
(uη),

δG

δη
(uη)

)
.

As in the case of Euler equation we have the following result. Define πR :
TDs

µ,D −→ Vs
µ,D by πR(uη) := uη ◦ η−1. Let Ft be the flow of the smooth ge-

odesic spray S1 of the G1-metric and F̃t := πR ◦ Ft. Then F̃t is the flow of the

α-Euler equation and πR ◦ Ft = F̃t ◦ πR. We need more precise function spaces
to describe the Poisson brackets.
(1) For k, t ≥ 1 and r ≥ s > 1

2 dimM + 1 define:

Ck
r,t(Vs

µ,D) := {f ∈ Ck(Vs
µ,D)|∃ δf : Vr

µ,D −→ Vt
µ,D}, Ck

t (Vs
µ,D) := Ck

s,t(Vs
µ,D),

where δf is the functional derivative of f with respect to 〈 , 〉1:
〈δf(u), v〉1 = Df(u)(v), ∀u, v ∈ Vr

µ,D.

(2) For k ≥ 0, r ≥ s > 1
2 dimM + 1, and t ≥ 1 define:

Kk
r,t(Vs

µ,D) := {f ∈ Ck+1
r,t (Vs

µ,D)|δf ∈ Ck(Vr
µ,D,Vt

µ,D)}, Kk(Vs
µ,D) := Kk

s,s(Vs
µ,D).

(3) Let k ≥ 1, r ≥ s > 1
2 dimM + 1, and t > 1

2 dimM + 1. The Poisson bracket

on Ck
r,t(Vs

µ,D) is defined by: {f, g}1
+(u) := 〈u, [δg(u), δf(u)]〉1, for all u ∈ Vr

µ,D.

For s, t > 1
2 dimM + 1, r ≥ s, and k ≥ 1 the following hold:

(1) { , }1
+ is R-bilinear and anti-symmetric on Ck

r,t(Vs
µ,D) × Ck

r,t(Vs
µ,D).

(2) { , }1
+ is a derivation in each factor:

{fg, h}1
+ = {f, h}1

+g + f{g, h}1
+, ∀ f, g, h ∈ Ck

r,t(Vs
µ,D).

(3) If s > 1
2 dimM + 2, { , }1

+satisfies the Jacobi identity, that is, for all f, g, h ∈
Kk(Vs

µ,D) and u ∈ Vs+1
µ,D we have:

{f, {g, h}1
+}1

+(u) + {g, {h, f}1
+}1

+(u) + {h, {f, g}1
+}1

+(u) = 0.

To show that πR, Ft, F̃t are Poisson maps one needs to show that the vertical and
horizontal functional derivatives exist. For f ∈ Ck(Vs

µ,D) denote fR := f ◦ πR ∈
Ck(TDs+k

µ,D ). Let k ≥ 1 and r > 1
2 dimM + 1 such that s+ k ≥ r. If f ∈ Ck

r (Vs
µ,D)



Dynamical System Methods in Fluid Dynamics 1965

then one shows that the vertical functional derivative of fR with respect to G1

exists. Similarly, one shows that if k ≥ 1 and r > 1
2 dimM +2 such that s+k ≥ r,

f ∈ Ck
r (Vs

µ,D), then the horizontal functional derivative of fR with respect to G1

exists. Then one proves the following results:
(1) Let k ≥ 1 and r > 1

2 dimM + 2 such that s + k ≥ r. Let f ∈ Ck
r (Vs

µ,D).

Then fR := f ◦ πR is in Ck
r (TDs+k

µ,D ).

(2) πR is a Poisson map: k ≥ 1, r > 1
2 dimM + 2 such that s+ k ≥ r.

{f ◦ πR, g ◦ πR}1(uη) =
(
{f, g}1

+ ◦ πR

)
(uη), f, g ∈ Ck

r (Vs
µ,D), uη ∈ TDs+k

µ,D .

(3) Ft is a Poisson map: Let Ft be the flow of S1, t1, t2 >
1
2 dimM + 1 such

that t1 ≥ t2. Then for all G,H ∈ Ck
t2

(TDt1
µ,D) we have G◦Ft, H ◦Ft ∈ Ck

t2
(TDt1

µ,D)

and {G ◦ Ft, H ◦ Ft}1 = {G,F}1 ◦ Ft on TDt1
µ,D.

(4) F̃t is a Poisson map: F̃t = πR ◦ Ft be the flow of α-Euler. Then

{f ◦ F̃t, g ◦ F̃t}1
+(u) =

(
{f, g}1

+ ◦ F̃t

)
(u), ∀f, g ∈ Ck

r (Vs
µ,D), u ∈ Vs+2k

µ,D ,

where k ≥ 1 and r > 1
2 dimM + 2 such that s+ k ≥ r (e.g. k = 1).

(5) Poisson bracket formulation of α-Euler: Let u(t) ⊂ Vs
µ,D be a curve satisfy-

ing u ∈ C0(I,Vs
µ,D) ∩C1(I,Vs−1

µ,D ). Then u(t) is a solution of α-Euler iff

d

dt
f(u(t)) = {f, h}1

+(u(t)), ∀ f ∈ C1
s (Vs−1

µ,D )

where h(u) := 1
2 〈u, u〉1 is the reduced Hamiltonian.

To obtain the same results for the Navier or mixed boundary conditions one
notes first that the fundamental difference between these boundary conditions and
the Dirichlet case is the following. For all vector fields u, v in Vs

D, the vector field

∇uv lies in Vs−1
D . This is a fact that was used in many previous computations.

Unfortunately, for vector fields u, v in Vs
mix this is not true since ∇uv may not be

in Vs−1
mix . In this case one needs to use that ∇uv −∇vu = [u, v] is in Vs−1

mix . With
this observation in mind one revisits the entire program outlined above. First one
shows that the geodesic spray is a smooth vector field. Then one modifies the
proofs in several key lemmas. The upshot is that the theorems quoted above hold
without change for the mixed (and hence also for the Navier) boundary conditions.
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applications à l’hydrodynamique des fluids parfaits, Ann. Inst. Fourier, Grenoble, 16(1966),
319–361.

[3] V. I. Arnold, Mathematical Methods of Classical Mechanics, Graduate Texts in Math., 60,
Springer-Verlag, Second edition, 1989.

[4] V. I. Arnold and B. A. Khesin, Topological Methods in Hydrodynamics. Applied Mathemat-
ical Sciences, 125. Springer-Verlag, New York, 1998.



1966 Oberwolfach Report 34/2005

[5] R. Camassa and D. D. Holm, An integrable shallow water equation with peaked solitons.
Phys. Rev. Lett., 71(1993), 1661–1664.

[6] P. R. Chernoff and J. E. Marsden, Properties of Infinite Dimensional Hamiltonian systems,
volume 425 of Lecture Notes in Math., Springer-Verlag, New York, 1974.

[7] D. G. Ebin and J. E. Marsden, Groups of diffeomorphisms and the motion of an incom-
pressible fluid, Ann. of Math. 92(1970), 102–163.

[8] D. D. Holm, J. E. Marsden, and T. S. Ratiu, Euler-Poincaré models of ideal fluids with
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Discrete Lagrangian fluid dynamics & the Unified Model approach

Sebastian Reich

(joint work with Colin Cotter, Jason Frank, Nigel Wood, Andrew Staniforth)

The Lagrangian, particle following, approach to fluid dynamics has gained a re-
newed interest in the atmospheric fluid dynamics community over the last decade.
The success of the Lagrangian formulation is largely due to its simplicity and
geometric interpretation. However, relatively little work had been done on the di-
rect numerical implementation1 of the Lagrangian approach for atmospheric fluid
dynamics till the publication of [2]. The, so called, Hamiltonian particle-mesh
(HPM) method has since been extended to shallow-water flows on a sphere and
hydrostatic multi-layer models [4]. The numerical robustness of the HMP method
relies on several special features. (i) Thermodynamic quantities are evaluated over
a fixed Eulerian mesh, while the (microscopic) transport is done via Lagrangian
particle paths, which advect mass and (potential) temperature as passive quan-
tities. (ii) To transfer microscopic (particle) quantities to thermodynamic (grid)

1It should be noted that the semi-Lagrangian method has, however, been widely implemented
in numerical weather prediction codes.
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quantities, it is essential that the date is spatially filtered over the fixed Eulerian
grid. Indeed, our method can be interpreted as solving a regularized set of fluid
equations [3, 5]. (iii) The HPM method is implemented such that the discretized
(finite-dimensional) equations of motion are Hamiltonian (or variational) [2, 3, 6].
This property implies also that the HPM method satisfies a Kelvin circulation
theorem and that it conserves balanced geostrophic motion [3, 1].

More recently it has been demonstrated that explicit time-stepping of the reg-
ularized equations is, on a linear equation level, equivalent to the effect of semi-
implicit time-stepping of the unregularized shallow-water equations [5]. The semi-
implicit method is, for example, used by the UK MetOffice to overcome the se-
vere step-size restrictions due to unresolved waves in their non-hydrostatic Unified
Model. The idea of the Unified Model is to only use unapproximated Euler equa-
tions for the dynamic core and to have the spatial and temporal approximations
select the desired spatial and temporal resolution. The practical implementation
of the Unified Model methodology poses challenging questions to the practitioners
and theoreticians alike. Our own current work focuses on an interpretation of the
semi-implicit method as a regularization of the unapproximated Euler equations
and the implementation of such a regularization within an explicit time-stepping
method. The goal is to implement regularized semi-Lagrangian and purely La-
grangian methods for the three-dimensional Euler equations and to test the meth-
ods within the Unified Model framework.

Other future work will include implementation of the HPM method over an un-
structured finite-element grid, data assimilation for particle methods and subgrid
modeling using particles.
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Low-order models for control of fluids

Clarence W. Rowley

(joint work with Vejapong Juttijudata)

We discuss methods for obtaining low-dimensional approximations of high-dimen-
sional systems, useful in analyzing the dynamics of fluids, and designing feed-
back laws for their control. A common technique is to use proper orthogonal
decomposition of a set of data, typically obtained from numerical solutions of the
high-dimensional system, to determine a subspace that is then used for Galerkin
projection of the governing equations. This procedure often works well, but can
behave unpredictably: for instance, it can change the stability type of equilibria.
We present several improvements to this standard technique.

We begin with a dynamical system on a (typically high-dimensional) vector
space V , given by ẋ = f(x), where x ∈ V . One wishes to approximate this system
by dynamics on a lower-dimensional subspace S ⊂ V , and Galerkin projection
specifies these dynamics by

ṙ = PSf(r), r ∈ S,

where PS : V → S is an orthogonal projection. Two main choices therefore
govern the behavior of low-dimensional approximations obtained in this manner:
the choice of the subspace S, and the choice of the inner product under which PS

is orthogonal. Both of these choices are important.
For instance, if one uses an inner product whose induced norm is a Liapunov

function then this procedure preserves stability of an equilibrium at the origin,
which as stated earlier is not guaranteed for arbitrary inner products. To see
this, suppose the origin is a stable equilibrium point, with a quadratic Liapunov
function

V (x) = xTQx, V̇ (x) = 2xTQf(x) ≤ 0.

Define an inner product by

〈x, y〉 = xTQy,

and let P be any orthogonal projection, i.e. P 2 = P , and 〈x, Py〉 = 〈Px, y〉. Then
V is a Liapunov function for the reduced-order system ṙ = Pf(r):

V̇ (r) = 2rTQf(r) ≤ 0.

Because energy typically decays or is preserved in a physical system, we call such
an inner product an energy-based inner product, and such inner products have
been useful for obtaining reduced-order models of compressible flows [5].

A common way of choosing a subspace for reduced order models is by using
Proper Orthogonal Decomposition (POD) on a set of data gathered from simula-
tions or experiments [1]. This method chooses a subspace for which the average
error in the projection of the data onto the subspace is minimized (for a fixed
dimension of the subspace), or equivalently, that the energy in the projected data
is maximized. However, such a choice is not always optimal for capturing the
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dynamics correctly, as low-energy phenomena (e.g., acoustic waves in a fluid) can
produce a large dynamical response, by exciting large energy phenomena.

An alternative method, valid for stable linear systems, and popular in the con-
trol theory community, is balanced truncation, introduced in [3]. In this method,
one changes into variables in which controllability and observability Gramians
are equal and diagonal, and subsequently truncates the least controllable and ob-
servable modes in the model. This method enjoys upper bounds on the error
(in the H∞ norm) which are typically close to the minimum error achievable by
any reduced order model of a given dimension, and has been extended to nonlin-
ear systems in [2]. In this talk, we show that for stable linear systems, balanced
truncation is identical to the standard POD/Galerkin projection, using the observ-
ability Gramian as an inner product, and impulse-state responses as the dataset.
Since the quadratic form defined by the observability Gramian is always a Lia-
punov function, this inner product is indeed “energy-based” in the sense described
above. We present a method of snapshots that enables efficient, approximate com-
putation of balanced truncations even for very large systems such as fluids, and
we show that in simulations of linearized channel flow that reduced-order models
from balanced truncation have much smaller error in the H∞ norm than mod-
els using the standard POD/Galerkin approach [4]. We also present controllers
for low-dimensional models of oscillations in the compressible flow past a rectan-
gular cavity, and are able to stabilize the oscillations in a 2D direct numerical
simulation [6].
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On temperature induced motion of shape memory materials

Jürgen Scheurle

The development of smart materials has captured considerable attention during
the last decades. A particular class of solid-like, heat conducting materials for
which temperature- and stress- induced solid-solid phase transitions lead to rather
spectacular hysteretic pseudoelastic deformations, are the so-called shape mem-
ory alloys. The name ”shape memory alloy” comes from the fact, that at low
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temperature these materials (chemical compounds of two or more elements, e.g.
AgCd,AuCd,CuAlNi,BaTiO3,NiTi, to mention but a few examples) may sustain
a residual deformation after the application of a stress. However, their original
shape can be completely restored simply by heating them up to a temperature
above a certain critical value (phase transition temperature). Due to their unique
characteristics, shape memory alloys have a high potential for applications in var-
ious applied areas such as engineering. For instance, they have been tested as
actuators and sensors in control systems; see [5]. In order to employ the full ad-
vantage of their capabilities, a good theoretical understanding and in-depth study
of the materials’ behaviour is needed. Several mathematical models have been
proposed and studied in this regard. These models mostly consist of a system of
coupled partial differential equations for the displacement and temperature fields.
Existence and uniquiness of solutions for various types of initial and boundary
data have been analysed by several authors. But the existing theory has still se-
vere limitations from the point of view of mathematics. In particular, not much is
known about qualitative (dynamical) aspects of the solutions. For instance, such
properties could be used to control the materials’ behaviour. See [1, 4, 3] for a few
results on the (global) stability of equilibrium solutions.

As pointed out already, the shape memory efffect is due to a solid-solid phase
transition on the microscopic level, i.e., the atomic crystal lattice of the material
changes its configuration (symmetry). For high temperature, the most symmetric
phase, called austenite, is energetically stable. Below the phase transition temper-
ature, less symmetric phases, called martensites, are energetically stable, while the
austenite phase becomes unstable. In fact, generally there exist several martensite
phases that are conjugate by the symmetry group of the austenite phase. Very
often different martensite phases even coexist in a material, which leads to the
formation of patterened microstructures.

This kind of microscopic behaviour of shape memory alloys suggets, that there
are solutions of the model equations which describe continual time-dependent de-
fomations of the material on the macroscopic level, associated to transitions back
and forth between the austenite phase and certain combinations of martensite vari-
ants, while the temperature oscillates around the phase transition temperature,
say, induced by time-dependent distributed or boundary inputs of heat. In this
contribution, we report on work in progress that confirms this conjecture mathe-
matically on grounds of a model that is often named after Falk and Konopka [2].
It is to be noted that the kind of motion which we have in mind, has nothing to
do with the standard phenomenon of thermal expansion of metallic materials. In
fact, in view of the constraints and the (pinned) boundary conditions for the dis-
placement field, which we shall impose, thermal expansion in the standard sense
just increases the stress in a homogeneous material, but does not induce motion.

Let us consider a one-dimensional homogeneous shape memory solid B that is
identified with the real interval [0,1], which it occupies in a reference configuration.
Furthermore, this configuration will be identified with the austenite phase when no
stress is applied. We suppose here, that the endpoints of the body B are pinned,



Dynamical System Methods in Fluid Dynamics 1971

not necessarily stress-free, and held at the same time-periodic temperature. Fi-
nally, suppose that B is undergoing a purely longitudinal motion. Then, the
conservation laws for momentum and energy governing the corresponding ther-
moviscoelastic processes give rise to the following system of partial differential
equations.

ρutt = σx(ux, θ) + βuxxt − γuxxxx

−θϕ′′
0(θ)︸ ︷︷ ︸

heat capacity=1

· θt = κθxx + θσθ(ux, θ)uxt + βu2
xt

The variables, functions and parameters involved in these equations have the fol-
lowing physical meaning: spatial variable x ∈ [0, 1], time variable t ∈ R, u(x, t) =
displacement, θ(x, t) = temperature, ̺ = mass density, κ = heat conductivity, β =
viscosity constant, γ = capillarity coefficient. The function σ = Fε is the material
stress, where F = F (ε, θ) represents the Helmholtz free energy density which is
a function of the strain ε = ux and the temperature θ in case of a homogeneous
body B. A typical form of F consistant with the Falk-Konopka theory is given by

F (ε, θ) = ϕ0(θ) + ϕ1(θ)F1(ε) + F2(ε)

with

ϕ0(θ) = α+ θ − θ ln θ (α = const.)

and sufficiently smooth functions ϕ1, F1, F2 : R → R which satisfy certain growth
conditions at infinity. Furthermore, ϕ1 is supposed to be monotonically increasing
and to have a simple zero at the phase transition temperature θ = θc, while F1

and F2 are even, strictly convex functions which have a second order, respectively,
fourth order zero at ε = 0.

Observe that for θ > θc, F (·, θ) has a global minimum at the ”austenite” ε = 0.
Moreover, we assume that for θ < θc, we have exactly two martensite phases
associated to two global minima of F (·, θ) at certain values ε = ±M,M > 0, while
there is a local maximum of F (·, θ) at ε = 0. So, in the latter range of temperature
values, F is not a convex function of the strain ε. This is typical for shape memory
alloys in contrast to the classical theory of elasticity. As a consequence, the above
system of partial differential equations is rather singular for ux near zero, when
β or γ is equal to zero. Here, all parameters in that system are supposed to be
positiv, and γ is considered to be a small regularizing parameter. Finally, we
impose the initial and boundary conditions

u(x, 0) = u0(x), ut(x, 0) = v0(x), θ(x, 0) = θ0(x)

u(0, t) = uxx(0, t) = uxx(1, t) = 0, u(1, t) = δ (δ = const.)

θ(0, t) = θ(1, t) = µ+ a(t)

where a is assumed to be a smooth, T-periodic function of time t with meanvalue
zero and sufficiently small amplitude, and µ is viewed to be a real bifurcation
parameter.
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Then, standard parabolic PDE theory applies to construct a Poincaré (time-T)

map for this model system in the Sobolev space H2∩
◦

H1 ×L2 × L2 for the state
vector (u0−δx, v0, θ0), cf. [6, 9]. The corresponding discrete dynamical system can
be used to analyse qualitative aspects of the solutions of the continuous time model.
In particular, fixed points of the Poincaré map correspond to T-periodic solutions
of the latter (in an appropriate weak sense), and the respective stability properties
are equivalent. Especially, using standard bifurcation and stability theory for maps
in Banach spaces, one finds asymptotically stable T-periodic solutions of the kind
conjectured above.

For δ = 0, these solutions branch off from a branch of basic T-periodic so-
lutions which undergo a subcritcal pitchfork bifurcation at a critical value µc of
the bifurcation parameter µ. We have µc < θc, and µc → θc as γ → 0. The
basic solutions have a zero u-component and loose their stability by a simple real
eigenvalue, as µ passes through µc from above. For small | δ |6= 0, an imperfect
pitchfork bifurcation occurs nearby.

A similar result is to be expected in higher space dimensions. We have prelim-
inary results in this regard, see [7, 8].
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Poisson brackets for rigid bodies in vortical fluids

Banavara N. Shashikanth

The Poisson brackets and the Hamiltonian structure of the dynamically interact-
ing system of a single rigid body with the vorticity field of a Newtonian fluid
are examined formally. Functional analytic details, as in, for example, Ebin and
Marsden [2] for the case with no body, though very important, are not considered
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here. The flow of the fluid is inviscid, of constant density and occupies the domain
external to the body; further, it is assumed that the body is neutrally buoyant.
Free-slip boundary conditions prevail at the body-fluid boundary ∂D and the fluid
is at rest at infinity.

The system is investigated in two different settings. The first setting is in R3

with the vorticity field smooth everywhere and the second setting is in R2 with
the vorticity field a singular distribution of N point vortices.

In the first setting, the Poisson brackets are examined in the framework of
geometric mechanics, more specifically in the framework of cotangent bundle re-
duction theory [3, 4]. Starting with an appropriate choice of configuration space Q,
the cotangent bundle T ∗Q is constructed formally. For this problem Q is chosen
as the following space of pairs of maps:

Q ∋ q ≡ (Φg, ηg),

where relative to some choice of the body and fluid reference configurations, Bref

and Dref , respectively, Φg : Bref −→ R
3, g ∈ SE(3), is a rigid body embedding,

and ηg : Dref −→ R3\{Φg(p)}, p ∈ Bref , is a volume-preserving diffeomorphism
that satisfies the boundary conditions on ∂D and at infinity. The tangent bundle
TQ is the space of pairs (q, q̇), where the tangent vectors q̇ ∈ TqQ are identified
as:

q̇ ≡ (vq, VS),

where vq is the divergence-free fluid velocity field (in the material or Lagrangian
representation), not parallel to ∂D, and VS is the body velocity (in the spatial
representation). The cotangent bundle T ∗Q is the space of pairs (q, αq), where
the covectors αq ∈ T ∗

q Q are identified as:

αq ≡ ((dv♭
q , i

∗v♭
q), PS),

where, in the notation of exterior differential geometry [1], v♭
q is the one-form

associated with vq via the metric on R3, d is the exterior derivative and i∗ denotes
pullback by the inclusion map i : ∂D −→ R3. In other words, a covector is
identified with the pair (dv♭

q , i
∗v♭

q): the vorticity two-form ωq = dv♭
q (on D, the

fluid domain) and the tangential velocity one-form (on ∂D), and PS , the body
momentum (in the spatial representation).

The non-degenerate bilinear map <,>: TqQ×T ∗
q Q −→ R that pairs tangent and

cotangent elements is defined as follows. For elements q̇ ≡ (vq, VS) ∈ TqQ, µq ≡
((du♭

q, i
∗u♭

q), RS) ∈ T ∗
q Q, the map is written in terms of pairings of differential

forms as:

〈µq, q̇〉 =

∫

D

du♭
q ∧ ⋆βq −

∫

∂D

i∗u♭
q ∧ i∗ ⋆ βq + 〈RS , VS〉SE(3) ,

where ⋆ is the Hodge star operator, βq is the vector potential two-form which is
related by the co-differential operator δ = ⋆d⋆ to the velocity one-form as

v♭
q = δβq

and < , >SE(3) is the bilinear pairing on SE(3).
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Now consider the Hamiltonian H : T ∗Q −→ R, which is the kinetic energy of
the body+fluid, obtained in the usual manner by the Legendre transform of the
body+fluid kinetic energy Lagrangian:

H(q, αq) :=
1

2

(∫

D

ωq ∧ ⋆ (dδ)−1 ωq −
∫

∂D

i∗v♭
q ∧ i∗ ⋆ δ−1v♭

q +
〈〈
ζ, A−1ζ

〉〉
R6

)
,

where the last term is the body kinetic energy written at the identity element of
SE(3) (ζ ∈ se(3)∗, A : se(3) −→ se(3)∗).

Following these preliminaries, work currently in progress is briefly described.
The goal is to first write the Hamiltonian vector field on T ∗Q relative to the
choice of the canonical Poisson brackets on T ∗Q:

{F,G} (q, αq) =

〈
δF

δq
,
δG

δαq

〉
−
〈
δG

δq
,
δF

δαq

〉
,

where F,G : T ∗Q −→ R. The next step is to Poisson reduce T ∗Q by the symmetry
groups in this problem. In particular, by the action of the groups, Diffvol(Dref), the
group of volume preserving diffeomorphisms of the fluid reference configuration,
and SE(3). The Poisson brackets on the Poisson reduced spaces will then be
derived as per the general theory outlined in [3, 4].

In the second setting, in R
2, the system of a 2D rigid cylinder of arbitrary

(smooth) shape dynamically interacting with N point vortices external to it is
considered. The circulation about the cylinder is assumed to be zero. Here, the
equations of motion of the system are first derived using conventional momentum
balance arguments. Following this, the Poisson brackets of the system are obtained
by inspection.

The equations of motion of this system relative to a body-fixed frame are [5, 6]:

(
d

dt
+ Ω×

)
L = Γk × V, (Γ :=

N∑

j=1

Γj)(1)

dA

dt
+ V × L = 0,(2)

Γj

(
dlj
dt

+ Ω × lj + V

)
= J

(
∂W

∂lj

)
, j = 1, ., N(3)

where (L,A) are the system linear and angular momenta, respectively (i.e. fluid
linear and angular impulse plus cylinder linear and angular momentum, respec-
tively). These are related to the body velocities (V,Ω) and the position vectors
and strengths of the vortices, lj and Γj, by the relations:

(
L
A

)
= M

(
V
Ω

)
+

(
p
π

)
,

where M is the 3 × 3 mass matrix containing the body mass and added mass
terms, and (p, π)–functions of lj and Γj–are terms that depend on the distribution
of the point vortices about the body and the shape of the body. The function
W (lj ,V,Ω; Γj) appearing in (3) is the Kirchhoff-Routh function generalized to
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moving rigid boundaries and J is the standard symplectic matrix. See the quoted
references for details.

For the Hamiltonian function which is the body+fluid kinetic energy (minus
infinite contributions due to the presence of the point vortices), the system (1), (2)
and (3) is Hamiltonian on the space P = se(2)∗ × (R2N\{collision points}) ≡
Pb × Pv equipped with the following Poisson brackets. For F,G : P −→ R,

{F,G} = {F |Pb
, G |Pb

}Lie−Poisson + {F |Pv
, G |Pv

}point vortex, when Γ = 0,

{F,G} = {F |Pb
, G |Pb

}Lie−Poisson + {F |Pv
, G |Pv

}point vortex

+ {F |Pb
, G |Pb

}2−cocycle, when Γ 6= 0,

The component brackets are the Lie-Poisson bracket on se(2)∗, the canonical point
vortex bracket and a 2-cocycle bracket (for the case Γ 6= 0) obtained from the 2-
cocycle in the N point vortex problem, with no rigid boundaries, that arises due
to the lack of equivariance of the momentum map under the coadjoint action (in
that problem).

Another interesting feature of this system, not directly related to Poisson brack-
ets, is the existence of a reciprocity (or reciprocal) relation that holds irrespective
of the strengths of the vortices and the shape of the cylinder. Details may be
found in [6].

Finally, some flow visualization experiments done at New Mexico State Uni-
versity, Mechanical Engineering department, by James Allen and students on a
vortex ring impinging on a neutrally buoyant sphere are presented.
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Numerical Simulations of the EPDiff Equation

Martin Staley

(joint work with Darryl Holm)

In this presentation, we numerically illustrated the evolution behavior of the
EPDiff equation, “Euler-Poincaré equation on the diffeomorphisms,” (see [1]) for
a variety of initial conditions in two and three dimensions. In terms of divergence,
gradient, and curl, EPDiff is:

mt − u× (∇×m) + ∇(u ·m) +m(∇ · u) = 0,

where the momentum vector m and the velocity vector u are related through the
Helmholtz operator,

m = (1 − α2∇2)u.

Here, α is a scalar with dimensions of length.
Numerics were performed for both 2-D and 3-D on a Linux PC with 4 gigs of

memory, using a carefully tuned C++ code for the time integration, and using
Matlab for the creation of movie frames from the data.

We used compatible differencing for our evaluation of the divergence, gradient,
and curl operators (see [2]). Compatible (or mimetic) difference operators are
particular formulations of finite difference operators that are designed to preserve
certain properties of continuous operators, such as ∇·(∇×f) ≡ 0 and ∇×(∇f) ≡ 0.
A key aspect of these operators is that their operands lie on different spaces , or
grid centerings. In fact, different components of the same vectors lie at different
places on the grid.

2-D numerical simulations were performed on grids with 10242 cells, a Runge-
Kutta 4/5 explicit time-stepping method, a variable time step based on comparing
the 4th-order predictor with the 5th-order corrector, and a variety of initial condi-
tions with either peakon (exp(−|x/α|)) or Gaussian (exp(−(x/α)2)) profiles. We
solved for u, given m, in Fourier space.

3-D numerical simulations were performed on grids with 2563 cells, a Runge-
Kutta 3/4 explicit time-stepping method, a variable time step, and a variety of
peakon-like and Gaussian-like initial conditions. As in two dimensions, we solved
for u, given m, in Fourier space.

A variety of tests, computations, and observations helped verify that our numer-
ics were of reasonable accuracy. For example, test runs of 1-D peakons, embedded
in 2-D and 3-D, reproduced the known 1-D analytical solution. Each simulation
was run backward from the ending time to the starting time, and the difference
between initial conditions and reconstructed initial conditions was found to be
small. Runs were done with different prescribed error tolerances and with 2nd-,
4th-, and 6th-order difference operators, with little effect. Characteristics known
to hold in 1-D, and expected in higher dimensions (for example, the elastic col-
lisions of peakons), were indeed observed. We also verified that the H1 norm of
the velocity field, known to be a conserved quantity, was in fact reasonably well
conserved by the numerics.
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As we illustrated animations of the time evolution of EPDiff for a variety of
initial velocity profiles, we made several observations including the following: (1)
all initial conditions produced moving, string-like (in 2-D) or brane-like (in 3-D)
filaments; (2) filaments had peakon cross-sections, with characteristic width α; (3)
filaments can reconnect with one another, a phenomenon that is not yet totally un-
derstood; (4) low-amplitude “memory wisps,” with peakon profiles, trailed behind
points of reconnection and may play a role in making the simulations reversible; (5)
filaments colliding head-on undergo annihilation and subsequent reconstruction,
as one might expect based on the behavior of peakon solutions of EPDiff in one
dimension; (6) filaments tend to spread out, and decrease in amplitude, as time
progresses; and (7) filaments approaching others from behind impart momentum
to those in front.
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