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Abstract. It is a moot point to stress the significance of accurate and fast
numerical methods for the simulation of electromagnetic fields and sound
propagation for modern technology. This has triggered a surge of research in
mathematical modeling and numerical analysis aimed to devise and improve
methods for computational electromagnetism and acoustics.

Numerical techniques for solving the initial boundary value problems un-
derlying both computational electromagnetics and acoustics comprise a wide
array of different approaches ranging from integral equation methods to finite

differences. Their development faces a few typical challenges: highly oscil-
latory solutions, control of numerical dispersion, infinite computational do-
mains, ill-conditioned discrete operators, lack of strong ellipticity, hysteresis
phenomena, to name only a few. Profound mathematical analysis is indis-
pensable for tackling these issues.

Many outstanding contributions at this Oberwolfach conference on Com-
putational Electromagnetism and Acoustics strikingly confirmed the immense
recent progress made in the field. To name only a few highlights: there have
been breakthroughs in the application and understanding of phase modula-
tion and extraction approaches for the discretization of boundary integral
equations at high frequencies. Much has been achieved in the development
and analysis of discontinuous Galerkin methods. New insight have been
gained into the construction and relationships of absorbing boundary con-
ditions also for periodic media. Considerable progress has been made in the
design of stable and space-time adaptive discretization techniques for wave
propagation. New ideas have emerged for the fast and robust iterative solu-
tion for discrete quasi-static electromagnetic boundary value problems.
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Introduction by the Organisers

The Oberwolfach Conference on Computational Electromagnetism and Acoustics,
held Feb 5-9, 2007, at the Mathematisches Forschungsinstitut Oberwolfach, was
already the second in series, following the 2004 Oberwolfach Conference on Com-
putational Electromagnetism. This time the scope was slightly broader, because
there has been substantial progress in numerical techniques for high-frequency
wave propagation. In this regime, the mathematical and numerical challenges in
acoustics are very similar to those arising in the simulation of electromagnetic
fields. Usually new ideas and methods are first explored for acoustics and then
adapted to electromagnetics. Moreover, many researchers are active in both fields.
So it is natural to cover them in the context of a single event.

Like the previous meeting, the 2007 conference brought together more than fifty
researchers active in the field, hailing from more than 10 countries. Among them
were a large number of leading experts, but also quite a few students and postdoc-
toral fellows. At this point the organizers acknowledge the generous support of the
European Union and NSF that covered expenses for young European and overseas
participants. The majority of the participants were applied mathematicians, but
a sizable number of people with a background in engineering also attended, as
appropriate for a field with close ties to engineering and the sciences.

A total of 28 presentations was given at the conference, eight of which were
meant to give a survey of particular numerical techniques. They covered the
following topics:

• High order integral equation methods by O. Bruno, page 284,
• Robust integral equation methods for high-frequency scattering by I. Gra-

ham, page 308,
• Plane wave basis functions by P. Monk, page 341
• Getting even with the Maxwell stress tensor by A. Bossavit, page 283
• Discontinuous Galerkin methods for the Maxwell eigenvalue problem by

A. Buffa, page 288.
We must not forget to mention that Annalisa Buffa was awarded the

first Oberwolfach Todd Fellowship during the workshop. She received the
prize from the director M. Greuel for her many fundamental contributions
to the numerical analysis of partial differential equations.

• Discontinuous Galerkin for time-domain electromagnetics: Pros and cons
by T. Warburton, page 357

• Non-spurious spectral-like elements for Maxwell’s equations by G. Cohen,
page 297

• Multiscale methods for plasma modeling by P. Degond, page 300

As is typical of an event that is focused on an area of applications rather than a
specific mathematical technique, talks varied a lot in style and scope, ranging from
discussions of specific theoretical issues to general discussion of a computational
method. Nevertheless, all of them managed to convey exciting new insights and
developments. Thus the conference made it possible to catch a glimpse of the
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future of computational electromagnetism and acoustics. The following extended
abstracts will also enable the reader to keep abreast of many crucial trends in the
field.
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Abstracts

Artificial boundary conditions for one-dimensional Schrödinger
equations: from linear to nonlinear problems

Xavier Antoine

(joint work with C. Besse, Lille, and S. Descombes, ENS Lyon)

During the last two decades, an increasing attention has been directed towards the
numerical simulation of linear (setting V = 0) or nonlinear Schrödinger equations

(1)
i∂tu+ ∂2

2u+ V (u)u = 0, in Rx × R∗+
t ,

u(x, 0) = u0(x), in Rx,

with V a suitable nonlinear function. This is partially due to its central application
in quantum mechanics but not only. Indeed, Schrödinger-type equations are often
met in practice as some simplified models of real-world situations [7]. Among them,
let us mention for example its application in fluid mechanics, in computational
ocean acoustics, in optical fiber design, in nonlinear electromagnetism laser devices,
in seismic migration problems,... As a result, a clear understanding of the way of
computing the numerical solution to these classes of equations must be carefully
investigated.

The temporal part of the equation is often discretized through the standard
Crank-Nicolson scheme as introduced and studied by Delfour et al. [6]

(2) i
un+1 − un

δt
+ ∂2

x(
un+1 + un

2
) = 0.

It is proved that the resulting schemes for the linear and nonlinear Schrödinger
equations in an infinite medium are unconditionnally stable. However, in a realistic
situation, a boundary condition must be introduced to get a finite computational
domain Ω of boundary Σ. A classical boundary condition is the Dirichlet boundary
condition. Quite obviously, this Boundary Condition (BC) is not fully satisfactory
since it generates some unphysical reflections at the boundary. In this sense, this
condition must be seen only as an approximation of a kind of expected perfectly
absorbing boundary condition, also often called transparent (TBC).

In the one-dimensional linear case and for a free-space potential, the TBC can
be straightforwardly built using the Laplace transform. The resulting BC is then
defined by a fractional half-order derivative operator as follows

(3) ∂nu+ e−i π
4 ∂

1/2
t u = 0, for (x, t) ∈ Σ × R∗+,

defining the half-order derivative operator by the Riemann-Liouville integral for-
mula

(4) ∂
1/2
t ψ(t) =

1√
π

d

dt

∫ t

0

ψ(s)√
t− s

ds,

and n as the outwardly directed unit normal to Σ. Since this operator is of
memory-type, the discretization of the linear Schrödinger equation coupled to this
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TBC is not direct if one wants to preserve the unconditionnally stable criterion.
Therefore, a special attention must be concentrated to the way of designing such
a discretization. We will present both the construction and discretization of a
suitable unconditionnally stable scheme. Next, a few numerical experiments in the
1D linear case for a reference solution are reported. We give a formal technique
for deriving some boundary conditions for the 1D nonlinear Schrödinger (NLS)
equation. Unlike the one-dimensional case, these conditions are no longer exact
and are generally called Artificial Boundary Conditions (ABCs). An example of
such a condition is given for a cubic nonlinearity by the expression

(5) ∂nu+ e−i π
4 eiU∂

1/2
t (e−iUu) + iq

∂x|u|2
4

eiUI
1/2
t (e−iUu) = 0,

which is valid on Σ × R∗+. The nonlinear integral term U is defined by

(6) U(x, t) = q

∫ t

0

|u(x, s)|2ds.

The numerical discretization is next discussed and some numerical simulations
are presented for the propagation of a soliton for the nonlinear model. Finally,
a conclusion and a short discussion about other related extensions and problems
will be discussed. A survey paper summarizing all these results is in preparation
[1] and will be soon available.

This paper summarizes some results [2, 3, 4, 5] obtained through collaborations
over the past years with C. Besse (Université de Lille), S. Descombes (ENS Lyon)
and V. Mouysset (ONERA Toulouse & MIP-Toulouse).
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Getting even with the Maxwell stress tensor: The question of
electromagnetic forces, in differential-geometric language.

Alain Bossavit

The geometric view of Maxwell’s equations (fields as differential forms, separa-
tion between non-metric and metric-dependent parts of the theory, reinterpreta-
tion of “coefficients” ǫ and µ as Hodge-like operators), offers a natural, fast and
direct approach to discretization, which results in a unified presentation of ap-
parently diverse methods, such as Weiland’s “Finite Integration Technique” [1],
Tonti’s “cell method” [5], finite volumes [4], finite elements [3]. In many coupled
problems (for instance, the design of magnetostrictive actuators), the numerical
treatment of forces is an issue, hence the need to integrate classical tools, such as
the Maxwell stress tensor, to this geometrical framework. In the proposed reinter-
pretation, Maxwell’s tensor is a “twisted covector-valued 2-form”, that is to say,
an object which can be integrated on a surface endowed with crossing direction,
the outcome of integration being a covector, which can be interpreted, thanks to
the virtual work approach, as momentum flux, and hence, in the case of a closed
surface, as a force: the force exerted by the electromagnetic field on matter en-
closed by this surface. The Lie derivative appears as an essential ingredient in
analytic manipulations one must carry through to get there.

The talk was in three parts: A reminder of the geometric formulation of Max-
well’s theory, then a derivation, from first principles, of the analytic form of the
stress “tensor”, followed by a survey of the virtual work method in electromag-
netism.

To give the flavor of the approach in this summary, let’s restrain to magneto-
statics in the simple case of uniform permeability µ, i.e., to the system of equations

db = 0, h = νb, dh = j,

in 3D affine space, with given (time invariant) current density j, and ν (the inverse
of µ) translation-invariant. (Small-case letters are used for differential forms b, h,
etc., whose proxy vectors are the traditional B, H , etc.) In this situation, the
only forces are Laplace forces (J × B, in vectorial notation) on conductors. Main
ideas: (1) Force f , in accordance to the virtual work principle, is dual to virtual
displacement, which is represented by a vector. Therefore, force “is” a covector.
(2) Momentum p is the time integral of force, f = ∂tp, and force is “momentum
flux”, as argued by many teachers (most notably, perhaps, by Herrmann [2]). (3)
Momentum is conserved, just as electric charge, for instance, is conserved: Charge
conservation being expressed by ∂tq + dj = 0, where charge q is a twisted 3-form
and j a twisted 2-form, momentum conservation should appear as ∂tp+ dm = 0,
with p , momentum density, a covector-valued twisted 3-form, and m a twisted
covector-valued 2-form, the “stress tensor”. Our aim is to determine m in terms
of the field {h, b}.

We start from the expression of Laplace force as the map v → j ∧ ivb, indeed a
covector-valued twisted 3-form. The dummy parameter v that appears there will
be, from now on, a uniform vector field. Integrating over a volume V , the total
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(contained in V ) momentum
∫

V p satisfies ∂t

∫
V p = v → ∂t[

∫
V j ∧ ivb]. One has

d(h ∧ ivb) = dh ∧ ivb− h ∧ divb). Therefore,
∫

V

j ∧ ivb =

∫

V

dh ∧ ivb =

∫

V

d(h ∧ ivb) +

∫

V

h ∧ divb.

Since db = 0 here, ivdb = Lvb, actually. The flow of v preserves ν: Therefore Lv

and ν commute. Using that, and the fact that h ∧ b, a 3-form, is closed, we have

Lv(h ∧ b) = Lvh ∧ b+ h ∧ Lvb = div(h ∧ b) = Lvνb ∧ b+ h ∧ Lvb

= νLvb ∧ b+ h ∧ Lvb = Lvb ∧ νb+ h ∧ Lvb = 2Lvb ∧ h = 2h ∧ Lvb.

Hence,
∫

V j ∧ ivb =
∫

V d(h∧ ivb)+ 1/2
∫
V div(h∧ b) =

∫
∂V [h∧ ivb+ 1/2 iv(h∧ b)].

Thus, the sought-form is the map v → −[h∧ivb+1/2 iv(h∧b)]. To get this closer to
the familiar expression for the Maxwell tensor, remark that iv(h∧b) = ivh∧b−h∧
ivb, hence m is the map v → −[ivh∧b−1/2 iv(h∧b)], the proxy of which is indeed
(in coordinates with Einstein’s convention) the standardHiBj−1/2HkBkδij . The
full Maxwell case, with homogeneous ν and ǫ, is treated by similar techniques, by
which a similar contribution of the electric field to m is found, while the presence
of momentum in the field, with density v → ivd ∧ b, is recognized. In the non-
homogeneous case, the keypoint is that Lvν − νLv 6= 0, hence additional body
forces, (|B|2/2) gradν in terms of proxies (vector B and scalar reluctivity ν).
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Computational electromagnetics and acoustics: high-order solvers,
high-frequency configurations, high-order surface representations

Oscar P. Bruno

We survey a set of algorithms and methodologies developed recently for the nu-
merical solution of problems of scattering by complex bodies in three-dimensional
space, and we briefly mention ongoing work in these areas. These methods, which
are based on integral equations, high-order integration, Fast Fourier Transforms
and highly accurate high-frequency integrators, can be used in the solution of
problems of electromagnetic and acoustic scattering by surfaces and penetrable
scatterers—even in cases in which the scatterers contain geometric singularities
such as corners and edges. All of the solvers presented here exhibit high-order
convergence, they run on low memories and reduced operation counts, and they



Computational Electromagnetism and Acoustics 285

result in solutions with a high degree of accuracy. In particular, our approach to
direct solution of integral equations results in algorithms that can evaluate accu-
rately in a personal computer scattering from hundred-wavelength-long objects—a
goal, otherwise achievable today only by super-computing. The high-order high-
frequency methods we present, in turn, are efficient where our direct methods
become costly, thus leading to an overall computational methodology which is ap-
plicable and accurate throughout the electromagnetic spectrum. These algorithms
produce high-order accuracy by exploiting the high-order convergence of both
trapezoidal rule integration and approximation via Fourier series for smooth peri-
odic functions. Fast numerics in our algorithms results from use of O(N log(N))
Fast Fourier Transforms, high-frequency integrators and resolution of singularities.

Some of the basic concepts in the algorithms mentioned above were introduced
as part of the surface scattering method [2, 3]. Assuming a smooth scattering sur-
face, the algorithm proceeds by transforming all integrands in an integral equation
formulation into smooth and periodic functions—using smooth partitions-of-unity
to partition the integration domain and polar-coordinate changes of variables to
eliminate kernel singularities. Appropriate uses of the trapezoidal rule are then
made to produce a high-order, super-algebraically convergent integration algo-
rithm; see [1] for a discussion of the properties of the trapezoidal rule in these
regards. An accelerator based on use of equivalent sources and Fast Fourier Trans-
forms then enables fast evaluation of the integral operator while preserving high
order accuracy. Using the GMRES iterative linear algebra solver in conjunction
with the “forward map” algorithm just described yields a fast, high-order solver
which runs in O

(
N6/5

)
to O

(
N4/3

)
operations—depending on the complexity of

the underlying scattering surface. A number of comparisons with other solvers
and a discussion of merits in terms of accuracies, speed and storage offered by the
present approach are presented in [2, 1]. Solvers for problems of volumetric scatter-
ing, with properties similar to those mentioned above for surface scattering, were
presented in [5, 6, 7, 8]. A corresponding high-order O(1) surface-scattering solver
for high-frequency problems, i.e., a solver that provides fixed accuracy in fixed com-
putational times for arbitrarily high frequencies, was presented in [9, 11, 12, 10, 13];
see also the related text by I. Graham in the present Oberwolfach report and refer-
ences therein. An extension of these high-frequency solvers to volumetric problems
is given in [14]; this fully three-dimensional approximate solver has been used to
evaluate the propagation of GPS signals, of a wavelength of the order of 20cm,
through hundreds of kilometers within the atmosphere. As mentioned above, the
high-order surface scattering solvers require subdivision of a scattering surface into
smooth patches—possibly meeting at edges, corners, etc. A methodology to obtain
such smooth representations in terms of Fourier series and a certain continuation
method for the resolution of the Gibbs phenomenon was introduced in [4]; this
approach can produce high-order representations of complex engineering surfaces
on the basis of regular low order finite-element or even point-cloud renderings.
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The use of integral-equation iterative solvers for the full Maxwell problem often
requires exceedingly large numbers of iterations; a recent methodology [15] ad-
dresses this issue by incorporating an integral parametrix of a form similar to that
of the operators already used as part of the integral formulation. This approach
gives rise to order-of-magnitude improvements in the number of iterations needed
for convergence to a given residual and/or accuracy—at a incremental time re-
quirement of the order of 40% per iteration; see also the related contribution by
David P. Levadoux in the present Oberwolfach Report and additional references
therein. A similar situation arises in connection with the problem of scattering
by open surfaces; our approach [16] introduces a generalization of the classical
Calderón relations that applies to open surface configurations and which, together
with a high-order implementation, has been used to produce results of very high
accuracy in very small numbers of GMRES iterations and, thus, in short compu-
tational times.

We have found that some of the elements implicit in the integral solvers dis-
cussed above can be made to be useful in applications to other PDE problems
and solvers, including time dependent problems, finite-element/finite-difference
algorithms, etc. We mention one example of such offshoot methodologies: An
algorithm for fast evaluation of full, nonlocal computational boundary conditions
was introduced [17] on the basis of the equivalent-source/FFT acceleration meth-
ods mentioned above. This method, which runs at a cost much smaller than
the underlying FEM/FD algorithms, can be used as a substitute for absorbing
boundary conditions (ABC), allows for use of very small computational domains
and, unlike most ABC approaches, gives rise to error-controllable approximations.
An additional offshoot is currently being developed [18]: a version of the Douglas-
Peaceman-Rachford ADI Scheme that, instead of finite-differences, it is based upon
the continuation method that was mentioned above in connection with the sur-
face representation problem. Unlike the previous versions of the ADI, which are
mostly restricted to square domains, the new version can be successfully applied
to non-square domains, yielding fast numerics and high-order accuracy in addi-
tion to the classical unconditional stability of the ADI. Thus far our algorithm has
been demonstrated for two-dimensional configurations and for the heat and wave
equations; additional extensions are currently being pursued.

The efforts surveyed above have sought to advance the state of the art in numer-
ical solution and analysis of Partial Differential Equations with three main goals
in mind: generality, accuracy and speed. We believe these properties are essential
to render computational science a predictive science beyond the present confines
of the field. The use and development of sophisticated mathematical methods
together with aggressive pursuit of practical and general algorithms should be, in
our view, leading forces in forthcoming developments in computational science.
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Discontinuous Galerkin Method for Maxwell eigenproblems

Annalisa Buffa

Let Ω be a domain in Rn, n = 2, 3 with outward normal and counterclockwise
tangent unit vectors n and t, respectively, on ∂Ω. Consider the eigenproblem: find
u 6= 0 and ω such that

∇× (µ−1∇× u) = ω2εu,

with u×n = 0 on ∂Ω, where µ and ε are the magnetic permeability and the electric
permittivity, respectively. We set V = H0(curl; Ω), V0 = H0(curl; Ω)∩Ker{curl},
and W = V ∩ Ker{div}.

Define the (hermitian) bilinear forms a : V × V → C as

a(u,v) = (µ−1∇× u,∇× v).

The variational formulation of the eigenproblem we are interested in is the follow-
ing: find (0 6= u, ω) ∈ W × C such that

a(u,v) = ω2(u,v)ε ∀v ∈ W.

A standard way to discretize this problem consists in neglecting the constraint
u ∈ W and adding a zero frequency eigenspace corresponding to the infinite-
dimensional space V0, i.e. adding an essential part to the spectrum σess = {0}.
This leads to the following variational problem.

Problem 1. Find (0 6= u, ω) ∈ V × C:

a(u,v) = ω2(u,v)ε ∀v ∈ V.

This is the problem we discretize with a Discontinuous Galerkin (DG) technique.
Conforming approximations are treated in [2], [6], [3].

Let Th be a conformal, shape-regular partition of Ω into tetrahedra {K}, where
h = maxK∈Th

hK , with hK = diam(K). We denote by Fh the set of all the faces
of elements in Th. On such a mesh, we define the following space:

(1) Vh := {v ∈ L2(Ω)n : v|K ∈ Pℓ(K)2n−3 ∀K ∈ Th},

where Pℓ(K) is the space of complex polynomials of total degree at most ℓ on
K. For piecewise smooth vector-valued functions v, on interior faces, we denote
by [[v]]T and {{v}} the tangential jump and mean value of v, respectively. On
boundary faces, we set [[v]]T = n × v and {{v}} = v.

With the help of these definitions, we introduce the following bilinear form (∇h

stands for the gradient element by element):

aIP
h (u,v) =(µ−1∇h × u,∇h × v) −

∫

Fh

[[v]]T · {{µ−1∇h × u}} ds

−
∫

Fh

[[u]]T · {{µ−1∇h × v}} ds+

∫

Fh

a[[u]]T · [[v]]T ds,
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with a := aIPh
−1, aIP > 0 being a parameter independent of the mesh size and the

material coefficients ([1]). See [10], [7] for variants of this method. For Maxwell (co-
ercive) source problem, the discontinuous Galerkin discretization has been studied
in several papers: see [9], [8] and the references therein.

In [5], we study, among others, the eigenvalue problem:

Problem 2. Find (0 6= uh, ωh) ∈ Vh × C:

ah(uh,vh) = ω2
h(uh,vh)ε ∀vh ∈ Vh.

It is not difficult to see that we need to prove that “all discrete eigenvalues ap-

proching the kernel are far from the others”. This is an important feature because,
if not, eigenvalues approaching the kernel are spread all over the spectrum and it
is very hard, if not impossible, to distinguish them from the discrete eigenvalues
approaching the point spectrum.

We refer the reader to [4] for numerical tests.
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Stability and Convergence of the Time-Domain Perfectly Matched
Layer Method for Acoustic Scattering Problems

Zhiming Chen

We consider the acoustic scattering problem with the sound-hard boundary con-
dition on the obstacle

∂u

∂t
= −divp,

∂p

∂t
= −∇u in [R2\D̄] × (0, T ),(1)

p · nD = g on ΓD × (0, T ),(2) √
r(u− p · x̂) → 0 as r = |x| → ∞, a.e. t ∈ (0, T ),(3)

u|t=0 = u0, p|t=0 = p0.(4)

Here u is the pressure and p is the velocity field of the wave. D ⊂ R2 is a
bounded domain with Lipschitz boundary ΓD, g is determined by the incoming
wave, and nD is the unit outer normal to ΓD. u0,p0 are assumed to be supported
in some circle BR = {x ∈ R2 : |x| < R} for some R > 0. (3) is the radiation
condition which corresponds to the well-known Sommerfeld radiation condition in
the frequency domain. We remark that the results in this paper can be easily
extended to solve the scattering problems with other boundary conditions such as
the sound-soft or the impedance boundary condition on ΓD.

One of the fundamental problem in the efficient simulation of the wave propa-
gation is the reduction of the exterior problem which is defined in the unbounded
domain to the problem in the bounded domain. An interesting alternative to
the method of absorbing boundary conditions is the method of perfectly matched
layer (PML). Since the work of Berenger [5] which proposed a PML technique
for solving the time-dependent Maxwell equations in the Cartesian coordinates,
various constructions of PML absorbing layers have been proposed and studied
in the literature (cf. e.g. Turkel and Yefet [17], Teixeira and Chew [16] for the
reviews). Under the assumption that the exterior solution is composed of outgoing
waves only, the basic idea of the PML technique is to surround the computational
domain by a layer of finite thickness with specially designed model medium that
would either slow down or attenuate all the waves that propagate from inside the
computational domain.

There are two classes of time-domain PML methods for the wave scattering
problems. The first class, called “split-field PML method” in the literature, in-
cludes the original Bérénger PML method. It is shown in Abarbanel and Gottlieb
[2] that the Bérénger PML method is only weakly well-posed and thus may suffer
instability in practical applications. The second class, the so-called “unsplit-field
PML formulations” in the literature, is however, strongly well-posed. One such
successful method is the uniaxial PML method developed in Sacks et al [15] and
Gedney [10] for the Maxwell equations in the Cartesian coordinates. The unsplit-
field PML methods in the curvilinear coordinates are introduced in Petropoulos
[14] and [16] for Maxwell equations.
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Although the tremendous attention and success in the application of PML meth-
ods in the engineering literature, there are few mathematical results on the conver-
gence of the PML methods. For the Helmholtz equation in the frequency domain,
it is proved in Lassas and Somersalo [13], Hohage et al [12] that the PML solution
converges exponentially to the solution of the original scattering problem as the
thickness of the PML layer tends to infinity. In Chen and Wu [7], Chen and Liu
[6], an adaptive PML technique is proposed and studied in which a posteriori error
estimate is used to determine the PML parameters. In particular, it is shown that
the exponential convergence can be achieved for fixed thickness of the PML layer
by enlarging PML medium properties. For the time-domain PML method, not
much mathematical convergence analysis is known except the work in Hagstrom
[11] in which the planar PML method in one space direction is considered for the
wave equation. In de Hoop et al [8], Diaz and Joly [9], the PML system with point
source is analyzed based on the Cagniard - de Hoop method.

The long time stability of the PML methods is also a much studied topic in
the literature (see e.g. Bécache and Joly [3], Bécache et al [4], Appelö et al [1]).
For a PML method to be practically useful, it must be stable in time, that is, the
solution should not grow exponentially in time. We remark that the well-posedness
of the PML system which follows from the theory of symmetric hyperbolic systems
allows the exponential growth of the solutions. In [3, 4, 1] the stability of the PML
systems is considered under the assumption of constant PML medium property
which, however, violates the property of perfect matchness of the associated PML
system. Thus those studies do not fully explain the success of practical applications
of the PML methods. Our strategy to prove the stability of the PML method is
based on the combination of the stability of the original scattering problem and
the convergence of the PML method.

In this talk we will show the exponential convergence and stability of the unsplit-
field PML method for the acoustic wave scattering problem in the polar coordi-
nates. Our analysis starts with the well-posedness and stability of the scattering
problem (1)-(4). We then introduce the upsplit-field PML method for (1)-(4) in
the polar coordinates by following the procedure in [14] for Maxwell equations.
Also the well-posedness of the initial boundary value problem of the PML system
is established. Next we prove the exponential convergence of the PML method.
Finally we consider the stability of the PML system.

One of the key ingredients in our analysis is the following uniform exponential
decay property of the modified Bessel function Kn(z)

|Kn(sρ1 + τ)|
|Kn(sρ2)|

≤ e
−τ

(
1−

ρ2
2

ρ2
1

)

,

for any n ∈ Z, s ∈ C with ℜ(s) > 0, ρ1 > ρ2 > 0, and τ > 0. The proof depends on
the Macdonald formula for the integral representation of the product of modified
Bessel functions and extends our earlier uniform estimate in [6] for the first Hankel
function H1

ν (z), ν ∈ R, in the upper-half complex plane.
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A generalized Holland model for wave diffraction by thin wires

Xavier Claeys

(joint work with F.Collino and M.Duruflé)

1. General context and motivations

The general context of the problem we are in-
terested in is the simulation of electromagnetic
wave diffraction by thin wires. We make two
assumptions on such obstacles: we suppose the
wires to be perfectly conducting, and suppose
their thickness is much smaller than the wave-
length of the field. For example, antennas sat-
isfy these hypothesis. We propose to study the
model problem of acoustic diffraction by thin
obstacles, and we wish to perform such compu-
tations using a volumic method with no mesh
refinement.

u0
Γε

ΓR

To our knowledge there exists only one numerical method matching these pre-
vious requirements. It is called the Holland model and was proposed by Holland
and Simpson in the engineer literature [1]. It is suitable for straigth wires aligned
with the axis of a cartesian grid in a FDTD scheme for electromagnetics. This
model assumes that the current is constant across any section of the wire and
that the field has an electrostatic behavior close to the wire. It is also based on a
averaging operator in a region as large as a cell close to the wire. This averaging
operator involves a parameter called the lineic inductance that is to be chosen on a
empirical basis. This model is widely used in volumic methods, it provides precise
results (for a well chosen lineic inductance) and can be easily implemented. Unfor-
tunately it lacks a solid theoretical basis. In particular, there exist only empirical
formulas for the lineic inductance.

For the model problem of bidimensional acoustic diffraction, we present an aug-
mented finite element method that matches the requirements stated before. From
this alternative method, we are able to recover the Holland model. This method
then generalizes the Holland model for arbitrary meshes, provides a rigorous set-
ting for it and a theoretical expression of the lineic inductance.

2. Exact and simplified problem

We consider the 2D acoustic diffraction problem in a disc ΩR = D(0, R) (with
ΓR = ∂ΩR) containing only one small obstacle Ωε = D(0, ε) (with Γε = ∂Ωε) and
we suppose that ε → 0. We impose a Dirichlet boundary condition on Γε and an
outgoing radiation condition on ΓR. Then the problem we want to solve is the
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following,





Find (uε, pε) ∈ H1(ΩR) ×H−1/2(Γε) such that

a(uε, v) + bε(pε, v) =
∫
ΓR(TRu0 + ∂u0

∂n )v , ∀v ∈ H1(ΩR),

bε(q, uε) = 0 , ∀q ∈ H−1/2(Γε).

Here a and bε are given by a(u, v) =
∫
ΩR

∇u · ∇v −k2
∫
ΩR uv +

∫
ΓR vTRu and

bε(q, v) =
∫
Γε qv , TR is the usual Dirichlet-to-Neumann map, and u0(x) = −eik·x

is the incident field we consider . In this formulation, we take the presence of the
small obstacle into account using the bilinear form bε and Lagrange multipliers
chosen in the space H−1/2(Γε). The function pε is then the jump of the normal

derivative of uε on Γε, pε = [∂uε

∂n ]|Γε . Using matched asymptotic expansions, we
notice that pε is nearly a constant function on Γε. We are then led to consider the
simplified formulation





Find (uε
ap, p

ε
ap) ∈ H1(ΩR) × P0 such that

a(uε
ap, v) + bε(pε

ap, v) =
∫
ΓR(TRu0 + ∂u0

∂n )v , ∀v ∈ H1(ΩR),

bε(q, uε
ap) = 0 , ∀q ∈ P0,

where we have replaced H−1/2(Γε) by P0 the space of constant functions on Γε.
This problem is well posed for ε sufficiently small (it satisfies inf-sup conditions
uniform with respect to ε). Again using asymptotic analysis we can prove that
the solution of this simplified problem is very close to the exact solution.

H = H1(ΩR) H1(ΩR \ ΩR′)

‖uε − u0‖H ∼ | ln ε|−1/2 | ln ε|−1

‖uε − uε
ap‖H ∼ ε1/2 ε

Here ΩR′ = D(0, R′) with 0 < R′ < R so that ΩR \ ΩR′ is a region excluding
a fixed neighborhood of the small obstacle. We see that uε

ap provides a better
approximation of uε than the incident field u0.

3. Locking free discrete formulation

Since the simplified formulation is validated by these error estimates, we decide
to solve the corresponding discrete formulation. In this discrete problem we con-
sider ε as a function of the mesh step h i.e ε = ε(h). We make two assumptions
on the mesh:

H1 The mesh is uniformly regular with no local refinement,

H2 There exists κ such that ε(h) < κh.

The second hypothesis means that the mesh is coarse with respect to the size of
the small obstacle. Then we can think of solving the simplified formulation with
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standard finite elements (with V h = Pq or Qq), unfortunately we are able to prove
that such a discrete formulation is numericaly locking in the sense that there exists
κ such that infvh∈V h ‖uε

ap − vh‖H1(ΩR) > κ/| ln ε|. We are thus led to consider an
augmented approximation space,

V h
e = V h ⊕ span{ϕε

ad} with ϕε
ad(x) = χ0(x)

1|x|>ε

2π
ln

|x|
ε
.

Here χ0 is a smooth cut-off function that depends only on |x| (χ0(x) = 1 for
|x| small and χ0(x) = 0 for |x| large). The corresponding augmented discrete
formulation that we solve is then





Find (uε,h
ap , p

ε,h
ap ) ∈ V h

e × P0 such that

a(uε,h
ap , v

h) + bε(pε,h
ap , v

h) =
∫
ΓR(TRu0 + ∂u0

∂n )vh , ∀vh ∈ V h
e ,

bε(q, uε,h
ap ) = 0 , ∀q ∈ P0.

With this modification of the standard finite element method, the approximation
becomes non-locking and consistant. Indeed on the figure 1, we ploted the relative
error evaluated in a region excluding a fixed neighborhood of the obstacle versus
h/λ, for four values of ε, using order 3 finite elements. According to the indicated
slopes, the rate of convergence is optimal in regions that exclude a neigborhood of
the small obstacle. Such an observation is valid with higher order finite elements.
Moreover the quality of the approximation is not deteriorated when ε goes to 0.

ε/λ 10−2 10−3 10−4 10−5

slope 3.8883 4.1136 4.2392 4.3103
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Figure 1.
‖uε

ap−uε,h
ap ‖H1

‖uε
ap‖H1

versus h/λ

We are able to prove order 2 convergence rate (for sufficiently smooth data): ‖uε−
uε,h

ap ‖H1(ΩR\ΩR′) < κ ln 1/ε (ε + h2), for q > 2 ( q order of finite elements). How
to prove optimal convergence remains for us an open question.

4. The Holland model

In [2], Collino and Millot proposed a continuous setting from which they can
deduce the Holland model. On the basis of this continuous setting we can propose
the following acoustic version of the Holland model on a finite element mesh,





Find (uε,h
hol, p

ε,h
hol) ∈ V h × P0 such that

a(uε,h
hol, v

h) + bε(pε,h
hol, v

h) =
∫
ΓR(TRu0 + ∂u0

∂n )vh , ∀vh ∈ V h
e ,

bε(q, uε,h
hol) − Lε,h

hol c(p
ε,h
hol, q) = 0 , ∀q ∈ P0.

The parameter Lε,h
hol is the lineic inductance; its value is not a priori known. The

bilinear form c is defined by c(p, q) = p q. We show how this discrete formulation
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is related to our augmented discrete formulation. Consider Ph(ϕε
ad) ∈ V h the

unique element of the standard approximation space satisfying a(Ph(ϕε
ad), vh) =

a(ϕε
ad, v

h), ∀vh ∈ V h and define δh(ϕε
ad) = ϕε

ad−Ph(ϕε
ad). Then we can decompose

the discrete solution using this new function, uε,h
ap = uε,h

reg + pε,h
s δh(ϕε

ad) with

uε,h
reg ∈ V h. We also make a further assumption on the mesh,

H3 There exists κ, ν > 0 such that κh1+ν < ε(h).

This hypothesis is reasonnable because ν can be chosen arbitrarily large. Then
we prove that the regular part uε,h

reg is very close to the solution of the Holland
problem. This result appears as a justification of the Holland model providing at
the same time the correct value for the lineic inductance.

Theorem
Suppose that assumptions H1, H2 and H3 are satisfied. Suppose also that we
choose the value,

Lε,h
hol =

bε
(
δh(ϕε

ad)
)2

a(δh(ϕε
ad), δh(ϕε

ad))

for the lineic inductance. Then there exists κ > 0 such that ‖uε,h
reg −uε,h

hol‖H1(ΩR) 6

κ hq (q order of elements) .
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High-Order Numerical Methods for Maxwell’s Equations on
Unstructured Meshes

Gary Cohen

For a long time, Maxwell’s equations were mainly solved in the time-harmonic
domain. The evolution of radar techniques showed the limit of this formulation
which can only treat monochromatic sources. Both engineers and researchers
were then motivated to use equations in the time domain which can take into
account large frequency sources in one resolution. The first and most popular
approximation of Maxwell’s equations in the time domain was provides by the Yee’s
scheme [25], commonly called FDTD (Finite Difference in the Time Domain) by
enginees, which is basically a centered second order finite difference approximation
of Maxwell’s equation.

Although easy to implement, FDTD has some difficulties to treat complex ge-
ometries. In fact, the staircase approximation of curved boundary can produce
spurious reflections which can substantially pollute the solution. On the other
hand, finite element methods (FETD) have the major drawback of producing a
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n-diagonal (n can grow up to several tens in 3D) mass matrix which must be
inverted at each time-step, which is a serious handicap for FETD versus FDTD
whose mass matrix is the identity matrix. This mass matrix does not present any
difficulty to time harmonic problems, for which even the stiffness matrix must be
inverted. For this reason, industry was reluctant to use FETD for a long time and
FDTD remains the reference for Maxwell’s equations in the time domain for 40
years!

The mass lumping technique is an efficient alternative to mass matrix inver-
sion. However, this technique was well known for lower order continuous (or H1)
elements but not obvious for higher-order approximations. A first step towards a
general mass lumping technique was made by Hennart et al. [17, 18] and indepen-
dently by Young [26] which proposed to use Gauss-Lobatto quadrature formulas
to get mass lumping for continuous quadrilateral or hexahedral finite elements.
Besides mass lumping, these formulas ensure to keep the order induced by the
finite element approximation [3]. First introduced for ODE or parabolic problems,
this technique was extended to the wave equation by Cohen et al. [10] and re-
named spectral element methods [20]. The non trivial extension of this technique
to triangular and tetrahedral elements was later realized by Cohen et al [9] for
triangles up to third order and Mulder et al. [21] for higher-order triangles and
tetrahedra.

The problem of the mass matrix inversion was solved for the wave equation and
remained a challenging problem for Maxwell’s equations. A first try was done by
Haugazeau et al. [16] but this approach remains restricted to first-order approx-
imation. A second and natural step was to extend spectral element techniques
to edge (or H(curl)) elements. This was done by Cohen et al. for orthogonal
meshes for the first family [22, 11] and for any mesh for the second family of edge
elements of any order [23, 12]. The extension to triangular and tetrahedral meshes
was realized by Elmkies et al. [14, 15] but lead to efficient approximations up to
the second-order elements.

Due to the storage of the stiffness matrix, even by using mass lumping tech-
niques, FETD remained much more expensive than FDTD in terms of storage and,
to a lesser extent, in computational time. This ultimate problem was solved by
using a mixed H(curl)−L2 formulation of Maxwell’s equations based on H(curl)-
conform definition of the curl operator in both spaces [12]. This technique provides
a local definition of the stiffness matrices which induces a substantial gain of stor-
age. It was later extended to acoustics [6] and linear elastodynamics [7]. A detailed
presentation of all these techniques can be found in [4].

Unfortunately, although H1 spectral elements and H1 and H(curl) triangular
and tetrahedral elements behave quite well for any mesh, H(curl) spectral elements
present important parasitic waves for very distorted meshes, which are often used
in industrial problems. For this reason, discontinuous Galerkin methods appeared
as an efficient alternative for Maxwell’s equations. First introduced by Hesthaven
[19] for tetrahedra, this approach was adapted by Cohen et al. [8, 24] to the
spectral element point of view, which provided a low-storage as well as fast method
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to solve Maxwell’s equations. This approach seemed to deal better with parasitic
waves but eigenvalues considerations showed that such waves were however present
in this method. All these remarks motivated us to discuss the numerical dissipation
terms which can attenuate parasitic waves, as shown in [1, 2, 13]. This discussion
is the new part of our survey.

An extended presentation of this work can be found in [5].
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[14] A. Elmkies, P. Joly, Éléments finis d’arête et condensation de masse pour les équations
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High-frequency Plasma Wave Computations

Pierre Degond

(joint work with J.-G. Liu, M.H. Vignal)

In [8] and [10] (see also [6]), a new numerical discretization of the Euler-Poisson
system has been proposed. The Euler-Poisson system under consideration consists
of the isentropic Euler equations for the particle and momentum densities coupled
with the Poisson equation through a source term modeling the electrostatic force.
In dimensionless units, the coupling constant can be expressed in terms of a pa-
rameter ε which represents the scaled Debye length. When ε is small, the coupling
is strong. In this situation, the particle density is constrained to be close to the
background density of the oppositely charged particle, which we suppose to be
uniform and equal to 1 in scaled units. The velocity then evolves according to the
incompressible Euler equation. The limit ε → 0 is called the quasineutral limit,
since the charge density almost vanishes identically. When two or more particle
species are considered, the limit ε → 0 leads to a more complex model usually
referred to in the physics literature as a quasineutral model.

The scheme which has been proposed in [8] and [6] is ’Asymptotic Preserving’
in the quasineutral limit, which means that it becomes consistent with the limit
model when ε → 0. The goal of [10] is to analyze the stability properties of this
scheme and to show that its stability domain is independent of ε. This stability
analysis is performed on the Fourier transformed (with respect to the space vari-
able) linearized system. We show that the stability property is more robust when
a space-decentered scheme is used (which brings in some numerical dissipation)
rather than with a space-centered one. The linearization is first performed about
a zero mean velocity, and then about a non-zero mean velocity. At the various
stages of the analysis, our scheme is compared with more classical schemes and its
improved stability property is outlined. The analysis of a fully discrete (in space
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and time) version of the scheme is also given. Finally, some considerations about
a model nonlinear problem, the Burgers-Poisson problem, are also given.

The Euler-Poisson model is one of the most widely used fluid models in plasma
and semiconductor physics (see e.g. [20], [1] for plasmas, and [23] for semiconduc-
tors). It can be derived from a moment expansion of kinetic models such as the
Vlasov or Boltzmann Poisson equations supplemented with a convenient closure
assumption (see references above).

There are two important physical length and time scales associated with this
model (see e.g. [1], [20]): the Debye length and the electron plasma period. These
two scales are related one to each other by the thermal speed which is an order
one quantity. We are interested in the quasineutral regime where both parameters
can be very small compared with typical macroscopic length and time scales. A
standard explicit scheme must resolve these micro-scale phenomena in order to
remain stable. The satisfaction of these constraints requires huge computational
resources which make the use of explicit methods almost impracticable.

The search for schemes free of such constraints has been the subject of a vast
literature. A number of works deal with Particle-in-Cell (PIC) methods which
are specific discretizations of the kinetic model, the Vlasov-Poisson system (see
e.g. the direct implicit method [3], [21] and the implicit moment method [24],
[25]). These methods have proved extremely efficient in number of situations but
there are still regions where short time steps must be used (see e.g. the recent
discussion in [18]). So the improvement of classical time-stepping strategies, if
possible, would offer attractive perspectives. More references can be found in [8].
We also mention that the strategy developed in the present paper has been applied
to PIC codes in [9]

The present work deals with fluid models. For fluid models the literature is
comparatively less abundant. We can refer to the pioneering work [16], and more
recently to [2], [4], [26], [27]. When the fluid models are drift-diffusion models,
implicit strategies have been proposed in [28], [29], [22].

To cancel the fast scales associated with electron plasma frequency, quasineu-
tral models have been very frequently considered [15] (see also references in [8]).
Recently, two-fluid quasineutral models have been studied [5], [7], [11], [12], [13],
[14].

However, in situations where quasineutral and non quasineutral regions coex-
ist, a specific treatment is needed to connect the quasineutral model with a non
quasineutral model across the interface. Such situations arise in sheath problems
(see e.g. [17], [19], [12] ; other references can be found in [8]). In such problems,
one has often to deal with a dynamic interface the tracking of which gives rise to
a complex numerical problem. Additionally, the interface dynamics is not a priori
known, and must either be derived from an asymptotic analysis like in [12], [13],
or [19], or must be inferred from physical considerations. In both cases, great care
is required to ensure that the proper dynamics is implemented. Another problem
is related to the fact that the quasineutral to non-quasineutral transition may not
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be a sharp transition, but rather a fairly diffuse one, and its approximation into a
sharp interface may actually lead to some unphysical behavior.

For these reasons, it is highly desirable to develop numerical methods which
automatically shift from a quasineutral to a non-quasineutral model across the
transition region when such a transition is encountered. The scheme proposed in
[8] serves this purpose. Additionnally, it has been shown that the numerical cost
of this scheme is the same as the standard strategy (we refer the reader to [8] for
more detail). The work [10] provides elements towards a rigorous analysis of its
stability properties.
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Computation of harmonic wave propagation in infinite periodic media

Sonia Fliss

(joint work with Patrick Joly, Jing R. Li)

Periodic media play a major role in applications, in particular in optics for micro
and nano-technology. From the point of view of applications, one of the main
interesting features is the possibility offered by such media of selecting ranges of
frequencies for which waves can or can not propagate. Mathematically, this prop-
erty is linked to the gap structure of the spectrum of the underlying differential
operator appearing in the model. For a complete, mathematically oriented pre-
sentation, we refer the reader to [7, 8]. Of course, there is a need for efficient
numerical methods for computing the propagation of waves inside such structures.
In real applications, the media are not really periodic but differ from periodic me-
dia only in bounded regions (small with respect to the total size of the propagation
domain). In such a case, a natural idea is to reduce the pure numerical computa-
tions to these regions and to try to take advantage of the periodic structure of the
problem outside: this is particularly of interest when the periodic regions contain
a large number of periodicity cells.

My presentation was concerning a contribution of such methods in three par-
ticular situations, of increasing complexity. The solution of each case relies on the
solution for the previous one.
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1. Locally perturbed periodic waveguide

The first situation we have studied concerns the computation of the propaga-
tion of acoustic waves in a locally perturbed infinite periodic waveguide, namely
an infinite structure which is periodic in one priviliged direction (the propagation
direction) and bounded in the other transverse variables. We investigate the ques-
tion of finding artificial (but exact) boundary conditions to reduce the numerical
computation to a neighborhood of this perturbation.

Our goal was the generalization of the DtN approach to periodic waveguides, which
is complicated by the fact that separation variables techniques (see [9, 4]) usually
used in the case of homogeneous waveguides can no longer be used. However the
notion of guided modes has a natural extension: the notion of Floquet modes. By
revisiting the Floquet-Bloch theory [6], we propose a method for constructing a
DtN operator, denoted ΛW by solving local problems on a single periodicity cell.
This is closely connected to operator-valued Ricatti equations (here, of stationary
nature), a topic which is already present in many problems concerning artificial
boundary conditions (see for instance [5]). It appears also that our method is simi-
lar to the transfer matrix approach developed for ordinary equations with periodic
coefficients ([2]). However, except in a 1d-case, this theory cannot be applied di-
rectly to our problem due to the fact that the Cauchy problem for the Helmholtz
equation is ill-posed in higher dimensions. For more details see [3].

2. Interface 2D Problem

The second situation presented concerns the transmission (and reflection) of
an incident wave from a homogeneous half-space to a periodic half-space. This
problem generalizes the classical problem of the diffraction by periodic gratings
which is more widely treated in the literature (for example, see [1, 10]). We use
the Floquet-Bloch Transform in the variable y parallel to the interface defined by:

F : L2(R) → L2(R0 = [0, 1] × [0, 2π])

ψ(y) → Fψ(y, k) =
1√
2π

∑

n∈Z

ψ(y + n)e−ınk ,

which basically transforms a function defined on the real line to a function defined
in a rectangle. We can reduce ourselves to find exact boundary conditions for
a family (depending on the continuous parameter, k ∈ [0, 2π] ) of periodic half-
waveguides problems with quasi-periodic conditions. As a consequence the DtN
operator on the interface Σ for periodic half space problem, ΛH , is described in
terms of a family of ”waveguide” DtN operators, ΛW (k), that we can determined
using the method of the section 1:

(1) ΛH =

∫ ⊕

ΛW (k) dk.
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Figure 1. Isovalues of the refraction index n(x) and direction of
the incident plane wave (θ = π/4)

We show in the following figures a computation that corresponds to the transmis-
sion-reflection of an incident plane wave in the homogeneous mediium, with angle
of incidence π/4. We describe the propagation medium in the figure 1 where we
represent the isovalues of the refraction index which varies from 1 to 2.

First, we choose a frequency so that the wavelength of the incident wave is about
six times larger than the size of the periodicity cell. In this case, we are close to
the application conditions of the homogenization theory (see figure 2). Next, we
choose a five times larger frequency so that the wavelength is comparable to the
size of the periodicity cell. The structure of the solution is more complicated in
this case (see figure 3).

3. Locally perturbed periodic 2D plane

The third and last situation is the 2D-plane case: we are interested in propaga-
tion media which are a local perturbation of an infinite structure, periodic in two
directions. Physically, the ”defect” may be a geometrical defect, a perturbation of
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Figure 2. Low frequency case: comparison of the numerical so-
lution of the initial problem to the one of the homogenized prob-
lem.

Figure 3. General Case: the structure of the solution is more complex.
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a periodic refraction index or a local source. For simplicity, we will restrict our-
selves to the case where the periodicity cell is a square and presents at least two
symmetries, which is often the case in the applications. We want to restrict the
computations to a square which contains the defect and whose side is a multiple
of the size of the periodicity cell. The DtN operator we look for is defined on
the boundary Γ of the square (which is an original situation, even in the constant
coefficient case).
The key point of the method relies on the factorization of the DtN operator as:

(2) Λ = ΛH ◦D.

The first operator, ΛH is the DtN operator corresponding to a periodic half space
problem, that we can find using the method of section 2. The second operator,
D, is an operator that maps functions defined on Γ, into functions defined on Σ,
where Σ is an infinite line containing on of the sides of Γ. It is characterized as
the unique solution of the operator valued linear equation :

(3) DH ◦D −D = 0.

In ()3),DH is an operator acting on functions defined on Σ and can be computed
using the techniques of the halfspace problem (see section 2). Moreover D is in
the affine space of linear operators from L2(Γ) in L2(Σ) that leave invariant the
restriction to the segment of Σ that coincides with one of the sides of Γ. The
numerical resolution of this equation is in progress.
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[7] P. Kuchment, The mathematics of photonics crystals (chapter 7), Mathematical Modelling
in optical science, vol. 22 of Frontiers in applied Mathematics. SIAM, Philadelphia (2001).

[8] P. Kuchment, On some spectral problems of mathematical physics, Partial differential equa-
tions and inverse problems, volume 362 of Contemp. Math., Amer.Math.Soc., Providence,
RI (2004), 241–276.

[9] M. Lenoir and A. Tounsi, The localized finite element method and its application to the two
dimensional sea-keeping problem, SIAM J.Numer.Anal., vol. 25(4), (1988), 729–752.

[10] T. Arens, S.N. Chandler-Wilde and J.A. DeSanto, On integral equation and least
squares methods for scattering by diffraction gratings, Communications in Computational
Physics,vol.1, (2006), 1010–1042.



308 Oberwolfach Report 5/2007

Robust boundary integral methods in high frequency scattering

Ivan G. Graham

This report gives a brief survey of robust numerical methods for computing

the scattering of a high-frequency incident plane wave uI(x) = exp(ikx · d̂) by a

bounded obstacle Ω ⊂ Rm with boundary Γ (where d̂ is a unit vector and m = 2
or 3). The scattered wave uS satisfies the Helmholtz equation:

∆uS + k2uS = 0 in Ω′ = Rd\Ω ,

together with the Sommerfeld radiation condition. The total wave u = uI + uS

is required to satisfy a suitable boundary condition on Γ, for example u = 0
(the “sound-soft” case). We will be concerned with methods based on boundary
integral formulations. In the sound-soft case, the complementary Cauchy data is
the normal derivative of the total wave v = ∂νu which is found by solving the
“combined potential equation”:

(1) Rkv :=

(
1

2
I + D′

k − iηSk

)
v = ∂νuI − iηuI =: fk ,

where Sk is the single layer potential operator, D′
k is its normal derivative (i.e. the

adjoint of the double layer potential). We shall follow normal practice and choose
the coupling parameter as η = k.

There has been considerable recent interest in devising numerical methods for
this problem which work well across a range of frequencies, including the high-
frequency case k ≫ 1. In this case due to the oscillatory solution, classical piece-
wise polynomial boundary element methods require at least O(kd−1) degrees of
freedom, and have solution complexity of at least this order (for example using
fast multipole or panel-clustering algorithms). Faster methods (motivated by as-
ymptotic analysis), write the solution in terms of explicit oscillatory functions,
and approximate only the (hopefully less-oscillatory) remainder.

Although high-frequency asymptotics for wave scattering has been well-estab-
lished since the 1960’s (e.g. [11, 5, 17, 10, 18]), they were not seriously used for
numerical purposes until several papers of Abboud et. al. in the mid-90’s (e.g.
[1]). In the context of (1) the method of [1] amounts to writing

(2) v(x) = k exp(ikx.d̂)V (x) ,

which is the classical “Geometric Optics” approximation and V is known to be
well behaved, at least away from shadow boundaries, when Γ is smooth and con-
vex. A formal argument in [1] suggests that the approximation of V by standard
piecewise polynomial boundary spaces of order m yields an approximation error
of O(hk1/3)m, and (assuming k independent stability), an improved solution com-
plexity (via the Galerkin method) of O(k(d−1)/3). Giladi and Keller [12] proposed
a collocation-based method based on an extension of (2) which also took into
account creeping waves arising from diffraction at shadow boundaries.

While both [1, 12] indicate the importance of efficient quadratures for the os-
cillatory integrals which arise in implementations, Bruno et. al. (e.g. [2, 3]) puts
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quadrature at the forefront through devising an extension of the classical Nyström
scheme for (1) in the high-frequency case. Introducing the ansatz (2) into (1)
yields an integral equation for V , the integral terms in which are approximated
by using a partition of unity to localise around singular and stationary points
and then applying the trapezoidal rule on the component parts. Since the func-
tion V is not so well-behaved near shadow boundaries, coordinate stretching is
employed there before discretisation. The resulting matrix-free discretisation was
solved iteratively [2, 3] and errors independent of k were observed. The method
described extends to the 3D smooth convex case provided the stationary points
are identified.

Two recent developments have started the rigorous analysis of methods such as
these. In [8] we have analysed the Galerkin solution of the integral equation for V
which is obtained by substituting (2) into (1) in the case of smooth convex Γ in
2D. Algebraic polynomial approximations of V are employed in certain carefully
chosen illuminated, shadow and shadow boundary zones of Γ. We undertake a
complete error analysis of this type of approximation and prove its stability and
superalgebraic convergence for fixed k. Most importantly, by a careful analysis of
the k dependence of the constants appearing in the error analysis, we also prove
that, to obtain bounded discretisation error as k → ∞, the polynomial degrees
need to grow only as O(k1/9+ǫ), for any ǫ > 0. Under an assumption on the
coercivity of the integral operator Rk (which is proved by Fourier analysis to be
satisfied by circular scatterers), we prove that the actual Galerkin error enjoys the
same property. In experiments the error appears to be almost independent of k.

While [8] concerns smooth scatterers (and requires delicate estimates near
shadow boundaries), parallel work by Chandler-Wilde and Langdon (e.g. [7])
considered the case of scattering from convex polygons. Here, diffraction at cor-
ner points, rather than at shadow boundaries, is the key feature. In [7] a novel
direct analysis of the boundary integral equation representation obtained explicit
decomposition of the solution as a sum of the geometric optics approximation and
additional diffraction terms containing explicit oscillations and unknown slowly
varying terms. The latter are approximated by piecewise polynomials and the
discretisation error is shown to remain bounded provided the number of degrees
of freedom grows logarithmically in k. The results in [7] are inspired by earlier
results of the same group (e.g. [6]) which proposed an algorithm for scattering by
an impedance plane and proved rigorously that uniformly accurate solutions are
obtained for k → ∞ with k-independent cost. This was the first such theoretical
result for any scattering algorithm.

For other recent work on the important related field of oscillatory quadrature,
we refer, for example, to [15, 14] and the references therein. We also mention that
considerable progress has been made in the challenging area of multiple scattering
and refer to [4, 9] for further details. Finally we mention that for scattering prob-
lem’s with more general data than plane waves, one may use standard boundary
element spaces enriched with plane waves in a range of directions on each element
e.g. [13]. These are more efficient than standard piecewise polynomials in the
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high-frequency case, in the sense that while the complexity remains empirically
at O(kd−1), a smaller asymptotic constant is observed compared with classical
methods.
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Energy Conserving Explicit Local Time Stepping
For Second-order Wave Equations

Marcus J. Grote

(joint work with Julien Diaz)

Adaptivity and mesh refinement are certainly key for the efficient numerical so-
lution of partial differential equations. However, locally refined meshes impose
severe stability constraints on explicit time-stepping schemes, where the maximal
time-step allowed by a CFL condition is dictated by the smallest elements in the
mesh. When mesh refinement is restricted to a small region, the use of implicit
methods, or a very small time step in the entire computational domain, are very
high a price to pay. To overcome that stability restriction, we propose local time-
stepping schemes, which allow arbitrarily small time steps where small elements
in the mesh are located. When combined with a symmetric finite element dis-
cretization in space with an essentially diagonal mass matrix, the resulting fully
discrete scheme is explicit and exactly conserves a discrete energy. Starting from
the standard second order “leap-frog” scheme, time integrators of arbitrary order
of convergence are derived. Numerical experiments illustrate the efficiency of these
methods and validate the theory.

We consider the scalar wave equation

(1) utt −∇ ·
(
c2 ∇u

)
= f in (0, T ) × Ω,

with appropriate initial and boundary conditions. Here Ω is a bounded domain in
Rd, d = 2, 3. The source term f lies in L2(0, T ;L2(Ω)) and we assume that the
speed of propagation, c(x), is piecewise smooth, bounded, and strictly positive.

Starting from the weak formulation of (1), we then consider either standard
conforming finite elements with mass lumping [2] or a recent symmetric interior
penalty discontinuous Galerkin (DG) formulation [1] for the spatial discretization
of (1). Both eventually lead to a second-order system of ordinary differential
equations of the form:

(2) M
d2y

dt2
+Ky = F,

where both M , K are symmetric positive definite (SPD); moreover, M1/2 can be
obtained at low cost, since M is (block-)diagonal. For F = 0 the energy

E[y](t) = ẏ⊤Mẏ + y⊤Ky

is conserved in time. Hence, we now seek time discretizations of (2), which also
conserve (a discrete version of) the energy.

We let F = 0 and multiply (2) by M−1/2 to obtain

(3)
d2z

dt2
+M−1/2KM−1/2z = 0,
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with z = M1/2y. Next, we set A = M−1/2KM−1/2, which is also symmetric
positive definite, and thus rewrite (3) as

(4)
d2z

dz2
+Az = 0 .

The (exact) solution z(t) of (4) satisfies

(5) z(t+ ∆t) − 2z(t) + z(t− ∆t) = −∆t2
∫ 1

−1

(1 − |θ|)Az(t+ θ∆t) dθ.

The integral on the right-hand side of (5) represents a weighted average of Az(s)
over the interval (t−∆t, t+∆t), which needs to be approximated in any numerical
algorithm. For instance, if we simply replace Az(t + θ∆t) by Az(t) in (5) and
evaluate the remaining θ-dependent integral, we obtain the well-known second
order leap-frog scheme with time step ∆t,

(6)
zm+1 − 2zm + zm−1

∆t2
= −Azm, zm ≃ z(tm),

which, however, would require ∆t to be comparable in size to the smallest elements
in the mesh.

Instead, following [3], we now split the vector z(t) in two parts:

z(t) = (I − P )z(t) + Pz(t) = z[coarse](t) + z[fine](t) .

The projection matrix P is diagonal: its diagonal entries, equal to zero or one,
identify the unknowns associated with the locally refined region, that is where
smaller time steps are needed. To circumvent the severe CFL restriction on ∆t in
(6), we shall treat z[fine](t) differently from z[coarse](t) in

z(t+ ∆t) − 2z(t) + z(t− ∆t)

= −∆t2
∫ 1

−1

(1 − |θ|)A
[
z[coarse](t+ θ∆t) + z[fine](t+ θ∆t)

]
dθ.

Thus, we replace

A
[
z[coarse](t+ θ∆t) + z[fine](t+ θ∆t)

]
≃ Az[coarse](t) +APq(θ∆t),

where q(τ) solves the differential equation

d2q

dτ2
(τ) = −A(I − P )z(t) −APq(τ),(7)

q(0) = z(t), q′(0) = 0.(8)

We can then show that

(9) z(t+ ∆t) − 2z(t) + z(t− ∆t) = 2(q(∆t) − q(0)) +O(∆t4).

Hence for each time step ∆t, the algorithm to advance z(t) from t to t+∆t proceeds
as follows: first, we solve (7) with the leap-frog scheme using p time steps each of
size ∆τ = ∆t/p, p ≥ 1, which yields q(∆t). Then, we update z(t+∆t) by using (9).
Here, a key observation in (7) is that the term A(I − P )z(t) is independent of τ .
For time step of size ∆t, this algorithm therefore requires only one multiplication
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by (I −P )A and p multiplications by PA. Those p multiplications, however, only
affect the unknowns in the highly refined region where P is nonzero, and hence
the additional work will be small if the refined region only occupies a fraction of
the entire mesh.

We have proved that the resulting overall algorithm is second-order accurate
in time and exactly conserves a discrete energy. The CFL condition of the new
scheme is usually comparable to that of the standard leap-frog scheme without
local refinement. If a small overlap across at most three elements is allowed into
the coarse region immediately next to the refined region, the CFL condition is
optimal, in the sense that the same time step can be used.

Figure 1. Left: The solution is shown at time t = 0.2 . Right:
the highly refined mesh inside the narrow channel.

To illustrate the versatility of the method, we consider a computational domain
that consists of two rectangles connected by a very narrow channel. We use the IP-
DG formulation [1] with P 3 elements on a triangular mesh, which is highly refined
inside the narrow region, as shown in the right frame of Fig. 1. Since the mesh
size inside the refined region is about 17 times smaller than in the surrounding
coarse region, we take p = 17 local time steps for every time step ∆t.

As shown in Fig. 1, the wave is initiated by a pulse in the upper region, which
propagates outward until it impinges on the boundaries. A fraction of the wave
then penetrates the channel and generates a circular outgoing wave as it reaches
the opposite lower region. Further reflections occur as the wave moves back and
forth inside the channel, subsequently generating multiple circular waves in the
upper and lower domains.
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Optimal local radiation boundary condition sequences, optimal
perfectly matched layers, and why they are the same

Thomas Hagstrom

A few years back efficient temporally local but spatially nonlocal compressions
of exact radiation boundary conditions for the scalar wave equation and Maxwell’s
equations were constructed [1, 2]. To achieve an accuracy, ǫ, up to a time, T ,
for a wavelength, λ, it was shown to require a boundary operator described by
O(ln 1

ǫ ·ln cT
λ ) functions per harmonic, an estimate we suspect is optimal. Although

the associated computational complexity is small compared with the cost of the
interior solve, these conditions suffer from the need to compute spatial transforms
and from a lack of geometric flexibility. We present here a new sequence of local
radiation boundary conditions which, experimentally at least, satisfy the same
complexity estimate as the spatially nonlocal conditions, without the need for
harmonic transforms and with the possibility of implementations in rectangular
domains.

Consider a planar artificial boundary, x = 0. Our starting point is a repre-
sentation of the solution as a superposition of propagating and evanescent plane
waves, easily derived via Fourier transforms under the assumption that all inho-
mogeneities lie in the left half plane x ≤ −δ for some δ > 0.

u(x, y, z, t) =

∫ π
2

0

Φ (ct− x cosφ, y, z, φ) dφ

+

∫ ∞

0

e−σxΥ(y, z, t, σ)dσ,(1)

where u satisfies the wave equation. Following the treatment of analogous ex-
pressions in deriving the translation formulas for the fast multipole method [3],
approximate (1) by some quadrature rule:

(2) u(x, y, z, t) ≈
np−1∑

j=0

wjΦj(ct− x cos θj , y, z) +

ne∑

j=1

dje
−σjxΥj(t, y, z).

Local boundary conditions with np+ne auxiliary functions can now be constructed
which are exact on this approximate representation independent of the unknown
functions Φj and Υj. Following [4, 5, 6] recursively define for j = 0, . . . , np − 1:

(3)

(
cos θj

∂

∂t
+ c

∂

∂x

)
ψj =

(
cos θj

∂

∂t
− c

∂

∂x

)
ψj+1

with ψ0 = u and for j = 1, . . . , ne:

(4)

(
σj +

∂

∂x

)
ψnp+j−1 =

(
σj −

∂

∂x

)
ψnp+j
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(5) ψnp+ne
= 0.

Upon proving by induction that each of these auxiliary fields satisfies the governing
equations, one derives evolution equations along the boundary x = 0 by eliminating
the normal derivatives. This leads to the local boundary condition sequences.
Alternatively, one can interpret the recursions as a finite volume discretization of a
PML (with nonstandard parameters). (See [7, 8] for related ideas). In particular, if
we perform a Laplace transform in time the equations formally resemble a discrete
PML with frequency-dependent grid spacings: (One could also rewrite a standard
PML as a local radiation boundary condition in this way.)

To use these conditions on polygonal domains, corner and edge compatibility
conditions must be derived to provide boundary conditions for the auxiliary hy-
perbolic systems. Here the PML interpretation is useful, allowing the construction
of corner compatibility conditions in analogy with standard corner layers.

Error estimates follow from estimates of the complex reflection coefficients. So
far, we have simply evaluated these numerically. Based on the nuemrical results
(see the review article [10] for more details) we can compare the complexity of
various boundary treatments as functions of the dimensionless parameter cT

λ . In
particular we consider:
Padé Parameters:

(6) cos θj = 1, j = 0, . . . , np − 1, ne = 0,

Gauss-Radau-Rokhlin-Yarvin (GRRY) Parameters:

(7) θj =
π(cj + 1)

4
, j = 0, . . . , np − 1,

where cj are the left endpoint Gauss-Radau nodes on [−1, 1] and

(8) σj = βλdj , j = 0, . . . , ne,

where dj are the Yarvin-Rokhlin nodes [9]. For the experiments we chose np = ne

and β = 5.
PML: we choose an average absorption coefficient of ¯sigma = 1 and a complex
frequency shift parameter of α = 0.1. We vary the layer width L and assume that
the number of points in the layer is proportional to λ−1L.

The results of this study can be approximately fit with the following exponential
convergence models:

errPML ∝ exp

(
−1.3

√
λ

cT
nl

)
,

errPade ∝ exp

(
−2.0

(
λ

cT

)
np

)
,(9)

errGRRY ∝ exp

(
−0.29

(np + ne)

ln
(

cT
λ

)
)
.

Numerical experiments are in agreement with the predictions of the reflection
coefficients, though with actual errors an order of magnitude or two below the



316 Oberwolfach Report 5/2007

Figure 1. Errors for various boundary truncations with 30 de-
grees of freedom - Maxwell’s equations with a transversely peri-
odic transient line source.

worst case levels determined by the reflection coefficients. For example, the fol-
lowing results are obtained if one solves Maxwell’s equations with a transversely
periodic transient line source. The advantages of the new boundary conditions are
apparent.

Note that the error estimates for PML and Padé parameters are in agreement
with the exact error formulas of Diaz and Joly [11, 12] and de Hoop et al [13].
Publications detailing the new boundary conditions are in preparation [14, 15, 16].
For recent reviews which discuss other approaches see [17, 10].

The author acknowledges support by ARO Grant DAAD19-03-1-0146 and NSF
Grant DMS-0610067. Any conclusions or recommendations expressed in this talk
are those of the author and do not necessarily reflect the views of ARO or NSF.
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Computational Aeroacoustics using Nonmatching Grids and PML

Manfred Kaltenbacher

(joint work with Max Escobar, Bernd Flemisch, Barbara Wohlmuth)

A large amount of the total noise in our daily life is generated by turbulent flows
(e.g. airplanes, cars, air conditioning systems, etc.). The physics behind the
generation process is quite complicated and still not fully understood. Numerical
simulation is one important way to analyze the generation of flow induced sound.

In our contribution, we propose a hybrid approach for the computation of flow
induced noise. The flow is computed by a finite volume method using a large
eddy simulation to solve the incompressible Navier-Stokes equations [9]. Based on
Lighthill’s acoustic analogy [16, 17], we solve the inhomogeneous wave equation

1

c2
∂2p′

∂t2
− ∂2p′

∂x2
i

=
∂2

∂xi∂xj
(ρ0vivj),
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with ρ′ the acoustic density, c the speed of sound, ρ0 the ambient density and v

the flow velocity by applying the finite element method. The inhomogeneous term
of the wave equation is calculated from the fluid flow data within the fluid region,
and to obtain reliable results, the discretization of the wave equation within this
region has to be very fine. However, outside the flow region the computational
grid can be much coarser. In order to efficiently resolve this mismatch of the grid
sizes in the two regions, we use independently generated grids and deal with the
situation of nonconforming grids within the framework of the mortar finite element
method, [4, 5, 2, 6, 15, 19]. Therewith, in each subdomain we have to solve the
wave equation for the acoustic pressure p′i : Ωi × (0, T ) → R,

1

c2
p̈′i − ∇ · ∇p′i = fi in Ωi × (0, T ) , i = 1, 2,

with appropriate initial conditions at t = 0 and boundary conditions on the global
boundary Γ. In a strong setting, one would impose continuity in the trace and
flux of the pressure along the interface ΓI, i.e.,

p′1 = p′2 and ∇p′1 · n = ∇p′2 · n on ΓI.

Instead, we enforce just the flux coupling in a strong sense by introducing the
Lagrange multiplier

λ = −∇p′1 · n = −∇p′2 · n ,

and set the continuity in the trace in a weak sense, i.e.,

b(p′, µ) =< p′1 − p′2, µ >ΓI
= 0,

for all test functions µ out of the Lagrange multiplier space M = H−1/2(ΓI), [11].
This will lead to a symmetric evolutionary saddle point problem, [7], for which
it can be shown that the approximation error is bounded by assuming enough
smoothness for the acoustic pressure p′ as well as for the Lagrange multiplier λ,
[1, 10]. For the fast solution of such systems we refer to [20].

A second crucial point for an efficient computation of flow induced sound is the
ability of the numerical scheme to fully take into account free radiation. Thus,
reflections at the computational boundaries have to be avoided. To fulfill this
requirement, we have developed an enhanced PML (Perfectly Matched Layer)
method, which allows for computational domains to be a fraction of the acoustic
wavelength. There has been much research work on the PML-technique since the
first introduction of this technique in [3], see, e.g., [8, 12, 13, 18]. The idea of
splitting the physical quantities into an x-, y- and z-component as presented in [3]
can be fully adopted for the wave equation. Moreover, in the frequency domain,
a rearrangement of the resulting equations allows to obtain a modified Helmholtz
equation just for the acoustic pressure

ηyηz
∂

∂x

(
1

ηx

∂p̂

∂x

)
+ ηxηz

∂

∂y

(
1

ηy

∂p̂

∂y

)
+ ηxηy

∂

∂z

(
1

ηz

∂p̂

∂z

)
+ ηxηyηz k

2 p̂ = f .
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In the above equation k = ω/c denotes the acoustic wave number and the coeffi-
cients ηi depend on the damping functions σi

ηx = 1 − j
σx

ω
ηy = 1 − j

σy

ω
ηz = 1 − j

σz

ω
.

The choice of these damping functions σi is of great importance in order to obtain
a stable method [14].
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Parallel auxiliary space AMG for definite Maxwell problems

Tzanio V. Kolev

(joint work with Panayot S. Vassilevski)

Motivated by the needs of large mullti-physics simulation codes, we are interested
in algebraic solvers for the linear systems arising in time-domain electromagnetic
simulations. Our focus is on finite element discretizations, and we are developing
scalable parallel preconditioners which employ only fine-grid information, simi-
lar to algebraic multigrid (AMG) for diffusion problems. In the last few years,
the search for efficient algebraic preconditioners for H(curl) bilinear forms has
intensified. The attempts to directly construct AMG methods had some success,
see [12, 1, 7]. Exploiting available multilevel methods on auxiliary mesh for the
same bilinear form led to efficient auxiliary mesh preconditioners to unstructured
problems as shown in [4, 8]. A computationally more attractive approach was
recently proposed by Hiptmair and Xu [5]. In contrast to the auxiliary mesh idea,
the method in [5] uses a nodal H

1-conforming auxiliary space on the same mesh.
This significantly simplifies the computation of the corresponding interpolation
operator.

In the present talk, we consider several options for constructing unstructured
mesh AMG preconditioners for H(curl) problems and report a summary of com-
putational results from [10, 9]. Our approach is slightly different than the one
from [5], since we apply AMG directly to variationally constructed coarse-grid
operators, and therefore no additional Poisson matrices are needed on input. We
also consider variable coefficient problems, including some that lead to a singu-
lar matrix. Both type of problems are of great practical importance and are not
covered by the theory of [5].

We are interested in solving the following variational problem stemming from
the definite Maxwell equations:

(1) Find u ∈ Vh : (α curlu, curlv) + (β u,v) = (f ,v) , for all v ∈ Vh .

Here we consider α > 0 and β ≥ 0 which are scalar coefficients, but extensions
to (semi)definite tensors are possible. We allow β to be zero in part or the whole
domain (in which case the resulting matrix is only semidefinite and for solvability,
the right-hand side should be chosen to satisfy compatibility conditions). Let Ah

be the stiffness matrix corresponding to (1), where Vh is the (lowest order) Nédélec
space associated with a triangulation Th.

Let Sh be the space of continuous piecewise linear finite elements associated
with the same mesh Th as Vh, and Sh be its vector counterpart. Let Gh and Πh

be the matrix representations of the mapping ϕ ∈ Sh 7→ ∇ϕ ∈ Vh and the nodal
interpolation from Sh to Vh, respectively. Note that Gh has as many rows as the
number of edges in the mesh, with each row having two nonzero entries: +1 and
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−1 in the columns corresponding to the edge vertices. The sign depends on the
orientation of the edge. Furthermore, Πh can be computed based only on Gh and
on the coordinates of the vertices of the mesh.

The auxiliary space AMG preconditioner for Ah is a subspace correction method
utilizing the subspaces Vh, GhSh, and ΠhSh. Its additive form reads (cf. [13])

(2) Λ−1
h +GhB

−1
h GT

h + ΠhB
−1
h Π

T
h ,

where Λh is a smoother for Ah, while Bh and Bh are efficient preconditioners
for GT

h AhGh and Π
T
h AhΠh respectively. Since these matrices come from elliptic

forms, the preconditioner of choice is AMG (especially for unstructured meshes).
If β is identically zero, one can skip the subspace correction associated with Gh,

in which case we get a two-level method.
The motivation for (2) is that any finite element function uh ∈ Vh allows for

decomposition of the form (cf., [5]) uh = vh +Πhzh +∇ϕh with vh ∈ Vh, zh ∈ Sh

and ϕh ∈ Sh such that the following stability estimates hold,

(3) h−1‖vh‖0 + ‖zh‖1 ≤ C ‖ curluh‖0 and ‖∇ϕh‖0 ≤ C ‖uh‖0.

A parallel solution algorithm based on (2) was implemented in the hypre li-
brary [6], under the name AMS (Auxiliary space Maxwell Solver). The internal
AMG V-cycles employ hypre’s algebraic multigrid solver BoomerAMG [2]. Our
results on unstructured meshes in two and three dimensions, including problems
with variable coefficients and zero conductivity, clearly demonstrate the scalabil-
ity of this preconditioner on hundreds of processors. A sample of the numerical
experiments to be presented is shown in Table 1, using the following notation: np
is the number of processors in the run, N is the global size of the problem, and t
denotes the average time to solution (in seconds) on a machine with 2.4GHz Xeon
processors.
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np N p t
−8 −4 −2 −1 0 1 2 4 8

1 83,278 9 9 9 9 9 9 10 11 11 5s
2 161,056 10 10 10 10 10 10 10 11 11 9s
4 296,032 11 12 12 12 11 11 12 13 13 9s
8 622,030 13 13 13 12 12 12 13 15 14 12s

16 1,249,272 13 13 13 13 13 13 13 15 14 13s
32 2,330,816 15 15 15 15 15 15 15 16 15 14s
64 4,810,140 16 16 16 16 16 15 16 18 17 17s

128 9,710,856 16 16 16 16 16 16 16 17 17 23s
256 18,497,920 19 19 19 19 19 19 19 21 20 27s
512 37,864,880 21 20 20 20 20 20 20 23 22 32s

1024 76,343,920 20 20 20 20 20 20 20 21 21 56s

Table 1. Number of AMS-PCG iterations with tolerance 10−6,
for the problem (1) on the unit cube with α = 1, and β ∈ {1, 10p}
having different values in the shown regions (cf. [3]).
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A framework for (3+1)-decomposition of 4D electrodynamics based on
differential forms

Stefan Kurz

(joint work with B. Flemisch)

In recent years, numerical methods based on discrete exterior calculus have led
to significant progress in the discretization of electrodynamics [2]. The starting
point for such methods is a formulation of Maxwell’s equations and the consti-
tutive laws in terms of differential forms that are defined on a three-dimensional
differentiable manifold. This approach does not depend on the choice of specific
charts or coordinates. Moreover, the application of metric concepts is confined
to the formulation of constitutive laws. In such formulations, time is regarded
as a universal one-dimensional parameter. The three-dimensional manifold plus
the one-dimensional time parameter constitute a (3+1)-dimensional formulation of
electrodynamics. It is obvious that this formulation depends on an implicit choice
of an observer, which is dubbed laboratory observer and considered inertial.

In many engineering applications the interaction between the electromagnetic
field and moving bodies is of great interest. Frequently, a Lagrangian description
is employed, where the unknowns are defined on a mesh which moves and deforms
together with the considered objects. What is the correct form of Maxwell’s equa-
tions and the constitutive laws under such circumstances? To answer this question,
it is appealing to formulate the equations of electrodynamics independently of any
observer or reference frame [3]. The choice of a specific observer with certain
properties should become explicit in the course of deriving the (3+1)-dimensional
decomposition.

The aim of our work is to tackle this question by using the language of dif-
ferential forms. We start from Maxwell’s equations and constitutive relations in
four-dimensional flat Minkowskian space-time in terms of the 2-forms of electro-
magnetic field and excitation, the 1-form of electromagnetic four-current density
and the 1-vector field of material four-velocity [4, 5, 7].

The next step is to introduce a pair of a vector field and a 1-form, describing an
observer in space-time. The observer gives rise to a fibration of space-time, called
relative space. In case of an holonomic observer, there exists as well a foliation of
space-time, called relative time. This definition comprises more specific classes of
observers, like locally or globally inertial observers [6]. Once an observer is defined,
a (3+1)-decomposition mechanism can be established, which does primarily not
depend on an underlying metric or on the choice of a spatial coordinate system
[7, 8, 9]. With the help of this mechanism, all fundamental operators like exterior
derivative, Hodge, and contraction can easily be decomposed.

An application to four-dimensional electrodynamics yields the common no-
tions of three-velocity and three-dimensional fields, and provides general (3+1)-
Maxwell’s equations and constitutive laws. It becomes obvious that if the observer
responsible for the decomposition is holonomic or locally inertial, then Maxwell’s
equations or constitutive laws adopt their simple form, respectively.
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While this essentially constitutes an Eulerian point of view, we proceed to a four-
dimensional Lagrangian description by transformation to the canonical reference
space. The previous observation becomes utilized by introducing two observers to
the Lagrangian setting, one being holonomic and the other one locally inertial. In
order to benefit from their individual advantages, a transformation law connecting
the two observers is established, again simply by plugging in the decomposition
mechanism. This concludes a convenient description of (3+1)-dimensional electro-
dynamics. As an application of this approach, we consider the classical paradoxon
by Schiff, where the fields of a spherical capacitor are described in rotating coor-
dinates [10, 11, 12].

We are also concerned with relating our approach to standard results. In partic-
ular, the notion of a Lorentz boost is introduced and extended to p-forms by means
of the exterior p-compound. Lorentz boosts in connection with globally inertial
observers allow the introduction of equivalence classes of physically equivalent
fields. The (3+1)-decomposition of the equivalence relation identifies physically
equivalent three-dimensional subspaces and fields inherited from different (3+1)-
decompositions. This way, we arrive at transformation laws for differential forms
and vector fields coinciding with the well-known relations from textbooks.

Another important topic to be addressed is the connection of the constitutive
relations with the choice of the metric. In particular, we reconsider the conditions
under which it is possible to construct a four-dimensional metric out of the knowl-
edge of the electric permittivity and the magnetic permeability tensors [4]. In this
context, it is especially interesting to find out if a linear mapping between 2-forms
can be factorized in the sense that it can be written as the exterior 2-compound
of a linear mapping between 1-forms.

The decomposition framework can be applied to low frequency electromag-
netism as well, where it turns out that all rigid observers are equivalent. This goes
beyond the standard principle of Galilean relativity, where only globally inertial
observers are regarded as equivalent. We emphasize that this property is restricted
to the low frequency limit of Maxwell’s equations, it justifies the usual textbook
analysis of induction machines from the rotor’s point of view.
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2003.

[8] M. Fecko, “On 3+1 decompositions with respect to an observer field via differential forms,”
J. Math. Phys., vol. 38, no. 9, pp. 4542–4560, 1997.

[9] J. Kocik, “Relativistic observer and Maxwell’s equations: an example of a non-principal
Ehresmann connection,” Preprint P-98-10-029, Department of Physics, UIUC, Urbana,
IL61801, http://www.math.siu.edu/Kocik/pracki/obs-gph.pdf.

[10] L. Schiff, “A question in general relativity,” Proc. Nat. Acad. Sci. USA, vol. 25, pp. 391–395,
1939.

[11] T. Mo, “Theory of electrodynamics in media in non-inertial frames and applications,” J.
Math. Phys., vol. 11, no. 8, pp. 2589–2610, Aug. 1970.

[12] J. van Bladel, Relativity and Engineering. Berlin: Springer-Verlag, 1984.

Non-Conformal Domain Decomposition Methods for Maxwell
Equations - Frequency Domain Approach

Jin-Fa Lee

(joint work with Kezhong Zhao, Seung Cheol Lee, Vineet Rawat)

1. Introduction

The recently developed dual primal-finite element tearing interconnecting (DP-
FETI) domain decomposition method (DDM) [7, 4, 1, 2] has been shown to be
effective in solving a number of electrically large electromagnetic problems. In
this approach, DDM decomposes the entire problem domain into an arbitrary
number of smaller domains, taking advantage of repetitions in the structure. The
FETI process translates information of a sub-domain’s volume into information
only on the volume’s bounding surface, through the computation of a ”transfer
function” or a numerical Green’s function in the form of a matrix. The numerical
Green’s function, once obtained, can be readily combined with other domains as
a matrix-vector multiplication in the DDM solution process.

In some situations such as the analysis of an antenna array in the presence
of frequency selective surfaces with different periodicity, geometrically conforming
DDM may not be easily applied; difficulties arise due to the nature, varying size,
and relative position of the sub-structures. In this abstract, we implement a fast
geometrically non-conforming DP-FETI DDM to help alleviate these problems.
The present method is largely composed of three major ingredients; 1) Decoupling
of the geometrically conforming and non-conforming domains by the use of the
FETI algorithm and the 1st order Robin transmission condition [5]; 2) Solution of
the resulting finite element matrix equation with multiple right-hand-sides using
the pMUS preconditioner [9]; 3) Compression of the numerical Green’s function
via an efficient rank-revealing SVD algorithm [10][11].
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2. Cement DP-FETI DDM

To apply the domain decomposition method, the original problem domain Ω is
first partitioned into N non-overlapping and non-conforming sub-domains:

(1) Ω = Ω1

⋃
Ω2

⋃
· · ·
⋃

ΩN

Subsequently in ith domain, the boundary value problem (BVP) is written as:

∇× 1

µri
∇× ~E

(n)
i − k2ǫri

~E
(n)
i = −jkη ~Ji in Ωi

~j
(n)
i − jk~e

(n)
i = −~g(n−1)

i on Γi(2)

Note that an additional unknown carrying the physical meaning of electric current

on the boundary, namely ~ji = n̂i × ∇ × ~Ei |Γi
∈ H−1/2

div (Γi), is introduced on the

domain interface Γi. Also note that ~Ei is the electric field inside domain Ωi, ~ei =

n̂i× ~Ei×n̂i is the electric field on Γi, and n̂i is the outward normal of the ith domain.
Superscript (n) stands for nth iteration of alternating Schwarz algorithm. k, η, ǫri

and µri are the free-space wave number, impedance and relative permittivity and
permeability of the medium in the ith domain, respectively. Equation 2 is the

Robin transmission condition. The function space H−1/2
div (Γi) is where the well-

known RWG (Rao-Wilton-Glisson) basis functions reside [8]. Moreover, the right

hand side of 2 is defined as ~g
(n−1)
i = ~j

(n−1)
neig{i} + jk~e

(n−1)
neig{i}, where neig {i} indicates

the neighboring domains of domain i. The above system corresponds to a Schwarz-
type iteration scheme, where the complex parameter jk, acts as a convergence
acceleration parameter. We would like to point out here that the only difference
between geometrically conforming and non-conforming DDM is the neighboring
domain information.

The system of equations is appropriately tested through a Galerkin testing
procedure, resulting in a matrix form

(3) Kiu
(n)
i = yi + g

(n−1)
i , ∀i = 1, 2, · · ·N

where

(4) Ki =




AII
i AIB

i 0

ABI
i ABB

i Di

0 DT
i Ti


 , u

(n)
i =




E
(n)
i

e
(n)
i

j
(n)
i


 , yi =




bi
0
0




and,

(5) g
(n−1)
i =




0 0 0
0 0 0

0 DT
ij Tij








0

e
(n−1)
j

j
(n−1)
j




The matrix sub-block entries are given in ref. [2].
The solution process of the problem 3 would require a large number of sub-

problem solutions on every outer-loop iteration n. To alleviate this deficiency, we
apply the DP-FETI algorithm. The algorithm is derived based on the observation
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that at each iteration, the right hand side of 3 (c.f. 5) is updated using only the
information of surface unknowns. The algorithm starts by eliminating the internal
primal unknowns, via

(6) RDPu
(n)
i = RDPK−1

i yi + RDPK−1
i RT

DRDg
(n−1)
i

where RDP and RD are the surface and dual restriction operators, respectively
[1]. Namely v = [e j]T = RDPu and j = RDu. Then, the iteration for the surface
unknowns can be rewritten as

(7) v
(n)
i = x0

i + Zig̃
(n−1)
i , ∀i = 1, 2, · · ·N

Once convergence of 7 is achieved, the interior unknowns can be recovered via a
single additional iteration of 3.

3. Compression of the numerical Green’s function

The DP-FETI algorithm achieves speed-up by reducing the matrix solution of
3 to a single matrix-vector multiplication of 6 using the pre-computed iteration
matrix Zi. Each column of the iteration matrix Zi corresponds to the responses of
the surface electric field and current when excited by a unit electric current source
on the boundary surface. Thus the iteration matrix Zi can be otherwise viewed
as the ”numerical Green’s function” of the domain i. The matrix Zi therefore
possesses properties very similar to those of the impedance matrix in the method
of moments. Namely, the matrix consists of many numerically rank deficient sub-
blocks. Consequently, the matrix Zi can be represented in data-sparse fashion
via multi-level partitioning of the boundary surface. The coupling representing
two well-separated group interactions termed A can be accurately approximated
via the rank-revealing QR factorization [3] or the fully pivoted adaptive cross
approximation (ACA) algorithm [10].
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Recent advances in the pre-conditioning of integral equations of
electromagnetism

David P. Levadoux

The pertinence of integral methods for solving Maxwell’s equations in harmonic
regime requires no further proof. Using them in combination with a fast multi-
pole algorithm and an iterative solver makes them efficient and precise methods
that can solve problems involving hundreds of thousands of unknowns. But the
efficiency of iterative methods depends on the conditioning of the linear systems,
so it is absolutely crucial to have either high-performance pre-conditioners or in-
trinsically well-conditioned integral equation formulations. It is in this field, which
is a strategic one because it is necessary for solving very large calculation configu-
rations, that the french aerospace lab ONERA has been conducting fundamental
research for the past few years.

The main research theme, begun in 1998 [11], is based on a generalized com-
bined source integral equation (GCSIE) [12] [13], also named generalized Brakhage-
Werner integral equation by different authors [5] [8]. The principal idea is to find
a way to incorporate in the integral equation formalism, information on the scat-
tering phenomenon that can be extracted beforehand using the means offered by
asymptotic theories (physical and/or mathematical). Very close in spirit, but in
the area of direct integral equation methods is the generalized combined field inte-
gral equation (GCFIE) of Contopanagos et al. [7] and Adams [2]. Actually, both
GCSIE and GCFIE equations depend on the choice of an operator whose purpose
is to approximate the admittance of the diffracting body as best as possible. In
the limit case where this approximation is exact, the integral operator to be in-
verted becomes the identity. It is worth to insist that this crucial property is not
only verified for the GCSIE (which was the main motivation of this equation),
though unnoticed by their authors, also for the GCFIE. We thus try to construct
approximations of the admittance such that the operator underlying the equation
appears as a mathematically controllable perturbation of the identity. When the
GCSIE or GCFIE are discretized, we arrive at a linear system that is by its very
nature well-conditioned.
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A quite natural way to build approximations of the admittance is to pull back
onto the boundary Γ of the scatterer, the well known admittance of the tangent
plane. Viewing the admittance of the plane as the trace of a potential, say n×Vk

(k being the wave number, n the unit normal vector to Γ), we are obviously con-
veyed to import this formula onto the boundary and to read a first approximation

as Ỹ = n × Vk. The resulting GCSIE/GCFIE equations are indeed compact per-
turbations of the identity, but suffer in return from irregular frequencies. However,
according to some high frequency considerations, and because it is fruitful from a
numerical point of view to deal with operators as local as possible, a solution to
remove these spurious modes is to localize this first approximation. While Con-
topanagos et al. [7] and Adams [2] propose to introduce a damping coefficient in
the wave number, we suggested to use a quadratic partition of unity (Up, χp)

1 on
the boundary, leading to the following pseudo-local approximation

Ỹ = −2
∑

p

χp n× Vk χp .(1)

Another technique to pull back the admittance operator of the plane is first to
read it in the Fourier domain and then import on Γ the formula, replacing formally
the Fourier parameter by a cotangent vector. One obtains the symbol of a new
candidate operator able to feed any generalized combined formalism [8].

From a theoretical point of view, the GCSIE formalism with the admittance
model (1) is now well understood. One of its foremost features is that it has no
internal resonance frequency problem, and shows a condition number independent
of the mesh refinement as well as (almost) of the frequency [4]. As to the experi-
mental results, we point out that, for example, the Channel cavity, which models
an aircraft air intake was processed at 7 GHz (300 000 unknowns) with the GCSIE
in half the computation time needed with a classical equation (Fig. 1).

A second research theme concerns the construction of non-standard pre-con-
nditioners. Contrary to the pre-conditioners used in industry, which are often
algebraic and consequently leave out the mathematical properties of the equation
from which the linear system derives, we construct analytical pre-conditioners
from the parametrix (pseudo-inverse) of the equation. Actually, we follow the way
opened first by McLean and Tran [15] and independently by Steinbach [14], to
construct a new class of preconditioners of analytical nature. Roughly speaking,
one can say these authors observed that the product of two Galerkin matrices, one
coming from a single layer potential, the other from a hyper-singular operator,
produces a linear system whose condition number is bounded independently of h,
the mesh-size.

In electromagnetism, first applications of this principle were given by
Adams [3] [1] and Christiansen-Nédélec [6] to build new preconditionners of the
electric field integral equation (EFIE) with the help of a well-known Calderón
integral relation.

1(Up)p is a set of patches recovering Γ, and (χp)p a family of truncation functions with

support in Up and such that
∑

p χ2
p = 1.



330 Oberwolfach Report 5/2007

Indeed, one aim of this second axis of research we pursued at ONERA is to
show that this latter kind of preconditioners also exists for the CFIE. But the
main problem we have to face is that, contrary to the EFIE, there does not exist
a formula so convenient as the Calderón one, allowing to easily find a parametrix
of the CFIE. To find it, we have to perform a more accurate symbolic analysis
of this equation which is a crucial step. A parametrix we have found is presently
being tested. The first results are encouraging, even though it seems to be only
well-suited for low-frequency applications (Fig. 2). An effort in the future will be
to give a more accurate parametrix for the high-frequency regime. A few solutions
have been investigated in [10]. Furthermore, as a theoretical consequence of this
work, an original proof has been established for the numerical convergence of the
CFIE equation [9] which was until recently an open problem.
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Figure 1. Resolution time in function of the incidence for the
hollow sphere [6] at 2.8 GHz (left) and the Channel cavity [4] at
7 GHz (right) with around 300 000 DoF.
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Inverse Obstacle Scattering: Some Theory and Numerics

Hongyu Liu

(joint work with Jun Zou)

In this short note we would like to report some recent advances we have made in
the theory and numerics on inverse obstacle scattering.

In inverse obstacle scattering theory, one of the most fundamental problems
is the uniqueness issue. It is on how many measurement data one can use to
uniquely determine the underlying scatterer. There is a widespread belief that a
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sound-soft scatterer can be uniquely determined by a single incident plane wave
at an arbitrarily fixed wave number and incident direction, whereas a sound-hard
scatterer can be uniquely determined by a single incident plane wave at some fixed
(probably small) wave number and incident direction. However, this remains to
be a challenging open problem (see, e.g., [3] and [5]).

Extensive study has been focused on establishing the uniqueness for polyhedral-
type scatterers in the past few years. In [2], it is proved that a single (sound-
soft or sound-hard) polygon in R2 can be uniquely determined by at most two
incident plane waves but under the assumption of some ‘non-trapping’ condition.
The condition was then lifted in [4] and the result was also improved to use one
incoming wave, but still for a single polygonal obstacle. In [1], the very general
sound-soft polyhedral scatterer is considered and the uniqueness is established by
a single incoming wave.

On the contrary, no much progress has been made for general polyhedral-type
sound-hard scatterers in higher dimension RN(N ≥ 3) until very recently. In our
recent work [9], we considered much more general polyhedral scatterer in RN , pos-
sibly consisting of finitely many solid polyhedra and subsets of (N−1)-dimensional
hyperplanes. It is then proved that a general sound-hard polyhedral scatterer in
RN (N ≥ 2) is uniquely determined by N far-field patterns corresponding to N
incident plane waves given by a fixed wave number and N linearly independent
incident directions. Whereas for a general sound-soft polyhedral scatterer, the
global uniqueness is established by a single incident plane wave. Both uniqueness
results are now known to be optimal by the recent results in our work [11]. As
one of the highlights in this work, we would like to mention that the methodology
utilized in the paper for its proof is applicable for both sound-hard and sound-
soft scatterers. This is remarkable considering the essential difference between the
Dirichlet problem (corresponding to sound-soft scatterers) and Neumann problem
(corresponding to sound-hard scatterers).

In our recent work [10], we proved that a solid polygonal scatterer consisting of
finitely many solid polygons, which may be sound-soft or sound-hard, or even two
types mixed together, is uniquely determined by a single incident plane wave. The
novelty of this uniqueness result lies in two aspects: first, it is shown that if the
scatterer does not contain any crack-type components, then one can uniquely de-
termine it by a single incident wave; second, the uniqueness is established without
knowing a priori the physical properties of the underlying scatterers, but must be
either sound-hard or sound-soft ( It is noted that uniqueness issue in such setting
has only ever been considered in [6], where the global uniqueness is established
by infinitely many incident plane waves). However, the uniqueness result in this
paper for solid type scatterers by a single incident wave is incomplete for the R3

case. But we do prove another uniqueness result for scatterers in RN (N ≥ 2)
which contain both solid- and crack-type components. It is shown that for a gen-
eral polyhedral scatterer in RN (N ≥ 2) similar to that considered in [9], with



Computational Electromagnetism and Acoustics 333

unknown a priori physical properties (but must be either sound-hard or sound-
soft), the global uniqueness can be established by N different incident waves. This
result is also known to be optimal by the recent results in our work [11].

In the work [12], a systematic and rather complete study of the interlacing
character of the zeros for Bessel and spherical Bessel functions and their respective
derivatives is presented. The results are then used to derive the global uniqueness
in inverse obstacle scattering problems with balls or discs. It is shown that in
the resonance region, the shape of a sound-soft/sound-hard ball in R3 or a sound-
hard/sound-soft disc in R2 is uniquely determined by a single far-field datum
measured at some fixed spot corresponding to a single incident plane wave. This
seems to be an important result in the field as it is the first to establish the unique
determination by a single far-field datum measured at one fixed spot. While all
the other existing uniqueness results require far-field data observed at least in one
open subset on the unit sphere with non-zero measure.

In the work [8], we extend the uniqueness study with polyhedral scatterers from
acoustic scattering setting to the electromagnetic scattering setting. Some novel
reflection principle for the time-harmonic Maxwell equations is developed. Then
it is used to prove that a general perfect polyhedral conductor in R3, possibly
consisting of finitely many solid polyhedra and subsets of planes, can be uniquely
determined by two incident electromagnetic plane waves at fixed wave number and
incident direction, and two linearly independent polarizations.

As one of the most important reconstruction algorithms in inverse scattering
field, the linear sampling method has been intensively and extensively studied
(see [3] and [13] for a comprehensive review). The method has been proven to
be numerically quite successful and shown to possess several remarkable merits.
However, it is computationally very expensive. In our recent work [7], we pro-
posed a novel multilevel linear sampling method. The new method resembles the
popular multi-level techniques in scientific computing and is shown to possess the
asymptotically optimal computational complexity. For an n × n sampling mesh-
grid in R2 or an n × n × n sampling mesh-grid in R3, the proposed algorithm
only requires to solve O(nN−1)(N = 2, 3) far-field equations for a RN problem,
and this is in sharp contrast to the original version of the linear sampling method
which needs to solve nN far-field equations instead. Numerical experiments have
illustrated the promising feature of the new algorithm in significantly reducing the
computational costs.
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Stable FEM-BEM Coupling for Helmholtz Transmission Problems

Patrick Meury

(joint work with Ralf Hiptmair)

Introduction

We consider acoustic scattering at a non-smooth penetrable object and coupled
boundary element finite element schemes for its numerical simulation. Straight-
forward coupling approaches are haunted by instabilities at wave numbers related
to interior resonances, the so-called spurious modes.

A remedy is offered by adopting the idea underlying the widely used combined
field integral equations. We apply it in the form of modified trace operators.
These will also feature regularizing operators to offset the lack of compactness of
the double-layer integral operator on non-smooth surfaces.

Helmholtz Transmission Problem

The mathematical model for the acoustic scattering problem boils down to the
following transmission problem for the Helmholtz equation

−∆U − κ2n(x)U = f(x) in Ω, −∆Us − κ2Us = 0 in Ω+ ,

γ+
DU

s − γ−DU = gD on Γ , γ+
NU

s − γ−NU = gN on Γ ,

∂Us

∂r
− iκUs = o(r−1) uniformly for r := |x| → ∞ ,

(1)
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with the refractive index n ∈ L∞(Ω), the source term f ∈ H−1(Ω) and the wave
number κ > 0. In the case of excitation by an incident field U i the generic jump
data gD ∈ H1/2(Γ) and gN ∈ H−1/2(Γ) evaluate to the Dirichlet and Neumann
data of U i on the boundary Γ:

gD := −γDU
i , gN := −γNU

i .

It is well known that the transmission problem (1) has a unique solution U ∈
Hloc(R

3, ∆).

Symmetric FEM-BEM coupling

The classical approach to the coupling of boundary integral equations and vari-
ational formulations in Ω goes back to Costabel [3]. First, integration by parts
shows that a solution U of problem (1) will fulfill

(2) a (U, V ) − (γ−NU, γ
−
DV )Γ = (f, V )Ω ∀V ∈ H1(Ω) ,

where we have used the abbreviation

a (U, V ) :=

∫

Ω

grad U · grad V − κ2n(x)U V dx , U, V ∈ H1(Ω) .

Using the transmission conditions of (1) together with (2) and the the following
symmetric Dirichlet-to-Neumann map

DtN+
κ := −Wk +

(
1
2 Id − K′

κ

)
◦ V−1

κ ◦
(
Kκ − 1

2 Id
)
,(3)

we finally end up with the following equations.

Find U ∈ H1(Ω), ϑ ∈ H−1/2(Γ) such that for all V ∈ H1(Ω), ϕ ∈ H−1/2(Γ)
there holds

(4)
a(U, V ) + (Wκ(γ−DU), γ−DV )Γ − ((1

2 Id − K′
κ)(ϑ), γ−DV )Γ = f(V ) ,

(ϕ, (1
2 Id − Kκ)(γ−DU))Γ + (ϕ,Vκ(ϑ))Γ = g(ϕ) ,

where

f(V ) := (f, V )Ω − (gN , γ
−
DV )Γ − (Wκ(gD), γ−DV )Γ ,

g(ϕ) := (ϕ, (Kκ − 1
2 Id)(gD))Γ .

Although the bilinear form associated with (4) satisfies a G̊arding inequality
the variational formulation still suffers from resonant frequencies. The numer-
ical experiment displayed on figure 1 clearly indicates the presence of resonant
freuquencies in the ϑ-component of the discrete solutions at certain frequencies.

Regularized FEM-BEM coupling

In order to get rid of the resonant frequencies we replace the standard Dirichlet
trace by a Robin-type (mixed) boundary condition, which will ensure uniqueness
of solutions for the coupled problem. Thus we introduce the following generic trace
transformation operator

T :=

[
Id iηM

0 Id

]
: H1/2(Γ) ×H−1/2(Γ) 7→ H1/2(Γ) ×H−1/2(Γ) ,(5)
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Figure 1. Discretization errors for symmetric FEM-BEM cou-
pling on the unit square.

where the regularization operator M : H−1(Γ) 7→ H1(Γ) is defined by

M := (Id − ∆Γ)−1 : H−1(Γ) 7→ H1(Γ)(6)

and will ensure coercivity of the coupled problem. It is easy to verify that
M : H−1/2(Γ) 7→ H1/2(Γ) is compact and that (ϑ,M(ϑ))Γ > 0 holds for all
ϑ ∈ H−1/2(Γ) \ {0}, see [2]. For later purpose we also define the sesquilinear
form b : H1(Γ) ×H1(Γ) 7→ C by

b(p, q) := (gradΓ p,gradΓ q)Γ + (p, q)Γ , p, q ∈ H1(Γ) .(7)

The trace transformation operator (5) can be used to define a generalized version
of the Calderón projector, from which the following Dirichlet-to-Neumann map
can be derived

(8) DtN+
κ := −Wκ + (1

2 Id − K′
κ)

◦ (Vκ + iηM ◦ (1
2 Id + K′

κ))−1 ◦ (Kκ − 1
2 Id + iηM ◦ Wκ) .

Thus combining (2) with the transmission conditions from (1) and the Dirichet-
to-Neumann map (8), we finally end up with the following system of equations.
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Find U ∈ H1(Ω), ϑ ∈ H−1/2(Γ) and p ∈ H1(Γ) such that for all V ∈ H1(Ω),
ϕ ∈ H−1/2(Γ) and q ∈ H1(Γ) there holds

(9)

a(U, V ) + (Wκ(γ−DU), γ−DV )Γ + ((1
2 Id − K′

κ)(ϑ), γ−DV )Γ = f(V ) ,

(ϕ, (Kκ − 1
2 Id)(γ−DU))Γ + (ϕ,Vκ(ϑ))Γ − iη(ϕ, p)Γ = g(V ) ,

− (Wκ(γ−DU), q)Γ − ((K′
κ + 1

2 Id)(ϑ), q)Γ + b(p, q) = h(q) ,

with right hand sides

f(V ) := (f, V )Ω − (gN , γ
−
DV )Γ − (Wκ(gD), γ−DV )Γ ,

g(ϕ) := (ϕ, (1
2 Id − K′

κ)(gD))Γ ,

h(q) := − (Wκ(gD, q)Γ .

It can be shown that the underlying sesquilinear form satisfies a G̊arding in-
equality and that the variational formulation only admits unique solutiones for all
frequencies κ > 0 and all right hand side load data, for details see [4]. Thus we have
obtained a variational formulation, which is amenable to a standard Ritz-Galerkin
discretization using mixed finite elements. Furthermore, it can be shown that the
auxiliary solution component p vanishes everywhere on the interface boundary Γ,
hence we conclude that regularization has no impact on the overall convergence
rate. The same numerical experiment carried out for the regularized FEM-BEM
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Figure 2. Discretization errors for regularized FEM-BEM cou-
pling on the unit square.
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coupling shows no resonant frequencies in the ϑ-component, see figure 2.
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Hierarchically and Calderón preconditioned Time Domain Integral
Equation Solvers

Eric Michielssen

(joint work with Francesco Andriulli, Hakan Bağcı, Kristof Cools, Femke
Olyslager, Giuseppe Vecchi, Francesca Vipiana)

Marching on in time (MOT)-based time domain integral equation (TDIE) solvers
represent an increasingly appealing avenue for analyzing transient electromagnetic
interactions with large and complex structures. Compared to their differential
equation counterparts, MOT-TDIE solvers automatically impose radiation condi-
tions, do not require unknown fields to be discretized throughout homogeneous vol-
umes, and are highly immune to numerical dispersion. In addition, long-standing
questions regarding their stability (when applied to the analysis of high-frequency
scattering from relatively smooth structures that permit modeling by nondense
meshes) have been addressed effectively by the introduction of averaging/filtering
techniques [10], implicit time stepping methods [2], smooth and carefully tailored
temporal basis functions [6], and space-time Galerkin schemes [5]. Finally, the
computational efficiency of MOT-TDIE solvers has soared following the develop-
ment of plane wave time domain (PWTD) [8] and time domain adaptive integral
methods (TD-AIM) [9] capable of rapidly evaluating transient fields due to wide-
band source constellations.

MOT-TDIE solvers for analyzing electromagnetic scattering from perfect elec-
trically conducting objects, obtained by enforcing electric field boundary condi-
tions, implicitly time advance electric surface current densities by iteratively solv-
ing sparse (MOT) systems of equations at all time steps. They do not suffer from
a CFL time step constraint and operate on unstructured meshes [4]. In other
words, their time step sizes δt are dictated solely by excitation bandwidths, never
by the spatial resolution δr of the meshes on which they operate. Meshes used by
MOT-TDIE solvers only need to abide by two constraints: they must resolve (i)
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the shortest wavelength in the excitation and (ii) the structure’s geometric fea-
tures. When constraint (i) drives mesh construction – this situation is the norm
when analyzing electromagnetic scattering from relatively smooth surfaces subject
to high-frequency excitations - the MOT-TDIE system matrix tends to be well-
conditioned and the number of iterations per time step small. In contrast, when
constraint (ii) dictates surface mesh resolution – this often happens when analyz-
ing electromagnetic radiation from, and guidance on, geometrically intricate and
mixed-scale surfaces subject to low- to medium-frequency excitations – the MOT-
TDIE system matrix tends to be ill-conditioned and the number of iterations per
time step large. In this scenario, the MOT-TDIE system matrix condition number
grows without bound as the time step size δt → ∞ (temporal or low frequency
breakdown) and/or the mesh resolution δr → 0 (spatial or dense mesh breakdown).

Temporal breakdown phenomena can be mitigated in part by using loop-star
(quasi-Helmholtz decomposed) bases, which have been shown to effectively cap
the MOT-TDIE system matrix condition number as δt → ∞ ; unfortunately, in
practice, when dense meshes are used, this cap remains prohibitively high. We
have shown that the use of properly constructed hierarchical bases in MOT-TDIE
solvers yields MOT system matrices that are better-conditioned than those con-
structed by using loop-star bases; the same hierarchical bases previously were
shown to adequately address low-frequency breakdown problems in frequency do-
main integral equation solvers [1]. Iterative solvers applied to MOT system matri-
ces constructed using these hierarchical bases therefore converge rapidly, irrespec-
tive of the time step size. A preliminarily implementation of this approach has
been tested on a model of a space shuttle. The condition numbers of the MOT
system matrices obtained with the hierarchical basis are plotted in Figure 1 as a
function of the time step size δt; they are compared with the condition numbers of
the MOT matrices obtained using standard Raviart-Thomas basis functions. The
advantages of the hierarchical basis are evident.

To date, no cure for spatial breakdown phenomena has been developed. Re-
cently, to remedy this situation, we developed a comprehensive family of semi-
analytical regularizers/preconditioners that derive from (new time domain) Cal-
deron identities [3]. The new Calderón-preconditioned MOT-TDIE solvers give
rise to well-conditioned MOT systems, irrespective of the mesh resolution. We
tested a preliminary implementation of this approach on a sphere of unit electric
radius. In Figure 2 the condition numbers of the Calderón preconditioned matri-
ces are plotted versus 1/δr and compared with the condition numbers of the non
preconditioned MOT-TDIE solver. The Calderón preconditioned formulation com-
pares favorably to the standard MOT-TDIE approach. Furthermore, we showed
that the spectral properties of the Calderón regularizer ensure the non-oscillatory
(low-frequency) stability of MOT-TDIE solvers. This follows from the fact that
the preconditioned operator resolves solenoidal functions of any time signature,
including “DC”. Finally the use of the Calderón regularizer in a combined field
integral equation was studied. The resulting equation is immune to temporal and
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Figure 1. Condition numbers of the matrices obtained with the
hierarchical basis versus 1/δt and comparison with the condition
numbers obtained with the standard Raviart-Thomas basis.

Figure 2. Condition numbers of the matrices obtained with the
Calderón preconditioning versus 1/δr and comparison with the
condition numbers obtained with the standard EFIE.

spatial breakdown, and immune to the resonance problems affecting the solutions
of standard MOT-TDIE solvers [7].

The new formulations permit the transient analysis of low- to medium-frequency
electromagnetic field interactions with geometrically intricate and mixed-scale
structures, and can be applied to the analysis of microwave circuits and system-
on-a-chip technology.
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A survey of methods using plane-waves to approximate wave
propagation problems

Peter Monk

The approximation of Laplace’s equation on a reasonably well behaved bounded
domain can be accomplished rather efficiently because of the availability of con-
venient approximating subspaces (e.g. hp-finite elements) and essentially optimal
matrix solvers (e.g. multigrid methods). If, instead of Laplace’s equation, we
consider the Helmholtz equation ∆u + κ2u = 0, the situation is much less rosy.
Solutions are typically oscillatory with a wavelength 2π/κ where κ is the wave-
number. Even high order finite elements require at least π degrees of freedom per
wave length to capture the waves [1]. Since many applications, such as acoustic
noise propagation, require the solution on domains spanning many wavelengths
this can result in very large computational problems. For lower order finite ele-
ments, even more degrees of freedom per wavelength are needed and “pollution
error” increases the computational burden still further [8]. To make matters worse,
solvers such as multigrid require a global coarse grid solve on a mesh that resolves
the waves in order to retain a mesh independent convergence rate.

In view of the difficulties mentioned above, it is natural to consider other meth-
ods for discretizing the Helmholtz equation. Since the mid-1920’s (cf. [5]) there
have been many attempts to solve partial differential equations using “complete
families” of solutions of the underlying equation A typical method is to expand the
unknown acoustic field u using a sum of plane-waves {exp(iκdj · x)}N

j=1 where the
directions dj are typically chosen uniformly distributed on the unit disk assum-
ing we are approximating a problem in 2D (alternatively Bessel functions could
be used, but plane-waves are easier to manipulate). A solution is then found by
choosing the coefficients in the expansion to provide a good fit to the appropriate
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boundary condition in a convenient norm. For example we may wish to impose
the impedance boundary condition ∂u

∂n − iκu = g where g ∈ L2(Γ) and n is the
unit outward normal to the domain. Elementary examples show that the result-
ing linear system is often ill-conditioned when larger numbers of basis functions
are used and that, depending on the exact solution, the convergence rate can be
rather slow. To some extent these problems can be counteracted by subdividing
the domain Ω and using different local expansions on each sub-domain.

Probably the best know method of this type is the Partition of Unity Finite
Element Method (PUFEM) originating in Melenk’s thesis [11, 12] (a rich source
of information on plane-wave based methods). This uses a standard weak formu-
lation of the boundary value problem but instead of using a general finite element
subspace of H1(Ω), the PUFEM uses finite element “hat” basis functions multi-
plied by plane-waves (a different expansion for each node in the mesh). Melenk
shows that the interpolation error depends on the local approximation properties
of the plane-waves, and proves convergence of the method as the mesh is refined
(h-convergence). Another common and convenient refinement path is to fix the
mesh and increase the number of plane-waves per node, but a proof of convergence
in this case is an open problem. The method has been tested in a number of stud-
ies (see e.g. [9]) that show the need for a fast method to compute the integrals
appearing in matrix assembly (see the contribution of J. Trevelyan on page 354in
this volume). In addition, if Ω contains materials of differing refractive index, the
method must be modified. One possible modification is to move to a discontinu-
ous basis and Lagrange multipliers to enforce continuity where the refractive index
jumps [10].

For complex materials in which the refractive index changes at many interfaces it
is reasonable to abandon the PUFEM continuous element philosophy altogether.
Tezaur and Farhat [17] have taken this route using plane-wave basis functions
piecewise on each element in the mesh, and weakly enforcing continuity by La-
grange multipliers that are also plane waves. Their interesting numerical results
show that increasing the number of plane waves per element results in a method
of increasing order. An analysis of this method is not currently available.

An alternative to Lagrange multipliers is to use least squares to minimize the
jump in the numerical solution and it’s normal derivative across inter-element
boundaries. This method can be quite successful in practice [15] and an initial
error analysis is available [16, 13]. An advantage is that the method results in a
Hermitian positive definite matrix problem. However, matrix conditioning remains
a problem, so that if conjugate gradients are used to solve the linear system, the
iteration must often be terminated early to avoid poor results.

A related method, called the Ultra Weak Variational Formulation (UWVF) of
the Helmholtz equation, has been proposed and analyzed in [3]. This method
enforces approximate continuity between elements using a weak formulation that
can be understood as a discontinuous Galerkin method [4, 2]. Exploiting the link
between UWVF and upwind discontinuous Galerkin methods, a proof of global
convergence is given in [2]. Several numerical studies have extended the original
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UWVF [7, 6] and I have found it to be a very useful technique for academic
scattering problems provided due care is taken to control the ill-conditioning still
present in the plane wave basis. A particular advantage is that simple BiCGstab
can be applied to solve the linear system (although the iteration count is mesh
dependent).

Underlying all the convergence studies mentioned above is the approximation
properties of plane waves. Results for convergence under mesh refinement can be
found in [3] (but using rather severe norms on the data) and other results are in
[12, 13]. Approximation of plane-waves by planes-waves is considered in [14]. It
would be very useful to have theoretical results on convergence rates and inverse
estimates more akin to those in polynomial based finite element theory.

The methods discussed here all extend to Maxwell’s equations and linear elas-
ticity. This talk was restricted to methods using a mesh covering Ω, but there has
been considerable success in applying plane-waves in the discretization of bound-
ary integral equations (see the abstracts by I. Graham and J. Trevelyan on pages
308, 354 of this volume).

At present it is by no means clear that the use of plane-waves or other local
solutions of the Helmholtz equation will provide a clear advantage over traditional
finite elements. Numerical evidence suggests that at least N = O(hκ) directions
for the plane-waves must be chosen on each element of radius h to provide any
accuracy. While this is better than for finite elements (since, in 2D, N degrees
of freedom are used per element rather than O(N2) for a finite element method)
it is unlikely to allow these methods to be used for very high frequency problems
unless a better (perhaps adaptive) choice of plane-wave directions can be made.
However there are several interesting mathematical problems to be studied, and,
at least in the case of the UWVF and least-squares methods, the numerical linear
algebra problem is simplified.
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A Discontinuous Galerkin Method Based on a Space-time Expansion

Claus-Dieter Munz

(joint work with Gregor Gassner, Frieder Lörcher, Michael Dumbser)

Overview. Our research objectives are the construction and application of accu-
rate and efficient schemes for linear and nonlinear wave propagation. We presented
the recently developed space-time expansion discontinuous Galerkin (STE-DG)
approach for a general system of linear wave equations and its extension to the
unsteady compressible Navier-Stokes equations. The basis of the scheme is a vari-
ational formulation of the equations under consideration. The spatial polynomial
of the DG approach is expanded in time using the so called Cauchy-Kovalevskaya
(CK) procedure. With a polynomial of order N in space the CK procedure gener-
ates an approximation of order N in time as well yielding a scheme being accurate
of order N+1 in space and time. The locality and the space-time nature of the
presented method give the interesting feature that the time steps may be different
in each grid cell. Hence, we drop the common global time step and propose for a
time-dependent problem that any grid cell runs with its own time step determined
by the local stability restriction. In spite of the local time steps the scheme is
fully explicit and as in the DG approach the polynomial order could be chosen
arbitrarily, the scheme is theoretically of arbitrary order of accuracy in space and
time for transient calculations. The fields of applications are computational fluid
dynamics (CFD) in combination with computational aeroacoustics (CAA) as well
as computational electromagnetics.
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A Discontinuous Galerkin Scheme Based on a Space-Time Expansion.
The class of DG schemes is quite interesting for practical calculations in complex
geometries, because the DG schemes really reproduce the order of accuracy even
on distorted unstructured grids. The approximate solution in the discontinuous
Galerkin schemes may be discontinuous at grid cell interfaces which allows the
approximation of strong gradients on coarse grids or even discontinuities. Usually,
high order time discretization of DG schemes for unsteady computations is done
separately from space discretization by the method of lines approach using a Runge
Kutta scheme (RK-DG).

Our actual topic of research are explicit discontinuous Galerkin (DG) schemes
which provide the time approximation in one single step. Ideas of the so called
ADER approach (Arbitrary order using DERivatives) were extended to the discon-
tinuous Galerkin framework in [3]. Based on these ideas we propose the space-time
expansion discontinuous Galerkin scheme which are based on a space-time Taylor
expansion about the barycenter ~xi of a grid cell Qi and about the old time level
tn:

(1) U(~x, t) = U(~xi, tn) +

Ni∑

j=1

1

j!
((t− tn)

∂

∂t
+ (~x − ~xi) · ~∇)j U(~xi, tn).

With this space time Taylor series it is possible to approximate U at all space
time points (~x, t) ∈ Qi × [tn; tn+1], which is needed for the evaluation of the
volume and surface integrals. While the space derivatives are known from the
approximate solution at time tn, the time and mixed space-time derivatives are
the problem. These are replaced by pure space derivatives using the differential
equation several times. This is called the Cauchy-Kovalevskaya or Lax-Wendroff
procedure, see, e.g. [4] for more details. This expansion gives the values for
the Gaussian quadrature in the case of nonlinear problems by which the surface
and volume space-time integrals in the variational formulation are approximated.
In the linear case the polynomials may be integrated analytically resulting in
quadrature-free DG schemes.

The so-called space-time expansion discontinuous Galerkin scheme (STE-DG)
scheme may be locally adapted to the behavior of the solution. This includes
h-adaptivity, which is especially efficient due to the possibility of using noncon-
forming mesh nodes, and p-adaptivity allowing the degree of the local approxima-
tion space to vary from grid cell to grid cell. The STE-DG scheme is also locally
adapted with respect to the time approximation, see [1], [2]. Each grid cell may
evolve in time with a local time step corresponding to the local stability restric-
tions. This technique strongly increases the performance for multi-scale problems
or distorted grids where the local time steps strongly vary in the computational
domain.

Applications The STE-DG scheme was developed for a general system of
linear wave equations as the Maxwell equations. The Cauchy-Kovalevskaya pro-
cedure may be written for linear equations in a very general form. It is possible
to implement the method to a computer code such that the Jacobian matrices
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of the system of evolution equations are input values. The same programm is
then able to solve any linear system of wave equations. Numerical simulations of
several applications are performed including noise propagation in turbo engines,
electromagnetic and seismic wave propagation. The local time stepping guarantees
efficiency of the simulation on the entire domain. Large grid cells in the far field
allow larger time steps there.
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Symplectic local time-stepping in non-dissipative DGTD methods
applied to wave propagation problems

Serge Piperno

The accurate modeling of systems involving electromagnetic waves, in particular
through the resolution of the time-domain Maxwell equations on space grids, is
of strategic interest. Although the FDTD method is still prominent, the use of
structured grids is a huge constraint when a complex geometry is to be analyzed.
Many different types of methods have been proposed in order to handle complex
geometries and heterogeneous configurations by dealing with unstructured tetra-
hedral meshes (Finite Element Time-Domain methods [1], Finite Volume Time-
Domain methods [2]), which all partially fail in being at the same time efficient,
easily extendible to high orders of accuracy via hp-refinement, stable, and energy-
conserving. The Discontinuous Galerkin (DG) methods enjoy an impressive favor
nowadays and are now used in various applications, taking advantage of their abil-
ity to achieve a high order of accuracy by simply choosing suitable basis functions
[3, 19] on unstructured meshes. Nevertheless, all the most popular explicit time-
domain methods cannot deal easily with configurations involving small details in
the geometry: explicit methods based on finite element meshes (FVTD, FETD,
DGTD) would be able to handle locally refined unstructured grids, but the time-
integration would remain a concern. Implicit time-schemes are expensive, while
explicit time-schemes have a stability constraint on the time-step directly related
to the smallest elements in the mesh.

We propose an original strategy to overcome these difficulties in the particular
context where an energy conservation property is verified [5]. The idea is to intro-
duce locally implicit time-integration or explicit local time-stepping. Algorithmic
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solutions have already been proposed in the geometrical integration literature for
Hamiltonian systems [6, 9] and applied in time-domain wave propagation prob-
lems [7, 8]. The Maxwell’s equations can be written as an infinite-dimensional
Hamiltonian system of PDEs. In order to fully exploit the properties of symplec-
tic schemes, the most commonly used technique to design ’symplectic’ numerical
methods consists in (1) discretizing the Maxwell’s equations with a numerical
method leading to a finite-dimensional Hamiltonian system, (2) considering this
system has an input for symplectic time-integrators. It can be proved that a
DGTD space discretization based on centered non-dissipative numerical fluxes
leads to such a discrete finite-dimensional Hamiltonian system [11]. It takes the
form Mǫ∂tE = SH, Mµ∂tH = −t

SE, where Mǫ, Mµ are symmetric positive defi-
nite matrices (block diagonal matrices with blocks related to each element given

by integrals of the form
∫

K
t ~ϕK,i ¯̄εK ~ϕK,j and

∫
K

t ~ϕK,i ¯̄µK ~ϕK,j). If the spatial
domain is decomposed into two subdomains, then the DGTD equations read

{
Mǫ

1∂tE1 = S1H1 − BH2,
M

µ
1∂tH1 = −tS1E1 + BE2,

{
Mǫ

2∂tE2 = S2H2 − tBH1,
M

µ
2∂tH2 = −t

S2E2 + t
BE1,

in function of E ≡ (E1, E2) and H ≡ (H1, H2), for some matrix B,
A locally-implicit symplectic scheme We assume the set of elements has been
partitioned into two classes: one made of particularly small elements (implic-
itly time-advanced), the other one gathering all other elements (explicitly time-
advanced). We propose the following implicit-explicit algorithm: starting from
unknowns at time tn = n∆t, we perform the 3 following sub-steps:

(1)

{
M

µ
1 H

n+ 1
2

1 = M
µ
1 Hn

1 + ∆t
2 (−t

S1En
1 + BEn

2 ),

Mǫ
1E

n+ 1
2

1 = Mǫ
1En

1 + ∆t
2 (S1H

n+ 1
2

1 − BHn
2 ),{

Mǫ
2En+1

2 = Mǫ
2En

2 + ∆t(S2
H

n
2 +H

n+1
2

2 − t
BH

n+ 1
2

1 ),

M
µ
2 Hn+1

2 = M
µ
2 Hn

2 + ∆t(−tS2
E

n
2 +E

n+1
2

2 + tBE
n+ 1

2

1 ),{
Mǫ

1En+1
1 = Mǫ

1E
n+ 1

2

1 + ∆t
2 (S1H

n+ 1
2

1 − BHn+1
2 ),

M
µ
1 Hn+1

1 = M
µ
1 H

n+ 1
2

1 + ∆t
2 (−t

S1En+1
1 + BEn+1

2 ).

This algorithm is obviously reversible. It can be sequentially read as made of five
operations, the central one corresponding to the implicit midpoint-rule for the
”implicit” subdomain. If B = Od, this algorithm reduces to the juxtaposition of
the explicit Verlet-method and the implicit midpoint-rule. The stability of the
algorithm (1) can be shown using an energy approach. We have the following

Lemma 1. The following quadratic form En of numerical unknowns En
e , En

i , Hn
e ,

and Hn
i is exactly conserved [11] (i.e. En+1 = En) through Algorithm (1):

(2) En = En
e + En

i + En
c with






En
e = t

En
e Mǫ

eEn
e +

t

H
n+

1
2

e Mµ
e H

n-
1
2

e ,
En

i = t
En

i Mǫ
iE

n
i + t

Hn
i M

µ
i Hn

i ,

En
c = −∆t2

4
tHn

i
tB (Mǫ

e)
−1

BHn
i .

Remark. Thus Algorithm (1) is clearly stable for ∆t small enough. A more
closer investigation is required to determine a sufficient condition on ∆t for having
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a stable coupled scheme. It is apparently the one of the explicit subdomain (for
standard 2D triangular meshes on acoustics).

A multi-scale fully-explicit symplectic scheme. A fully explicit algorithm
inspired from [10] can be proposed, where different classes of space elements are
time-advanced using different time steps. The definition of the algorithms with
N classes using time steps of the form ∆t/2N−k can be given in a recursive way
[11]. Let us denote by RN (τ) the algorithm for advancing in time N classes over
the time interval τ > 0. We decide that R1(τ) is the Verlet method with ∆t = τ .
Then RN+1(τ) is recursively constructed as:

(1) advance all elements with class k ≤ N with RN (∆t/2); if required, use
values at time tn for unknowns in elements of class N + 1;

(2) advance all elements with class k = N + 1 with the Verlet method (i.e.
R1(∆t)); if required, use values at time tn+∆t/2 for unknowns in elements
of class k ≤ N ;

(3) advance all elements with class k ≤ N with RN (∆t/2); if required, use
values at time tn+1 for unknowns in elements of class N + 1;

The reader can check that the scheme is reversible. The proof of stability for such
a scheme is built using energy conservation. In the simple case of R2(∆t), it can
be proved that an energy is exactly conserved [11]. We have the following

Theorem 1. The algorithm R2(∆t) conserves an energy and is stable under the
following condition (fulfilled for ∆t small enough):




MX ≡ Mǫ
1 −

∆t2

16
S1 (Mµ

1 )
−1 t

S1 is positive definite

MY ≡ Mǫ
2 −

∆t2

4
S2 (Mµ

2 )
−1 t

S2 is positive definite

ρ

(
tP1M

−1
X P1 −2P1M

−1
X Q1

−2tQ1M
−1
X

tP1 4tBM−1
X Q1

)
∆t2 <

16

max(ρ(M−1
X ), ρ(M−1

Y )),

where P1 =

(
0 S1

−

t
S1 0

)
, Q1 =

(
0−B

B 0

)
and ρ(M) denotes the spectral radius of M .

It seems very difficult to prove a sufficient stability condition on ∆t for R2(∆t).
Although numerical results on standard 2D triangular meshes show there is no
additional constraint on ∆t than those derived from local CFL-like stability con-
ditions, it has been shown on 1D cases that stability can breakdown when the
time step and the space size are refined in the same place. This might mean that
the stability condition on ∆t is no longer local. Investigations are under way to
obtain an explicit sufficient stability condition on ∆t.
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Equilibrated Error Estimator for Maxwell’s Equations

Joachim Schöberl

(joint work with Dietrich Braess)

Recently, a posteriori error estimates without constants have attracted much
interest; see Ainsworth and Oden [1], Neittaanmäki and Repin [17], Vejchodský
[20], Luce and Wohlmuth [14] and also Ladeveze and Leguillon [13]. At first glance
they look like estimators which use local Neumann problems as introduced by Bank
and Weiser [5], but they are based on a comparison of primal and dual forms of the
variational problems. Following Prager and Synge (1949) in the special case of the
Poisson equation −∆u = f in Ω, one compares a finite element approximation
uh ∈ H1(Ω) and a function σ ∈ H(div) which satisfies the equilibrium condition
div σ + f = 0. In principle, the latter can be obtained via mixed methods, but in
practical computations a feasible function σ is constructed by an equilibration of
∇uh.

The equilibration can be done by solving local problems; see [1, Chapter 6.4].
The solution of local problems by polynomials of sufficiently high order is avoided
in [20] by the combination with a variant of the hypercircle method and in [14] by
the introduction of a dual mesh. We will go a different way. A small portion of the
error that results from the data oscillation is estimated in the classical manner.
So the local problems become transparent, and a generalization to other types of
elliptic problems is now natural (although not trivial). In the 2D case there is
even a simple geometrical interpretation of the resulting equilibration procedure.

In the presented work [6] we also establish a posteriori error estimators for
Maxwell’s equations with similar properties. There is an analogue to the result
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of Prager and Synge although we have to deal with different Sobolev spaces and
edge elements. The equilibration in H(curl), however, is more involved since the
splitting of the residual currents into local divergence-free currents has to be done
with more constraints. Moreover, the constraints refer to currents on geometrical
objects with different dimensions.

To overcome these obstacles we proceed as we have shown for the Poisson equa-
tion. We extend the Raviart–Thomas elements and Nédélec elements to finite
element spaces such that the differential operators curl and div act on distribu-
tions. We show that the differential operators and the extended spaces still form
exact sequences. The sequences generalize the de Rham sequences and the dis-
crete analoga that were frequently used in the last years for constructing and
understanding new finite element spaces [2, 3, 12].
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[19] Schöberl, J. (2006): A posteriori error estimates for Maxwell equations. Math. Comp. (to
appear),
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High Order Finite Element Maxwell Solvers for Particle In Cell Codes

Eric Sonnendrücker

Particle-In-Cell (PIC) codes have become an essential tool for the simulation of
plasmas and charged particle beams. However, because of their robustness most
available codes are still based today on the Yee scheme for Maxwell’s equations
on a structured uniform grid and the Cloud In Cell formulation of Birdsall for the
coupling between particles and mesh [1]. We propose here a general mathematical
framework for electromagnetic PIC codes that can be used on structured as well
as unstructured or hybrid grids. It can accomodate high order Maxwell solvers
and arbitrary smoothing functions for the particles. Moreover, it includes an
exact discrete continuity equation. We notice that the lowest order version of
our formulation corresponds on a rectangular grid to the traditional Cloud-In-
Cell (CIC) version of the PIC method coupled to a Yee Maxwell solver and the
Villasenor-Buneman charge deposition scheme [5].

We consider the Maxwell equations on a two dimensional domain Ω for which
the electromagnetic field obeys to two sets of decoupled equations, the first of
which involving the (Ex, Ey, Bz) components (TE mode) and the second involving
the (Ez , Bx, By) components (TM mode). We present only the first system, the
other can be dealt with in a similar manner. This system reads

∂E

∂t
− c2curlB = − 1

ε0
J,(1)

∂B

∂t
+ curlE = 0,(2)

div E =
ρ

ε0
.(3)

where E = (Ex, Ey)T , B = Bz , curlBz = (∂yBz,−∂xBz)
T , curlE = ∂xEy−∂yEx,

and div E = ∂xEx + ∂yEy.
For simplicity, we assume that the whole boundary is perfectly conducting so

that E · τ = 0, where τ is the unit vector tangential to the boundary. Moreover we
assume that there are no particles at the vicinity of the boundary so that J ·n = 0
and E · n = 0, where n is the normal to the boundary.

Gauss’ law (3) which links the divergence of the electric field to the charge
density is a consequence of the two evolution equations called Ampere’s law (1)
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and Faraday’s law (2) provided it is satisfied at the initial time and the continuity
equation ∂tρ+ div J = 0 is verified.

There are two ways of choosing the appropriate function spaces where we are
going to defined our mixed variational formulation. We choose to use H(curl ,Ω)
for E and L2(Ω) for B. Then the mixed variational formulation reads: Find
(E, B) ∈ H(curl ,Ω) × L2(Ω) such that

(4)
d

dt

∫

Ω

E ·F + c2
∫

Ω

Bz curlF = − 1

ε0

∫

Ω

J · F ∀F ∈ H(curl ,Ω).

(5)
d

dt

∫

Ω

Bz C +

∫

Ω

curlEC = 0 ∀C ∈ L2(Ω).

(6) −
∫

Ω

E · ∇q =
1

ε0

∫

Ω

ρ q ∀q ∈ H1(Ω).

If the continuity equation is satisfied, (6) is a consequence of (4).
Let us now introduce conforming discretizations of our function spaces. We

shall denote by W 0
k ⊂ H1(Ω), W 1

k ⊂ H(curl ,Ω), and W 2
k ⊂ L2(Ω), the finite

dimensional spaces used for the k-th order (k ≥ 1)) discretization. The three
discrete spaces need in addition to verify that

W 0
k

grad−→ W 1
k

curl−→W 2
k

is an exact sequence. This is obtained by defining on quads

W 0
k = {qh ∈ C0(ω) | qh|K ∈ Qk(K)},

W 1
k = {(Fx,h, Fy,h) ∈ H(curl ,Ω)) | Fx,h|K ∈ Qk−1,k(K), Fy,h|KQk,k−1(K)},

W 2
k = {qh ∈ L2(Ω) | qh|K ∈ Qk−1(K)},

and in the same manner on triangles W 0
k is the space based on Lagrange Pk finite

elements, W 1
k is the space edge elements of degree k [4] and W 2

k is a space of
discontinuous finite elements locally Pk−1. Triangles and quads can be organized
as desired so as to ensure H1 conformity for W 0

k and H(curl) conformity for
W 1

k . As our finite dimensional subspaces are included in the continuous spaces,
we simply get the discrete variational formulations by replacing the continuous
spaces by their finite dimensional finite element analogs. Let us denote by E, B

the column vectors containing the degrees of freedom. And define the matrices

M1 = ((

∫

Ω

ϕ1
iϕ

1
j))1≤i≤N1,1≤j≤N1

, M2 = ((

∫

Ω

ϕ2
iϕ

2
j))1≤i≤N2,1≤j≤N2

,

R = ((

∫

Ω

curl (ϕ1
i )ϕ

2
j ))1≤i≤N1,1≤j≤N2

,

Then the matrix formulations of Ampere’s and Faraday’s laws read

M1
d

dt
E − c2RT B = − 1

ε0
J , M2

d

dt
B +RE = 0.
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In a PIC method the particle distribution function is approximated by

fh(x,p, t) =
∑

k

wkδ(x − xk(t))δ(p − pk(t)).

Then the charge and current densities are defined by

ρh(x, t) =

∫
fh(x,p, t) dp =

∑

k

wkδ(x − xk(t)),

Jh(x, t) =

∫
fh(x,p, t)v(p) dp =

∑

k

wkvk(t)δ(x − xk(t)),

where the velocity v(p) is linked to the momentum by v(p) = p

γm , γ =
√

1 + p2

c2

is the Lorentz factor, and c the velocity of light.
These expressions of the charge and current densities if used directly in the

discrete variational formulation do not verify the continuity equation. Hence,
Gauss’ law will not be satisfied automatically. Such formulations are yet used in
practice, but they need a correction scheme to yield accurate simulations. Such
schemes have been discussed by several authors.

Let us now propose a charge conserving formulation for the current density
keeping the formulation for the charge density

(7)

∫

Ω

J
n+ 1

2

h · ϕ1
j dx =

∑

k

1

∆t

∫ tn+1

tn

v
n+ 1

2

k · ϕ1
j(xk(t)) dt.

Indeed as ∇ϕ0 ∈ W k
1 , we can prove that

∫

Ω

J
n+ 1

2

h · ∇ϕ0
j dx =

1

∆t

(∫

Ω

ρn+1
h ϕ0

j dx −
∫

Ω

ρn
hϕ

0
j dx

)
,

which is the discrete formulation of the continuity equation in our framework.
A straightforward computation shows that the basis functions of our first order

space W 1
1 and W 2

1 on squares of side h are of the following form

ϕ1
i+ 1

2
,j =

(
S0

h(x − xi)S
1
h(y − yj)

0

)
, ϕ1

i,j+ 1
2

=

(
0

S1
h(x− xi)S

0
h(y − yj)

)
,

ϕ2
i+ 1

2
,j+ 1

2

= S0
h(x− xi)S

0
h(y − yj).

In this case our finite element solver with mass lumping, i.e. based on the Cohen-
Monk elements [2], is algebraically identical to Yee’s scheme, and the charge con-
serving expression of the current density reads

Jx,i+ 1
2
,j =

v
n+ 1

2
x

∆t

∫ tn+1

tn

S0
h(xi − xk(t))S1

h(yj − yk(t)) dt,

Jy,i,j+ 1
2

=
v

n+ 1
2

y

∆t

∫ tn+1

tn

S1
h(xi − xk(t))S0

h(yj − yk(t)) dt,

which is exactly the charge conserving expression given by Villasenor and Bune-
man.
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Numerical steepest descent evaluation of 2D partition of unity
boundary integrals for Helmholtz problems

Jon Trevelyan

(joint work with Mick Honnor, Daan Huybrechs)

We address frequency domain problems of linear wave scattering by a sound hard,
non-convex obstacle of boundary Γ, governed by the Helmholtz equation

(1) ∆φ+ k2φ = 0

(2)
∂φ(x)

∂ν
= 0, x ∈ Γ

in which we seek the potential φ(x) ∈ C, x ∈ R2 and k is the wavenumber.
We consider the solution of (1) in the unbounded 2D region Ω resulting from the
scattering of an incident plane wave φi = Aeika·x.

It is well known that in order to capture accurately a wave field, the nodal
spacing in a BEM or FEM discretisation is limited to approximately λ/10, where
λ is the wavelength under consideration. Methods for circumventing these restric-
tions have been the subject of considerable interest in recent years. Bettess (2004)
provides a useful review. One popular approach is the Fast Multipole Method
(FMM) (e.g Darve (2000)). Other notable methods include the use of FFT and
stationary phase methods (e.g. Bruno (2001)).

A further class of methods is based on the inclusion of the wave nature of
the solution in some way into the formulation. One example is the Ultraweak
Variational Formulation (Cessenat & Després (1998), Huttunen et al. (2002),
Gamallo & Astley (2006)). Abboud et al. (1995) included the incident wave
in the shape function using an integral equation approach. This can be highly
effective at higher frequencies, but is unsuitable for non-convex scatterers.

Melenk & Babuska (1996) presented the Partition of Unity Method (PUM) as
a general technique in which the approximation space is enriched by the inclusion
of sets of functions known to populate the solution. Laghrouche & Bettess (2000),
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Farhat et al. (2000), Ortiz & Sanchez (2000) and Mayer & Mandel (1997) have
thus enriched finite elements using sets of plane waves. Boundary integral PUM
implementations (PUBEM) have been presented by de la Bourdonnaye (1994),
under the name Microlocal Discretisation, Perrey-Debain et al. (2002, 2003, 2004),
Chandler-Wilde & Langdon and Arden et al. (2005). The PUBEM is characterised
by a plane wave expansion of the potential so that the boundary integral equation
yields a system of linear equations in the unknown amplitudes. However, the
integrals in the 2D PUBEM, in which we integrate over an element of boundary Γj

in the conventional isoparametric mapping ξ(x)(ξ ∈ (−1, 1), x ∈ Γj), are typically
of the highly oscillatory form

(3) I(x′,Γj,m) =

∫ 1

−1

∂G(x′, ξ)

∂ν
eikdjm·x(ξ)Nj(ξ)J(ξ)dξ

where J(ξ) is the Jacobian of the mapping. Unfortunately, the present authors
have found that the asymptotic methods generate extremely complicated expres-
sions for the coefficients when applied to integrals of the form (3). Huybrechs
& Vandewalle (2006) have presented an integration scheme based on the classi-
cal numerical steepest descent method (Bender & Orszag (1978)). This involves
changing the path of integration to one in the complex plane and over which the
integral becomes non-oscillatory and exponentially decaying. In the current work
we apply this to integrals of the form (3).

We denote with h the complex plane whose real axis coincides with ξ, and find
a suitable path in h to simplify the evaluation of the integral. For reasons of
generality we assume the conventional notation:

(4) I =

∫ 1

−1

f(ξ)eikg(ξ)dξ

For the PUBEM integrals we find

(5) f(ξ) =
k

4

∂r

∂ν

√
a1

kr
NjJ

(
8

kr
q1e

i(−b1) − p1e
i(−b1+

π
2 )
)

(6) g(ξ) = r + djm · x
where p1, q1, a1, b1 come from the series approximations to Bessel functions pro-

vided by Press et al. (2003). This allows the integrals to be treated using numerical
steepest descent. The integration paths for these functions are the loci satisfying

(7) g (h) = g (ξ) + ip

and are determined using a linear Taylor Series approximation followed by
Newton-Raphson iteration. Substitution of (7) into (4) yields an exponentially
decaying integral with respect to p. Numerical tests show that for the majority
of PUBEM integrals, the integration may be performed over each element using



356 Oberwolfach Report 5/2007

only two steepest descent paths, using only 8 Gauss-Laguerre points on each path.
Care needs to be taken with regard to stationary points at which g′(h) = 0 on the
real interval, for which a further coordinate transformation in the spirit of Telles
(1987) is used. A similar treatment is used for cases in which g′(h) is small at the
ends of the element.

Numerical tests on scattering by a cylinder of radius a, with wavenumber k such
that ka = 240π, show that the scheme presented herein uses 365x106 integration
points, comparing favourably with the 8.8x109 points used for comparable accuracy
in previous works with conventional Gauss-Legendre on the real interval.
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A Survey of Discontinuous Galerkin Methods for Time-Domain
Electromagnetics

Tim Warburton

The time-domain Maxwell’s equations of electromagnetics present a number of
impressive challenges for available numerical methods. Typical simulations re-
quire propagation of high frequency travelling wave solutions over distances that
are long compared to the length scales (say wavelengths) intrinsic to the solution.
Furthermore, the travelling wavefronts may encounter complicated scattering sur-
faces or pass through abrupt material changes in the course of propagation. The
solution may also exhibit singular behaviour at rough features of these scatterers.
Furthermore, some existing numerical methods, most notably the standard finite
element method, are known to admit spurious solutions for internal cavity reso-
nance simulations. Finally, for external scattering problems special care must be
taken as the solutions propagates through the outer boundary of the domain.

We first introduce the first order non-dimensionalized Maxwell’s equations

(1)
∂ ~H

∂t
+ ∇× ~E = 0 ,

∂ ~E

∂t
−∇× ~H = 0 ,

and suitable boundary conditions, where ~H is the magnetic field and ~E the electric
field. A natural choice of finite element spaces are compatible subspaces of the
natural energy space for these fields is H (curl) ×H (div) discretized by edge and
face elements. But a major drawback of this approach is that the mass matrices
induced by these matrices have globally coupled inverses, and this means that
explicit time integration requires the inversion of these matrices at every step.
This is a particular obstacle to performing efficient simulations on large scale
distributed computing platforms.

Seeking an alternative to the mixed finite elements methods, a pseudo-spectral
multi-domain method that uses quadrilateral elements applied to electromagnetic
wave scattering was proposed by Gottlieb and Hesthaven [9], and extended to
three-dimensional computations using hexahedral elements in Yang [22] and Yang
& Hesthaven [23]. Inter-element continuity was imposed strongly through a char-
acteristic treatment at boundary degrees of freedom and filters were employed
to maintain stability. This method also required a careful treatment at element
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corners to maintain stability, and the restriction to quadrilateral elements limited
the geometric flexibility of the method. However, the ability to use high-order
elements without incurring significant computational linear algebra overheads was
very attractive. The basic philosophy of this approach was sound but the lack of a
variational framework was responsible for the filtering and delicate inter-element
treatment to maintain stability.

It was thus natural to consider the discontinuous Galerkin time-domain (DGTD)
method since it has similar locality properties. The strong characteristic treatment
of the pseudo-spectral method is replaced by a flux treatment to weakly enforce
continuity of the solution fields between elements and at the domain boundaries.
Originally developed for neutron transport, the discontinuous Galerkin methods
have found numerous applications [15] because of their suitability for solving hy-
perbolic partial differential equations. We will briefly introduce DG methods for
Maxwell’s equations for the first order PDE’s, and also for the second order curl-
curl form. For the first order form of the equations most discretized DGTD meth-
ods can be recovered from the following variational statement:

Assuming a partition of non-overlapping elements Ωh =
⋃
Dk we find an ap-

proximation for the magnetic and electric fields,
(
~H, ~E

)
∈ V h ×Wh such that

(
~φ,
∂ ~H

∂t
+ ∇× ~E

)

Dk

=
(
~φ,−~n×

(
~E∗ − ~E−

))

∂Dk
,(2)

(
~ψ,
∂ ~E

∂t
−∇× ~H

)

Dk

=
(
~ψ, ~n×

(
~H∗ − ~H−

))

∂Dk
,(3)

for all
(
~φ, ~ψ

)
∈ V h ×Wh, where ~H− and ~E− are to be understood as the trace

of the numerical magnetic and electromagnetic fields from inside the k’th element
Dk, ~n is the outwards facing normal on the faces of Dk, and the space V h ×Wh

is a product of broken spaces typically consisting of polynomial spaces on each
element with no assumption of continuity.

To close this elemental description of the Maxwell’s equations we weakly encode

boundary conditions on the element boundary through the star variables ~H∗ and
~E∗. There is a certain amount of freedom in how to specify the star variables.
The simplest choice that yields a stable method is to use a central average of the
negative and positive traces of the fields to form the star variables [17, 1, 8] , i.e.

(4) ~H∗ :=
~H+ + ~H−

2
, ~E∗ :=

~E+ + ~E−

2
.

A trivial L2 stability analysis yields

(5)
dǫh
dt

:=
d

dt

∑

k

{(
~H, ~H

)

Dk
+
(
~E, ~E

)

Dk

}
= 0 ,
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and thus for this choice of boundary states, a numerical measure of total energy of
the DGTD solution is conserved. However, this method yields sub-optimal conver-
gence rates and unfortunately provides no control over the inherently unphysical
solutions inherent in the choice of broken polynomial spaces.

An alternative choice for the boundary state was proposed independently by
Warburton [21], Woodruff, Kopriva, & Hussaini, [16], and Hesthaven & Warburton
[11, 12, 13]. Based on the upwind flux treatment used in the finite volume solver
for Maxwell’s equations by Shankar, Hall, & Mohammadian [20] the star variables
are obtained by solving the one-dimensional Riemann problem at the interface
based on the two trace states

~H∗ :=
~H+ + ~H−

2
+ ~n×

~E+ − ~E−

2
,(6)

~E∗ :=
~E+ + ~E−

2
− ~n×

~H+ − ~H−

2
,(7)

and a simple energy analysis demonstrates that the total numerical energy for this
method decays in time in proportion to the square of the element boundary semi-
norm of the tangential jumps in the solution. Thus the method is dissipative,
but fortunately it only dissipates a solution if it has unphysical jumps between
elements in contrast to the straight forward averaging approach which does not
dissipate these unphysical solutions.

The variational framework of the DGTD method allows for a relatively general
choice of elements to discretize the domain. Hesthaven & Warburton [11, 12, 13]
used high order nodal triangular and tetrahedral elements and Woodruff, Kopriva,
& Hussaini [16] demonstrated how quadrilateral elements with hanging nodes can
be used. At this workshop Cohen demonstrated DGTD combined with meshes
formed from subdividing tetrahedral elements into hexahedral elements (see Co-
hen, Ferrieres, and Pernet [7] for further details) thus maintaining high geometric
flexibility and the tensor-product efficiency of the hexahedral elements.

No special time stepping methods needed to be developed for DGTD, and this
is reflected in the number of papers exploring alternative schemes. Hesthaven &
Warburton [11] combined the upwind DGTD with the five stage, fourth order,
low storage RK of Carpenter & Kennedy [2] because of its advantageous stepping
region. Recently, Chen, Cockburn, & Reitich [3] discussed the positive aspects
of using the strong stability preserving Runge-Kutta methods balancing arbitrary
order in time with extra computational work (because of extra stages) and extra
storage requirements together with a more involved handling of time dependent
forcing to avoid stage order reduction. Piperno proposes the use of symplectic time
integrators to maintain conservation of a discrete energy in time for the central
flux DGTD [18, 19].

The variational framework in Equation 2 was extended by Hesthaven & War-
burton [14] with the addition of extra fields on the trace of each face of each
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element. The DGTD variational statement was modified to
(
~φ,
∂ ~H

∂t
+ ∇× ~E

)

Dk

=
(
~φ,−~n×

(
~E∗ − ~E−

))

∂Dk
,(8)

(
~ψ,
∂ ~E

∂t
−∇× ~H

)

Dk

=
(
~ψ, ~n×

(
~Q− + ~H∗ − ~H−

))

∂Dk
,(9)

(
~χ,
∂ ~Q

∂t

)

∂Dk,f

=
(
~χ,
τ

2
~n×

(
~E+ − ~E−

))

∂Dk,f
,(10)

where an additional vector field ~Q ∈ Xh is sought such that this is true for all
~χ ∈ Xh. Here Dk,f denotes face f of the element k, and Xh is the union of the
element boundary traces of the broken polynomial spaces inWh. It was shown how

it is possible to use central fluxes for ~E and ~H and instead of upwind damping the
penalty τ penalizes the energy available for spurious modes inherent in the central
flux DGTD. The drawback to this approach is the possibility of having to choose
smaller time steps, dt, to satisfy a modified CFL condition. This modified DGTD
scheme is very similar to the interior penalty discontinuous Galerkin method for
the second order Maxwell’s equations proposed by Grote, Schneebeli, & Schötzau
[10]. Interestingly their analysis demonstrates optimal order accuracy in L2 and
this result may extend to the modified DGTD of Hesthaven & Warburton [14].

Thus far all the DGTD formulations have been based on conventional local
polynomial spaces on each element. Cockburn, Li, & Shu [6] used the flexibility of
the choice of basis available to DGTD by using a locally divergence free polynomial
basis for the magnetic field. With this choice it was found to be advisable to use
a Lax-Friedrichs flux formulation, and this extra penalization term on jumps in
the normal component of the magnetic fields mean this method falls out of the
general variational statement of Equation 2. Recently, an additional alternative
method was introduced by Chung & Engquist [4, 5] using local basis functions for
the electric and magnetic fields that are defined on their own staggered meshes.
Their a priori analysis shows an optimal order accuracy.

In conclusion, their is a healthy diversity of DGTD methods and extensions
for solution of the time-domain Maxwell equations in first order and second order
forms.
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Poisson Preconditioning for Discrete H(curl)-elliptic Boundary Value
Problems

J. Xu

(joint work with R. Hiptmair)

On Ω ⊂ R3 we consider the H(curl,Ω)-elliptic variational model problem

u ∈ H0(curl,Ω) : (curl u, curl v)0 + τ (u,v)0 = (f ,v)0 , v ∈ H0(curl,Ω) ,(1)

with source term f ∈ (L2(Ω))3 and τ > 0. Problems of this type arise in the
modeling of magnetic diffusion phenomena (eddy current model). The Galerkin
finite element discretization of (1) by means of low order edge elements, see [5,
Ch. 3], leads to large sparse linear systems of equations. These are ill-conditioned
for fine meshes, which entails using preconditioners to speed up CG-type iterative
solvers. Their performance should be independent of mesh resolution. Geometric
multigrid preconditioners are known to achieve this [1, 4, 8]. However, they require
hierarchies of nested meshes. Algebraic multigrid (AMG) methods that dispense
with this requirement have been proposed in [11, 3], but they noticeably deteriorate
on fine meshes, let alone permit a comprehensive theoretical analysis.

We propose a preconditioner for the discretized version of (1) that is very easy
to implement and allows a rigorous proof of its asymptotic mesh independence
also on highly non-uniform meshes. We merely take for granted that good pre-
conditioners for discrete 2nd-order elliptic boundary value problems are available.
Our approach builds on ideas first outlined in [2].

I. Auxiliary space preconditioning. Let a(·, ·) denote the inner product of
the Hilbert space V . An auxiliary space preconditioner for the variational problem
u ∈ V : a(u, v) = f(v) ∀v ∈ V requires the following ingredients: an auxiliary
space W equipped with an inner product d(·, ·), a continuous transfer operator
Π : W 7→ V , and a smoother S : V 7→ V associated with another inner product
s(·, ·) on V .

Theorem 1 ([12]). If

∃cs > 0 : a(v, v) ≤ css(v, v) ∀v ∈ V ,

and for every v ∈ V there are v0 ∈ V and w ∈ W such that v = v0 + Πw and

s(v0, v0) + a(Πw,Πw) ≤ c20a(v, v) ,(2)

for some c0 > 0 independent of v, then we find the following bound for the spectral
condition number

κ(BA) ≤ c20(cs + ‖Π‖2
) ,

where the auxiliary space preconditioner is defined as

B := S−1 + Π ◦ D−1 ◦ Π∗ ,

and D : W 7→W ′ is the operator induced by d(·, ·).
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II. Regular decompositions. As can be seen from (2), uniformly stable split-
tings are at the heart of auxiliary space preconditioning. For the space H0(curl,Ω)
the so-called regular Helmholtz-type decomposition have become a key tool in math-
ematical and numerical analysis, see [5, Sect. 2] for details:

Theorem 2. There are continuous linear operators R : H0(curl,Ω) 7→ (H1
0 (Ω))3,

Z : H0(curl,Ω) 7→ H1
0 (Ω) such that R + grad ◦Z = Id on H0(curl,Ω) and Ru =

0 ⇔ curl u = 0.

This confirms that the splitting

H0(curl,Ω) = (H1
0 (Ω))3 + gradH1

0 (Ω)(3)

can be done in a stable way. Thus, in light of Thm. 1 the statement of Thm. 2
can be read as follows:

B := I ◦ (Id − ∆)−1 ◦ I∗ + grad ◦(Id + (grad)∗ grad)−1 ◦ (grad)∗(4)

will supply a “preconditioner” for the operator A associated with a(·, ·). Here,
I designates the trivial injection I : (H1

0 (Ω))3 7→ H0(curl,Ω) arising from the
continuous embedding (H1

0 (Ω))3 ⊂ H0(curl,Ω). For the case τ = 1 we conclude

κ(BA) ≤ ‖R‖2 + ‖Z‖2 .(5)

Analogous results hold for H(curl,Ω), H(div,Ω), and H0(div,Ω).
III. Discrete regular decompositions. Alas, “preconditioning” of a varia-

tional problem set in the infinite dimensional function space H0(curl,Ω) is of no
practical interest. What is needed is a discrete version of Thm. 2. To state it, let
us denote by Eh ⊂ H0(curl,Ω) the space of lowest order edge element functions,
and by Sh ⊂ H1

0 (Ω) the standard piecewise linear continuous finite element space.
Further, we write V h := (Sh)3 ⊂ (H1

0 (Ω))3 and let Πh : V h 7→ Eh stand for the
edge based finite element interpolation operator.

Theorem 3. For any vh there is Ψh ∈ V h, ph ∈ Sh, and ṽh ∈ Eh such that

vh = ṽh + ΠhΨh + grad ph ,(6)

and
∥∥h−1ṽh

∥∥2

L2(Ω)
+ ‖Ψh‖2

H1(Ω) . ‖curl vh‖2
L2(Ω) , ‖ph‖H0(curl,Ω) . ‖vh‖H0(curl,Ω) .

The constants are allowed to depend on Ω and the shape regularity of the mesh.

This result first appeared in [6], see also [7].
IV. Auxiliary space preconditioner for edge elements. Interpreting

Thm. 3 against the backdrop of Thm. 1 suggests the following components for
an auxiliary spaced preconditioner for (1) on Eh:

• auxiliary space W := V h × Sh (standard continuous linear FE spaces),
• transfer operator Π := Πh × grad (a local operator),
• and a simple Gauss-Seidel relaxation as smoother.
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The norm on the auxiliary space W is the conventional H1-norm, so that the
operator D from Thm. 1 boils down to discrete (vector) Laplacians. So application
of the preconditioner involves solving a total of four Dirichlet problems for −∆
discretized by means of linear Lagrangian finite elements.

From Thm. 3 one readily concludes that the condition number of the precondi-
tioned system will merely depend on Ω, the shape regularity of the meshes, and a
bound for τ . Robustness with respect to τ → 0 can also be inferred.

V. Further remarks.

• The lack of L2(Ω)-stability of regular decompositions does not permit
us to establish robustness of the preconditioner for τ → ∞. Under ad-
ditional regularity assumptions this can be achieved using the genuine
L2(Ω)-orthogonal Helmholtz decomposition, see [7].

• Along the same lines auxiliary space preconditioning in H0(div,Ω) can be
done. Also natural boundary conditions can be accommodated.

• The case of variable coefficients,

a(u,v) := (α curl u, curl v)0 + (βu,v)0 , u,v ∈ H0(curl,Ω) ,

α, β ∈ L∞(Ω), cannot yet be adequately dealt with by the theory. The
heuristics is that the coefficient α should enter the inner product in V h,
whereas β shows up in the inner product for Sh.

• Numerical experiments studying the performance of the proposed auxiliary
space preconditioner and generalizations of it are reported in [7, 10, 9]. See
also the contribution of T. Kolev at the Oberwolfach conference covered
in this report.
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