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Introduction by the Organisers

The past decades have witnessed an explosion of interest in the application
of mathematical models to science and engineering down at the atomic scale.
Atomistic models are large, complex, multiscale, and in particular discrete, and
provide a rich source of fascinating challenges for mathematics. In particular,
a basic goal is to understand (1) how and at which length- and timescales the
behaviour of large atomistic systems becomes well approximated by traditional
continuum descriptions (of dislocations, grains, fracture, elasticity or plasticity),
and under which circumstances atomistic and continuum “modes” are nontrivially
coupled (2) how atomistic models can be accurately and efficiently extracted from
quantum mechanical models.

While mathematical research in this area is still in its early stages, interest by
mathematicians in atomistic models is fast growing, and the goal of this work-
shop was to bring together leading mathematicians and materials scientists, in
the unique Oberwolfach setting, in order to document recent results, discuss main
open challenges, and stimulate an exchange between the two communities.

The workshop focused on the following topics, the basic goals described above
being recurrent themes.
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• Derivation of interatomic potentials for magnetic materials from quantum
mechanics (Drautz, Pettifor)

• Atomistic modelling of grain boundaries, phase boundaries, and surfaces
(Elsaesser, Kratzer)

• Efficient algorithms in electronic structure theory (Gang Lu, Garcia-Cer-
vera, Haynes)

• Atomic-continuum coupling (Braides, Cicalese, Delle Site, Guddati, Lus-
kin, Ming, Mugnai, Schlömerkemper, Schmidt)

• Electronic-continuum coupling (Jianfeng Lu)
• Dislocation models (Garroni, Nguyen-Manh, Yang)
• Molecular dynamics (Colombo, Engquist, Giannoulis, Hartmann, James,

Leimkuhler, Li, Stoltz, Theil, Zimmer).

The organizers are particularly indebted to the participants from both mathe-
matics and materials science for making such a committed effort to communicate
their work to researchers from the other community, both in the actual talks and
in this Oberwolfach report. Judging by the success of this effort, we are confident
that this report can serve as a starting point and a stimulation for a great deal of
future interaction between our communities.

Weinan E
Gero Friesecke
David Pettifor
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Abstracts

Linear-scaling density-functional simulations with local orbitals and
plane waves

Peter D. Haynes

(joint work with Chris-Kriton Skylaris, Arash A. Mostofi, Mike C. Payne)

Kohn-Sham density-functional theory (DFT) provides a solution to the problem
of finding the ground state of many electrons moving in a static external poten-
tial via a fictitious system of non-interacting particles moving in a local effective
potential. This fictitious system is traditionally represented in terms of extended
single-particle wave functions {ψn(r)} that are expanded in some basis set. The
computational cost of solving the resulting equations scales as the cube of system
size N (N may be the number of atoms or electrons) which is very favourable
compared to many-body wave function based methods. However this scaling still
places a limit on the system-sizes accessible to DFT, typically of a few hundred
atoms. There has therefore been much interest in developing linear-scaling or
order-N methods where the computational cost increases only linearly [1].

The fictitious system may be represented entirely equivalently in terms of the
single-particle density-matrix ρ(r, r′) defined by

(1) ρ(r, r′) = 〈r|ρ̂|r′〉 =
∑

n

fnψn(r)ψ
∗
n(r′)

where fn ∈ {0, 1} is the occupation number for the state ψn and ρ̂ the projection
operator onto the space spanned by the occupied states. The advantage of this
representation is that it enables the exploitation of the nearsightedness of quantum
mechanics [2] that is manifested in the exponential decay of the density-matrix of
insulators and semiconductors i.e. ρ(r, r′) ∼ exp(−γ|r − r′|) as |r − r′| → ∞.
A linear-scaling method may be derived by minimising the energy with respect
to a truncated density-matrix that satisfies the conditions of normalisation and
idempotency.

The linear scaling method implemented in the ONETEP code [3, 4, 5] involves
writing the density-matrix in separable form [6, 7]:

(2) ρ(r, r′) =
∑

α,β

φα(r)Kαβφ∗β(r
′)

where the {φα(r)} are linear combinations of the Kohn-Sham eigenstates ψn(r) =∑
α φα(r)Mα

n chosen to be localised and the density kernel

Kαβ =
∑

n

Mα
n fnM

β
n

∗
= 〈φα|ρ̂|φβ〉

where the {φα(r)} are the duals of the local orbitals {φα(r)}. This expression is
essentially just a similarity transformation of the diagonal form in Eq. 1.

The local orbitals are chosen to vanish outside spheres centred on atoms and
are optimised in situ [8] so that each adapts to the chemical environment of that
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atom. Their relationship to the Kohn-Sham eigenstates has led to these local or-
bitals being called non-orthogonal generalised Wannier functions (NGWFs). The
optimisation is carried out by expanding the NGWFs in terms of localised psinc [9]
or Dirichlet functions that allow the use of fast Fourier transforms (FFTs) for ap-
plying the Laplacian and interpolation. These FFTs are performed in a fixed
subcell of the simulation cell [10] so that the overall computational cost scales
linearly with N . An added advantage of this basis is that it is equivalent to a
set of plane waves, allowing direct comparison with traditional plane-wave pseu-
dopotential DFT calculations [11]. The ONETEP code has been implemented for
massively parallel computers [12] and applied to a wide variety of systems [13, 14]
including molecules, proteins, solids and nanostructures.
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Motion of discrete interfaces

Andrea Braides

(joint work with Maria Stella Gelli and Matteo Novaga)

We are interested in defining an energy-driven motion for discrete subsets in
the plane, and more precisely subsets of the lattice Z2. The model energy we will
look at is the ferromagnetic energy for Ising systems, that we may write as

F (E) = #{(i, j) : i ∈ E, j 6∈ E} (E ⊂ Z
2).

Upon identifying a set E ⊂ Z2 with the union of the cubes i+Q, where i ∈ E and
Q = [−1/2, 1/2)2, we may interpret F as a perimeter energy H1(∂E) defined on
all such unions of coordinate cubes.

Since perimeter energies are linked to motions by curvature, we will explore
the possibility of defining such a motion in the discrete setting following the time-
discretization scheme by Almgren, Taylor and Wang [4] coupled with a passage
discrete-to-continuous [1, 2]. To that end we scale the lattice to εZ2 and the
energies to

Fε(E) = ε#{(i, j) : i ∈ E, j 6∈ E} (E ⊂ εZ2).

and fix a time scale τ = ∆t. A time-discrete motion at scale τ is defined recursively
as follows:

• fix an initial datum E0 = Eε0 ⊂ εZ2;
• define Ek+1 as a minimizer of the energy

E 7→ Fε(E) +
1

2τ
Dε(E,Ek),

where

Dε(E,E
′) =

∑

i∈E\E′

ε2 min{‖i− j‖∞ : j ∈ E′}

+
∑

i∈E′\E

ε2 min{‖i− j‖∞ : j ∈ εZ2 \ E′};

• define Eτ,ε(t) = E[t/τ ].

For a class of initial data we can characterize the behaviour of Eτ,ε(t) as ε→ 0
and τ → 0. In particular, we have the following result.

Theorem (Braides, Gelli and Novaga [5]) Let Eε0 converge to some bounded E,
either a polyrectangle or a smooth convex set, in the Hausdorff metric. Then, up to
subsequences, Eτ,ε(t) converges to a limit continuous motion E(t) of E. Moreover,
we have

(i) if ε << τ then E(t) is the motion by crystalline curvature characterized by
Almgren and Taylor in [3];

(ii) if τ << ε then the motion is trivial: E(t) = E for all t;
(iii) if ε ≈ ατ then the motion is more complex, and is characterized as the mo-

tion only of the sides orthogonal to the coordinate direction with a inward velocity
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that is proportional to

α
[ 4

αL(t)

]
,

where L(t) is the side length, at all times when the quantity 4/αL(t) is not integer
(if the side length is 0 then the velocity is infinite), and, in case of polyrectangles,
also proportional to a ‘curvature sign’ which is 1 if E is convex close to that side,
−1 if it is concave, and 0 otherwise.

In order to understand the type of phenomena entailed by this motion in the
third regime we can analyze the case of E a rectangle of side lengths L1 and L2:

(i) (pinning threshold) If Li > 4/α then the motion is trivial: E(t) = E;
(ii) (partial pinning) If L1 > 4/α and L2 < 4/α then for an initial time interval

only the two shorter sides move, thus shortening L1, until L1(t) = 4/α;
(iii) (quantized velocity) when 4/αLi(t) is not integer the velocity is always an

integer multiple of α;
(iv) (non-uniqueness) in the cases when 4/αLi(t) is integer the velocity of the

corresponding side is not uniquely determined. If such set of t is not negligible we
may have non-uniqueness effects (e.g., when the initial datum is a square of side
length 4/α).

For non-rectangular initial sets we may have other phenomena that are not
present in the usual geometric motions:

(v) (non-convex pinned sets) if the initial set E is a polyrectangle such that all
the sides either have curvature sign 0 or are longer than 4/α then E(t) = E for
all t;

(vi) (pinning after initial motion) if the initial set E contains a square of side-
length larger than 4/α then E(t) contains that square for all times, also if the
motion is not trivial. This happens for example for E a (large) ball. In that case
the four points in which the coordinate have extremals have ‘infinite curvature’,
so that four segments are generated at 0+, which move inward until their length
is the critical size 4/α.

Finally, note that in the case ε << τ we have a separation of scales effect:
the motion is the same as that obtained by first letting ε → 0 (in which case the
energies Fε are approximated by a crystalline perimeter [1, 2]), and then applying
the discrete-in-time scheme (as in [3]).
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Computation of free energy differences

Gabriel Stoltz

(joint work with Tony Lelièvre, Felix Otto and Mathias Rousset)

After briefly recalling some basis of statistical physics, in particular the computa-
tion of averages with respect to the canonical measure

〈A〉 =

∫

E

A(q, p) dµ(q, p),

with

dµ(q, p) = Z−1e−βH(q,p), Z =

∫

E

e−βH(q,p) dq dp,

Z being the so-called partition function, I turn to the metastability problem,
namely that averages along a trajectory of an ergodic process such as

dqt = −∇V (qt) dt+

√
2

β
dWt

are theoretically converging to the state space averages

lim
T→+∞

1

T

∫ T

0

A(qt) dt = 〈A〉 =

∫

E

A(q) dπ(q), dπ(q) = Z−1e−βV (q),

but the convergence may be rather slow from a numerical viewpoint. Notice that
there is no restriction in sampling only the configurational part of the canonical
measure dπ since it is trivial to sample the kinetic part (which is a tensor product
of gaussians). A remedy to this metastability problem is to bias the dynamics
in the direction of the slowly evolving variable, called ξ ≡ ξ(q). This can be
done by sampling the modified canonical measure associated with the potential
V (q) − F (ξ(q)), where

F (q) = −β−1 ln

∫

E

e−βV (q) δξ(q)−z dq dp

is defined up to a constant (since only free energy differences matter). Differences
of free energies are also valuable from a physical viewpoint since they allow to
discuss the relative stabilities of different species.

In order to simplify the presentation of the most popular methods to compute
free energy differences, it is convenient to restrict to the case of the so-called
alchemical transitions, indexed by some external parameter in the Hamiltonian:

∆F (λ) = −β−1 ln




∫

E

e−βHλ(q,p) dq dp
∫

E

e−βH0(q,p) dq dp


 .

The main methods are classified from a mathematical viewpoint in the Table
below.
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Free energy perturbation → Homogeneous MCs and SDEs
Thermodynamic integration → Projected MCs and SDEs
Nonequilibrium dynamics → Nonhomogenous MCs and SDEs

Adaptive dynamics → Nonlinear SDEs and MCs
Selection procedures → Particle systems and jump processes

Adaptive dynamics (such as the adaptive biasing force [2], nonequilibrium meta-
dynamics [1], etc) are very interesting methods. We have recently proposed

• a general framework [3] to study them in a unified fashion and understand
their consistencies;

• an improved numerical implementation;
• and proved a convergence result in some limiting case using entropy esti-

mates [4, 5].
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Atomistic and Continuum Models (not only) of Thin Films

Bernd Schmidt

The relation of atomistic and continuum models of matter is an important and
very active area of current research, both from a computational and from the
analytical point of view. Thin elastic structures are of particular interest not only
in technical applications. One also encounters completely new phenomena (as,
e.g., large deformations at low energies). The main aim of this note is to report
on recent results on rigorous derivations and investigations of effective theories for
thin elastic films starting from atomistic models. In particular, we examine new
effects that may arise for ‘atomistically thin’ objects, where a continuum approach
is not expected to be justified anymore.

In the membrane energy regime a rigorous version of a scheme proposed by
G. Friesecke and R. D. James in [3] is proven. Let Lk := Z3 ∩ ([0, k]2 × [0, h])
be the reference configuration of a thin film of ν atomic layers, ν fixed, k ≫ ν.
Rescale and interpolate the deformations y(k) : Lk → R3 to obtain

ỹ(k)(x) :=
1

k
y(k)(kx1, kx2, x3), ỹ(k) : [0, 1]2 × [0, h] → R

3.
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and ν − 1 director fields

k∆iỹ(x1, x2) := k
(
ỹ(k)(x1, x2, i) − ỹ(k)(x1, x2, 0)

)

measuring the relative shift of the layers of the film.
Choose a constant c0 > 0 and define admissible limit deformations: u ∈

W 1,∞([0, 1]2; R3), b = (b1, . . . , bν−1) ∈ L∞([0, 1]2; (R3)ν−1) such that u satisfies a
minimal strain hypothesis: there exists c1 such that

|u(x) − u(z)| ≥ c1|x− z|.
We say that y(k) → (u,b) as k → ∞ if ‖ỹ(k)−u‖ := supx∈L̃k

|ỹ(k)(x)−u(x)| ≤ c0/k

and k∆iỹ(k) ∗
⇀ bi in L∞. (So c0 prescribes a rate of convergence and the atoms

are allowed to explore a region comparable to atomic dimensions in the limiting
process.)

The energy is assumed to be a (frame indifferent) function of the full set of
atomic positions

E(k)(y) = E(y(x) | x ∈ Lk)
satisfying the following

Assumption. Suppose u is admissible. For all C > 0 there are constants M > 0
and q > 3 such that, whenever ‖ỹ − u‖ ≤ C/k, then

(i) |E(M∪N )−E(M)−E(N )| ≤ ∑
w∈M,v∈N M(1∧ |w− v|−q) for disjoint

sets M,N ⊂ y(Lk) of atoms and

(ii)
∣∣∣ ∂
∂yi

E(k)({y1, . . . , yν(k+1)2})
∣∣∣ ≤M , where {y1, . . . , yν(k+1)2} = y(Lk).

Theorem 1. Under the above assumptions there is a macroscopic energy density
ϕ such that the 1

νk2E
(k) Γ-converge to

E(u,b) :=

∫

[0,1]2
ϕ(∇u(x), b1(x), . . . , bν−1(x))dx.

Moreover, ϕ is continuous and given by

ϕ(A,b) = lim
k→∞

1

νk2
inf

y∈Nk(A,b)
E(y),

as the solution to the associated cell problem, where

Nk =



y : Lk → R

3 : ‖y −A‖ ≤ c0 and
1

(k + 1)2

∑

x′∈Z2∩[0,k]2

∆iy(x′) = bi



 .

Note that the dependence on u through ∇u is as expected from membrane
theory, while the occurrence of the directors bi is an ‘ultra-thin film phenomenon’.
For the proof of this result and examples of atomistic interaction potentials that
satisfy our basic assumption, we refer to [11].

Qualitative properties of the effective macroscopic energy density are examined
in [10]. It is proven that in fact the scale on which relaxations are taken into
account is not only physically the most reasonable, but also the only one which
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yields a non-trivial energy expression in the limit mathematically. Furthermore,
symmetry properties and the energy response to extremal deformations and to
small strains are studied. Specializing to certain mass-spring models, interesting
phenomena are observed concerning the energy response to small tensile and small
compressive deformations.

In the derivation of non-linear plate theory for bending dominated deformations
we choose a more specific model for which the continuum limit can be computed
explicitly. The reference configuration is the same as before, except that we now
assume that the film consists of ν + 1 atomic layers.

Let ~z = (z1, . . . , z8) = 1
2




−1 1 1 −1 −1 1 1 −1
−1 −1 1 1 −1 −1 1 1
−1 −1 −1 −1 1 1 1 1



 label the

corners of [− 1
2 ,

1
2 ]3, by x̄ denote centers of unit cells and define the discrete gradient

of a deformation y by

∇̄y(x) = (y(x̄ + z1) − y(x̄), . . . , y(x̄+ z8) − y(x̄)) ∈ R
3×8,

where x ∈ x̄+ [− 1
2 ,

1
2 )3, ȳ = 1

8 (y(x̄+ z1) + . . .+ y(x̄+ z8).
Our basic assumption is now that the energy decomposes as

E(k)(y) =
∑

x̄

W (x̄, ~y(x̄)), W (x̄, ·) = Wcell(·) +Wsurface(x̄, ·)

with Wsurface ‘compatible with Wcell’ (as in suitable mass spring models). Note
that, in order to investigate bending dominated deformations, we do not rescale
the energy 1

k2 .

Theorem 2. Under suitable assumptions on the cell energy and for the appro-

priate definition of discrete-to-continuum convergence, E(k) Γ−→ E. If u : [0, 1]2 →
R3 is a W 2,2-isometric immersion, then–up to surface terms–

E(u) =

∫

[0,1]2

[
ν

8
Qrel

3 (− II12M +N · ~z−) +
ν3 − ν

24
Qrel

3 (N · ~z)
]
,

where for the second fundamental form II ∈ R2×2 of u

N =




II11 II12 0
II21 II22 0
0 0 0


 , and M =




0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0


 ,

~z− = (−z1,−z2,−z3,−z4, z5, z6, z7, z8), Qrel
3 (~y) := minv∈R3 Q3(y1, . . . , y4, y5 +

v, . . . , y8 + v), Q3 = D2Wcell.

Theorem 3. For ‘thick films’, i.e., k → ∞, ν → ∞ such that ν/k → 0 we get

Γ − lim
1

ν3
E(k)(u) =

∫

[0,1]2

1

24
Qrel

3 (N · ~z) .

For the precise statements of these results and proofs we refer to [9]. Crucial

ingredients to the proofs are [2] and [4].
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Remark. The result for thick films agrees with first applying the Cauchy–Born
rule for the 3d-passage from discrete to continuum and then performing the con-
tinuum 3d to 2d Γ-limit for bending dominated deformations. In contrast, for
ultra-thin films we need to consider cell deformations which are not affine.

Motivated by the observation that a continuum description captures the true
energy to leading order, we also briefly mention the results in [8, 6] on ‘roll-up’
phenomena of thin internally stressed multi-layers. Here Kirchhoff’s plate theory
is derived in the multilayer case and applied to study the geometry of energy
minimizers (with free boundaries). Restricting to Euler-Bernoulli theory, also the
effect of a non-interpenetration condition is examined. It turns out that for the
most interesting energy regime the optimal shape is given by a double spiral.

We close this report noting that the techniques developed for thin films prove
useful also in other contexts. It was possible to extend a recent result of Braides,
Solci and Vitali on the derivation of linear elasticity from atomistic models (see [1])
to full nearest and next-to-nearest neighbor interactions, more general boundary
conditions and systems whose individual atomic bonds are not equilibrated in the
energy minimizing configuration (see [5]).
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Travelling waves in atomistic chains and kinetic relations

Johannes Zimmer

(joint work with Hartmut Schwetlick)

Martensitic materials pose good test problems for the analysis of the passage from
atomistic to continuum. The reason is that on the microscopic level, they can
be well approximated by a chain of atoms governed by Newton’s equations; thus,
the system is microscopically Hamiltonian. However, martensitic materials can
undergo phase transitions, and moving phase boundaries can generate dissipation,
so that the system is macroscopically dissipative. The simplest possible situation
for which this phenomenon can be understood is that of a single phase boundary
propagating in a one-dimensional chain of atoms {qj}j∈Z on the real line. Neigh-
bouring atoms are linked by a spring with elastic potential V , and it is convenient
to assume that only nearest neighbours interact. The longitudinal elongation of
atom k is given by uk : R → R. The argument of the elastic potential V is the
discrete strain, that is, the difference of the deformations, uk+1(t) − uk(t). The
springs are bistable, with the two stable states representing two stable phases.
The equations of motion are assumed to be governed by Newton’s law, so that in
suitable units

(1) ük(t) = V ′(uk+1(t) − uk(t)) − V ′(uk(t) − uk−1(t))

for every k ∈ Z. A travelling wave ansatz is uk(t) = u(k − ct) for k ∈ Z; with this
formulation, Equation (1) becomes

(2) c2ü(x) = V ′(u(x+ 1) − u(x)) − V ′(u(x) − u(x− 1)).

We remark that the Hamiltonian is∫

R

[
1
2c

2u̇(t)2 + V (u(t+ 1) − u(t))
]

dt.

Equation (2) is an instance of a so-called lattice differential equation. Models
of crystal lattices, photonic structures, and Josephson junctions, furnish other
examples of lattice differential equations. A number of interesting papers [2, 4, 5]
demonstrates the variety of problems and methods encountered in this field.

It is convenient to reformulate the travelling-wave formulation (2) in terms of
the discrete strain ǫ(x) = u(x) − u(x− 1); it then simply reads

(3) c2ǫ′′(x) = ∆1V
′(ǫ(x)),

where ∆1g(x) := g(x + 1) − 2g(x) + g(x − 1) is the discrete Laplacian. Though
one would like to treat smooth nonconvex potentials, rigorous results are presently
only available for the special interaction potential

(4) V (ǫ) =
1

2
min{(ǫ+ 1)2, (ǫ− 1)2}.

This potential also appears in other works [9, 10]. For this choice of V , (3) becomes

(5) c2ǫ′′(x) = ∆1ǫ(x) − 2∆1H(ǫ(x)),

with H denoting the Heaviside function. The wave travels with speed c.
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To formulate the result, we introduce the dispersion relation Dc(κ)=4 sin2
(
κ
2

)
−

c2κ2. We choose a velocity regime so that the the dispersion relation vanishes for
exactly one positive value, which we denote κ0. This assumption restricts the
analysis to fast subsonic, almost sonic wave speeds. We remark that for marten-
sitic phase transitions, there is a distinction between fast (umklapp) and slow
(schiebung) martensitic transformations. The former move with a velocity close to
that of an elastic wave, the latter are observable under an optical microscope [3, 8].

It is then possible to show that there exists, for fixed wave speed c close to the
sound speed c0 := 1, a family of solutions of (5). Every family is heteroclinic in the
sense that the strain is negative (positive) for negative (positive) arguments. This
corresponds to solutions with the strain in one well for negative arguments and in
the second well for positive arguments. The precise formulation is as follows.

Theorem 1. Suppose the dispersion relation has one positive zero κ0 with κ2
0 <

1
2 .

Then there exists a family of heteroclinic wave solutions, parametrised by a real
number ξ with |ξ| ≤ 1. The solutions are such that ǫ(x) > 0 for x > 0 and ǫ(x) < 0
for x < 0 for all admissible values of the parameter ξ.

We briefly discuss the Rankine-Hugoniot condition, and introduce the notation
[[f ]] for f(s(t)+, t)−f(s(t)−, t), where s(t) is the position of the interface. We write
f(s−) respectively f(s+) for the one-sided limit of f in s from the left respectively
from the right.

The Rankine-Hugoniot conditions for strain ux and velocity u̇ read

[[σ(ux)]] = −ρc [[u̇]] ,

c [[ux]] = − [[u̇]] .

We combine these conditions and write for ǫ = ux

(6) ρc2 [[ǫ]] = [[σ(ǫ)]] .

Here, the solution can be shown to oscillate on both sides of the interface. It is,
however, meaningful to consider the averaged strains, e.g.,

ǭ+ := lim
x→∞

lim
s→∞

1

s

∫ x+s

x

ǫ(ξ)dξ.

A direct calculation shows that the Rankine-Hugoniot condition holds,

(7) ǭ+ − ǭ− = 2
1

1 − c2
.

To motivate kinetic relations, let us consider a heat-conducting thermoelastic
body. We denote the heat flux by q, the specific entropy by s, the absolute
temperature by T , and the material velocity (mass flux) by c. For a moving
surface of discontinuity with normal n, the surface entropy production is R :=
c [[s]] +

[[
q·n
T

]]
. The second law of thermodynamics imposes the inequality R ≥ 0.

One can see that this restricts possible jumps for supersonic waves (shocks) as well
as the constitutive structure of entropy productionR for subsonic waves (kinks) [7].
For subsonic waves, this yields an additional condition R = R(c).
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A moving interface is exposed to the so-called configurational force f . Since
the entropy production R is related to the configurational force, it is reasonable
to define a kinetic relation as a functional relationship between f and wave speed
c. We refer the reader to [6, 1] for more information on kinetic relations. The
configurational force is given by

(8) f :=

∫ ǭ+

ǭ−

σ(ǫ)dǫ− {σ} [[ǫ]] .

Here, ǭ± is taken to be the limit of the averaged strain, [[ǫ]] := ǫ(s(t)+, t) −
ǫ(s(t)−, t) and {σ} := 1

2 (σ(s(t)+, t) + σ(s(t)−, t)). For the problem under consid-
eration, one computes directly

(9) f = − 2c2

c2 − sin(κ0)
κ0

· ξ.

We remark that contrary to the common assumption, f is not a function of c alone,
but depends on a two-parameter family, with the wave speed being one parameter,
and the other parameter ξ as in Theorem 1. This form of the kinetic relation is
only valid for subsonic wave speeds with κ2

0 ≤ 1
2 as in Theorem 1. Evidently, the

kinetic relation is trivial, f = 0, for the symmetric wave, ξ = 0.
We close by pointing out that one would want to impose the validity of the

entropy inequality fc ≥ 0 for the solutions of Theorem 1. For c > 0, this inequality
is violated for any solution with ξ > 0, while it holds for ξ ≤ 0. Conversely,
solutions with ξ ≥ 0 satisfy the entropy inequality for c < 0; the symmetric
solution, with trivial kinetic relation, satisfies the entropy inequality for positive
and negative wave speeds.
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First-principles theory and atomistic modelling of grain and phase
boundaries in materials

Christian Elsässer

Technologically relevant structural and functional materials usually have polycrys-
talline microstructures which consist of crystalline, micrometer- to nanometer-
sized grains. These grains are mutually misoriented, they are connected through
grain boundaries, and they contain lattice dislocations. Furthermore, the grains,
the dislocation cores and the boundaries may contain point defects, i.e., impu-
rity or dopant atoms, in variable concentrations. Many macro- and microscopic
properties of the materials, like mechanical hardness, plasticity and fracture tough-
ness, chemical oxidation or corrosion resistance, atomic diffusion or electrical con-
duction, electronic or magnetic properties, etc., are affected or controlled by the
structures and energetics of the interfaces, dislocations, or point defects.

A very active and rapidly growing discipline of materials science is the theoreti-
cal modelling and computational simulation of relationships between atomic-scale
features of the structural or compositional imperfections in the materials and their
resulting functional properties (see, e.g., Ref. [1]). The most fundamental mod-
elling level is based on the quantum mechanics of crystals that are composed of
atomic nuclei and electrons. In order to obtain computational methods which en-
able calculations of properties of crystals with sufficient accuracy, reliability, and
predictive power as well as with affordable computational effort, the following few
physical approximations are commonly made (see, e.g., Ref. [2]).

First, in the Born-Oppenheimer approximation (BOA) the dynamics of the light
and fast electrons that constitute a quantum-mechanical fermion gas, is decoupled
from the dynamics of the heavy and slow nuclei that mostly behave like classical
point particles with mass and charge. In the BOA, the electron gas instantaneously
follows all movements of the nuclei and remains in its ground state.

Second, to calculate the properties of this ground state of the electron gas for an
arrangement of nuclei, most importantly to calculate its total energy, the density
functional theory (DFT) has become a well established and very successful ap-
proach (see, e.g., Ref. [3]). In the DFT, the fundamental physical quantity is the
density of the electron gas. Hohenberg and Kohn showed that the total energy is
a functional of the density, E[n] [4]. This functional fulfills a variational principle
with respect to all densities, and it is minimised by the ground-state density n0 and
equal to the ground-state energy E0. Using this variational principle, Kohn and
Sham showed a way of mapping the real many-particle gas of interacting electrons
on a ficticious system of non-interacting fermions having the same density, and
consequently the same ground-state properties, as the real gas [5]. The formally
exact mapping leads to a set of coupled self-consistent-field equations, the Kohn-
Sham equations, to calculate this density. To define the Kohn-Sham equations
completely, only one further physical approximation for a typically small part of
the total energy E[n], the so-called exchange-correlation energy, is needed. Several
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such approximate functionals, e.g., local-density or generalised-gradient approxi-
mations (LDA, GGA), are available for numerical computations of ground-state
electron densities n0 (r) and total energies E[n0] (cf. Refs. [2, 1]).

Third, the calculated total energies for various relevant arrangements of the
nuclei compose an energy hyperface in the parameter space of all coordinates
of the nuclei, the adiabatic potential, whose local minima determine stable or
at least metastable structures of materials (thermodynamic phases), whose local
saddle points indicate transition states (for kinetic or reactive processes), and
whose general landscape determines the trajectories of moving atoms (molecular
dynamics).

This DFT approach contains no adjustable material-specific model parameters.
Therefore it is commonly called from first principles or ab initio, and consequently
the results have a strong predictive power. However, first-principles DFT calcu-
lations are computationally very demanding, and atomic-scale model systems are
typically limited in size to only few hundred particles. Therefore, strong efforts
are made to allow further physical approximations to the DFT in order to make
much larger atomistic model systems tractable, for instance by approximating
physically the self-consistent-field Hamiltonian in the Kohn-Sham equations by a
semi-empirical tight-binding (TB) Hamiltonian for the electronic structure, or fur-
ther by reformulating mathematically the solution of the tight-binding electronic-
structure problem in terms of interatomic many-body bond-order potentials (BOP)
in real space. (The physical theory and mathematical development of BOP derived
from DFT via TB models was presented by D. G. Pettifor and R. Drautz on this
workshop.)

Four applications of ab-initio DFT calculations and atomistic BOP simulations
to study structural properties of defects in metallic materials were presented. First,
for pure grain boundaries in the body-centered cubic transition metals Nb, Mo, Ta,
and W, relationships between the atomistic interface structure, the local electronic
structure and bonding, and the interfacial stability were discussed [6]. Second, the
effect of segregated impurity atoms on a Mo grain boundary was studied [7], and
third, a structural transformation in a MoC precipitate at a Mo grain boundary
under a mechanical shear load was analysed [8]. Fourth, the interaction of a gliding
screw dislocation with a twin boundary in W was discussed [9].

With these four case studies it was intended to give an imagination of the
wealth of structural and chemical features which exist at the atomic length scale in
ordinary polycrystalline materials, and which determine many of their structural
and functional properties up to macroscopic dimensions. Computational multi-
scale modeling and simulation of materials is a long-term and multi-disciplinary
challenge for materials scientists from mechanical engineering, from solid-state
physics and chemistry, as well as from applied mathematics. The atomic-scale
modeling of materials by ab-initio DFT calculations and atomistic simulations
using semi-empirical TB and BOP models can provide accurate, reliable, and
predictive materials data, based on fundamental principles of physics, which can
be useful for parametrisations of computational techniques for larger length scales.
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Ergodic Hoover-Langevin thermostats

Florian Theil

(joint work with Ben Leimkuhler, Emad Noorizadeh)

Molecular dynamics (MD) is an integral part of molecular simulations. One par-
ticular advantage of MD is its ability to extract macroscopic information from the
detailed dynamical trajectories of the system. Therefore, it is essential to ensure
that the algorithm used in MD does not change the qualitative dynamical behavior
of the physical system.

In order to relate MD simulation with results of statistical physics we onsider
a physical system which can be modelled with a Hamiltonian H(q, p), q, p ∈ Rn.
In particular we are interested in computing long-time averages of observables
O along solutions (q(t), p(t)) of Hamilton’s equations q̇ = ∂H

∂p , ṗ = −∂H
∂q . It is

helpful to distinguish between two different kinds of observables: static observables
and dynamic observables. Static observables are functions on the phase space,
O = O(q, p). Long-time averages of static observables can be computed without
solving Hamilton’s equations by phase space averaging:

(1) 〈O〉 =

∫

R2n

O(q, p) dρβ(q, p),

where ρβ = 1
Z exp(−βH(q, p)) is the Boltzmann-Gibbs distribution and β is the

inverse temperature. The time average is defined as

(2) O = lim
τ→∞

1

τ

∫ τ

0

O(q(t), p(t)) dt.
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If the observable O depends only on few degrees of freedom, then the second
principle of thermodynamics implies that O − 〈O〉 is very close to 0 if n is large
andH is “reasonable”. Thus the computation of long-time averages can be reduced
to a sampling problem.

On the other hand, long-time averages of dynamic observables O(q(t), p(t), q(t+
δ), p(t+ δ)) (e.g. autocorrelation functions) cannot be computed without solving
Hamilton’s equation.

1. Thermostats

These considerations motivate the search for sampling methods from the canon-
ical distribution that alter the original Hamiltonian evolution in a minimal way.
Various methods have been developed to sample the canonical measure, they can
be categorized into stochastic and deterministic methods.

The best known representative of the stochastic methods is the Langevin-
thermostat. It replaces Newtonian dynamics with the following stochastic dy-
namics:

dq

dt
= M−1p,(3)

dp = −∇V dt− γ p dt+
√

2γβ−1M
1
2 dW,(4)

where we have assumed that H(q, p) = 1
2p
TMp+ V (q), M is a mass matrix and

W is a vector of n independent Brownian motions. It can be easily checked that
the Boltzmann-Gibbs distribution ρaug

β is invariant along solution of (3)-(4). It is
provably a sampling method, but has the tendency to decrease time correlations,
hence it is less useful to compute the expectation of dynamic observables.

A popular deterministic method is known as Nosé-Hoover dynamics (NHD)
[1, 2]. This method augments the physical system with one additional variable ξ
called thermostat variable. The thermostat variable represents an artificial heat
bath and is coupled to all the degrees of freedom of the physical system.

NHD replaces Newtonian dynamics with the following extended dynamical sys-
tem:

q̇ = M−1p,(5)

ṗ = −∇qV − ξp,(6)

µξ̇ = pTM−1p− n
β ,(7)

where the parameter µ is an (artificial) thermostat coefficient that influences the
coupling of the heat bath to the system. It can be easily checked that the aug-
mented Boltzmann-Gibbs distribution

(8) ρaug
β ∝ exp

(
−β

(
H + µ

2 ξ
2
))

is constant along solution of (5)-(7).
The Nosé-Hoover evolution is very close to the Hamiltonian evolution, hence

the computation of dynamic observables is not affected. On the other hand, there
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are examples that show that the Nosé-Hoover thermostat is not always a sampling
method for the canonical distribution.

2. The Langevin-Hoover thermostat

We propose the following family of stochastic dynamics which combines that
advantages of the Nosé-Hoover method with the advantages of the Langevin ther-
mostat and avoids the respective shortcomings.

dq

dt
= M−1p,(9)

dp

dt
= −∇V (q) −A(ξ)p,(10)

dξ = 1
µ (pTM−1p− n

β ) dt− 1
2µβσ

2ξ dt+ σ dW,(11)

where M is a positive definite diagonal matrix, q, p ∈ R
n, A(ξ) = ξId +MS(t, ξ),

S ∈ Rn×n is skew-symmetric (i.e., ST = −S), ξ ∈ R, W is the standard Brownian
motion and σ ∈ R is an additional parameter of the thermostat. For σ = 0 one
obtains the classic Nosé-Hoover thermostat.

Proposition 2. The augmented Boltzmann-Gibbs distribution ρaug
β is invariant

under the flow generated by equations (9-11).

The proof of Proposition 2 consists in checking that ρaug
β is a stationary solution

of the Fokker-Planck equation.
The focus of our analysis is to provide sufficient conditions which entail that the

flow is ergodic for the augmented Boltzmann-Gibbs distribution. In Theorem 3 we
show that quadratic Hamiltonians which satisfy a certain non-resonance condition
generate ergodic flows. The significance of this result is due to the fact that the
harmonic oscillator is one of the most notorious examples where the Nosé-Hoover
thermostat is not ergodic.

Theorem 3. Let M,B ∈ Rn×n be two symmetric and positive definite matrices
such that

(12) ωk 6= ωl for all k 6= l,

where ωk = ϕk ·M−1Bϕk are the eigenvalues and ϕ1, . . . , ϕn ∈ Rn are the nor-
malized eigenvectors of M−1B. If H(q, p) = 1

2p ·M−1p+ 1
2q ·Bq and

(13) U =

{
(q, p)

∣∣∣∣∣

n∏

k=1

(
(q · ϕk)2 + (p · ϕk)2

)
6= 0

}
× R,

then the flow generated by equations (9-11) is ergodic on U .

The proof of Theorem 3 is based on a standard application of Hörmander’s
theorem.
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Fracture mechanics at the nanoscale: continuum or discrete? A
materials science perspective

Luciano Colombo

(joint work with Mariella Ippolito, Alessandro Mattoni)

Continuum mechanics has been traditionally used to describe the macroscopic
mechanical behavior of solid bodies (like, e.g., elastic or plastic deformations,
failure strength, fracture mechanics), while atomistic theories have been used at
the nanoscale (where chemical bonding features dominate). Recently it has been
widely recognized that, in order to reach a predictive multiscale description of
materials mechanical behavior, different methodologies must be concurrently inte-
grated in order to properly modeling the interplay between phenomena occurring
at separate length scales. This is, in particular, the case of fracture: a phenome-
non which is truly initiated at the very atomic scale by a bond snap event, but it
shows up as a material macroscopic opening .

The atomic scale represents in any case the smallest length scale at which the
above multiscale paradigm must operate. Therefore, a robust and reliable model
of atomic interactions - properly accounting for nanostructure evolution - is mostly
needed. Such a model can be developed at different levels of erudition, ranging
from the most fundamental quantum mechanical one to the more computationally
efficient approach based on empirical force fields. Nowadays we benefit of a full set
of interatomic potentials for (almost) any material kind, as well as of numerical
algorithms and methods allowing simulations on a number of atoms that properly
represent an interesting mechanical system. Accordingly, atomistic simulations
are extensively used within the multiscale paradigm.

In this work we review a series of our recent theoretical investigations on brittle
fracture in nanostructured silicon carbide, a system of great technological impact
for advanced structural applications. We made use of large-scale atomistic simula-
tions (molecular dynamics) to investigate several features related to the presence
of a nano-sized crack into a bulk sample which, in turn, could host elastic inclu-
sions and/or nanovoids. In particular, we investigate: crack resistance [1], fracture
toughness [2], and failure strenght [3].

Overall we show that atomistic simulations are able to mach the continuum
results (worked out within standard linear elastic fracture mechanics, LEFM) pro-
vided that the relevant physical parameters for the above fracture-related phe-
nomena are computed far away from the crack tip. On the other hand, present
atomistic data offer a quantitative and trustworthy picture about mechanical prop-
erties at the nanoscale (i.e. nearby the crack tip), where continuum fails. We also
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derive a generic picture about brittleness, based on universal properties of chemical
bonding [4].

Finally, we use atomistic data –which naturally take into account the discrete
distribution of mass in the crystal lattice– to improve continuum models. By
means of a discretized version of LEFM, we effectively insert the notion of “lat-
tice discreteness” into continuum and we reconcile LEFM to atomistics [3, 5].
While this result proves that continuum could be effectively projected down to
the atomic scale, we understand that our proposed approach is material-specific
and only heuristically proved. We therefore claim that there is room –and real
need of– for a more systematic, generic and mathematically robust treatment of
the “discreteness” notion into continuum mechanics.
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On a discrete-to-continuum limit involving multiple scales and its
application to magnetic forces

Anja Schlömerkemper

(joint work with Bernd Schmidt)

The starting point for the discrete-to-continuum limit considered here is a lattice
of magnetic dipole moments. The superposition of all dipole-dipole forces between
two parts of the lattice gives the magnetic force in the discrete setting. In the limit
as the lattice parameter shrinks to zero the continuum force formula is derived, cf.
[3, 6] and [7, 8].

The limiting force contains a novel contribution that depends on the underlying
lattice structure and is due to the hyper-singularity of the dipole-dipole interac-
tion, which in fact causes most of the mathematical difficulties. The novel formula
allowed to resolve a long standing open problem posed by Brown [1] about some
puzzling non-linearity that appears in a magnetic force formula extensively dis-
cussed by him in [1].

In joint work with Popović and Praetorius [3, 4] we compare the novel magnetic
force formula with formulae that are derived purely within a continuum setting.
In particular we compare the limiting formula with the above mentioned force
formula extensively discussed by Brown [1]. In analytical as well as numerical
studies we show that the novel force formula is significantly different to the one
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discussed by Brown. Moreover we analyze how the difference between these two
force formula depends on the geometry and size of the domains.

To understand the significant difference between these force formulae better and
to relate the previous analysis and numerics to experiments, Schmidt and myself [9]
computed a discrete-to-continuum limit of magnetic forces by introducing a further
parameter. The further parameter describes the distance of the two parts of the
material on a microscopic scale and introduces a new scale, which is intermediate
to the atomistic and continuum scales. This allows a better understanding of
magnetic forces between two ‘very close’ rigid bodies. I will outline this in more
mathematical terms in the following and refer to [9] for details as well as to another
summary of this issue in [10].

We consider a Bravais lattice denoted by L ⊂ Rd, d ≥ 2, whose unit cell has
volume one. The rescaled Bravais lattice is 1

ℓL for ℓ ∈ N. The continuum limit
corresponds to taking ℓ → ∞. Next we fix the assumptions on the two bodies
between which we calculate the magnetic force. As outlined in [9], the assumptions
on the geometry of the bodies can be relaxed. Furthermore we give the assumptions
on the magnetic dipole moments which are attached to each lattice point.
Assumption A. Let d ∈ N be fixed.

(1) A and B are open polytopes in Rd such that A∩B = ∅. Moreover, A and
B are in contact, i.e., the surface measure of ∂A ∩ ∂B ⊂ ∂A is positive.
The set Bε = B+ εν, where ν ∈ L is fixed and ε = a

ℓ with a ∈ N, satisfies

A ∩Bε = ∅ for all ε > 0.
(2) The corresponding magnetizations mA : A → Rd and mB : B → Rd are

Lipschitz continuous and are supported onA andB, respectively, i.e., there
holds mA ∈W 1,∞(A) and mB ∈W 1,∞(B). Moreover, the magnetization
mBε : Bε → Rd satisfies mBε(x) = mB(x − εν) for all x ∈ Bε. All
magnetization fields are extended by zero to the entire space Rd.

We suppose the following, physically natural scaling of the magnetic dipole
moments:

m
(ℓ)
A (x) :=

1

ℓd
mA(x) if x ∈ A ∩ 1

ℓ
L,

m
(ℓ)
Bε

(x) :=
1

ℓd
mBε(x) if x ∈ Bε ∩

1

ℓ
L.

The superposition of the magnetic forces exerted by dipole moments in Bε on all
dipole moments in A is, see e.g. [6],

F
(ℓ)
k (A,B) := γ

∑

x∈A∩ 1
ℓ L

∑

y∈Bε∩
1
ℓ L

∂i∂j∂kN(x− y)
(
m

(ℓ)
A

)
i
(x)

(
m

(ℓ)
Bε

)
j
(y),(1)

where γ is a physical constant and N denotes the fundamental solution of the
Laplacian. Note that we apply Einstein’s summation convention. In the continuum
limit we obtain the following result:

Theorem 4 ([9]). Suppose Assumption A is satisfied. Then

Flim(A,B, a) = lim
ℓ→∞

F
(ℓ)
k (A,B, a)
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exists and satisfies

Flim(A,B, a) =

∫

A

(mA(x) · ∇)HA∪B(x) dx

+
γ

2

∫

∂A

(mA(x) · nA(x))
(
(mA(x) − mB(x)) · nA(x)

)
nA(x) dsx

+
1

2

d∑

i,j,p=1

Sijkp

∫

∂A∩∂B

(mA)i(x)(mB)j(x)(nA)p(x) dsx

− γ

∫

∂A∩∂B

(mA)i(x)(mB)j(x)×

×
∑

z∈L\{0}

∂i∂j∂kN(z)
((

nA(x) · (z − aν)
)
+
− (nA(x) · z)+

)
dsx

=:Flim(A,B) + G(a),

where nA denotes the outer normal to ∂A and HA∪B is a solution of the magne-
tostatic Maxwell equations, cf. e.g. [2]. The fourth order tensor (Sijkp) is defined
as the value of a certain singular lattice sum of a cut-off of N , see [6, 7].

If a = 0, the term G(a) is zero and we thus, consistently, obtain the previous
discrete-to-continuum limit Flim(A,B) as in [3, 6]. This corresponds to the case
that the (minimal) distance between the lattice points in A and those in B is one
lattice spacing, i.e. the bodies are quasi in contact on the scale of the lattice.

The other extreme case is that the bodies are infinitely far apart on the scale
of the lattice but are still in contact on the continuum scale. This corresponds to
considering the limit as a → ∞. We obtain Brown’s force formula [1, p. 57], see
also [3, Section 3.1], [5, Theorem 2.1].

Theorem 5 ([9]). Let Assumption A hold. Then

lim
a→∞

Flim(A,B, a) = FBr(A,B),

where

FBr(A,B) :=

∫

A

(mA(x) · ∇)HA∪B(x) dx +
γ

2

∫

∂A

(mA(x) · nA(x))2nA(x) dsx.

We obtain Brown’s formula also in the scaling regime ε = a/ℓ, where a = a(ℓ) →
∞ such that a/ℓ → 0 as ℓ → ∞. This corresponds to two bodies which are in
contact on the continuum scale and whose microscopic distance tends to infinity
as ℓ→ ∞.

Theorem 6 ([9]). Suppose Assumption A holds and let ε(ℓ) := a(ℓ)/ℓ, a(ℓ) ∈ N,
such that ε(ℓ) → 0 and a(ℓ) → ∞ as ℓ→ ∞. Then

lim
ℓ→∞

F
(ℓ)
k (A,B) = FBr(A,B),

where F
(ℓ)
k (A,B) is as in (1) with ε = ε(ℓ).
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Finally we consider the case of two macroscopically separated bodies, which
corresponds to a scaling with ℓ. In this case we obtain a well-known formula Fsep

for the magnetic force between two bodies being a macroscopic distance apart, see
e.g. [1], [5, Section 5.1].

Proposition 7 ([9]). Suppose A and B are not in contact, i.e., A∩B = ∅, but still
satisfy the remaining conditions of Assumption A. Then the discrete-to-continuum
limit Flim

sep(A,B) exists and satisfies

Flim
sep(A,B) =

∫

A

(mA(x) · ∇)HB(x)dx = Fsep(A,B).

In conclusion, the discrete-to-continuum limit which involves multiple scales
allows to derive the previously known formulae Flim, FBr and Fsep by looking at
different scaling regimes for the parameter a. This provides in particular a link
between the limiting force formula Flim and Brown’s formula FBr.

Conceptually the limiting formula is more appropriate in general. However,
if the microscopic distance between two bodies is relatively large, Brown’s for-
mula turns out to be an approximation. See [9] for an example which shows
an exponential decay of G(a) with a. Already for a = 1, this example yields
Flim(A,B, 1) = 6.451. From [4] it is known that Flim(A,B, 0) = 17.414 and
Flim(A,B,∞) = FBr(A,B) = 6.431 in the same units. Thus for a = 0, Flim and
FBr are significantly different, whereas Brown’s formula gives a good approxima-
tion of the limiting force if a = 1.

Our analysis involving the further scale supports that Flim is the appropriate
force formula if a = 0, i.e., if the bodies are in contact on macroscopic as well as
on the microscopic scale. This is for instance the case if the force on a subregion
of a continuum body is considered, i.e. if A is treated as a subregion of a larger
body A ∪ B. In fact, this was the starting point of the study of magnetic forces
by Brown and also in [5, 6].
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The Adaptive Resolution Simulation method (AdResS): Basic
principles and mathematical challenges

Luigi Delle Site

Many problems in condensed matter are inherently multiscale and it is ex-
actly the interplay between the different scales that often constitutes the essence
of the physical or chemical properties. This means that from a theoretical or
computational point of view an exhaustive description of the system requires the
simultaneous treatment of all the relevant scales implied, however, the compu-
tational costs should be affordable. In this sense the ideal aim is to treat in a
simulation only as many degrees of freedom (DOF) as strictly required by the
description of the property of interest and it is often the case that some regions
require a treatment on a higher level of detail than the remainder of the system.
The AdResS method fulfills such requirements; it allows to vary the DOF of a
molecule on-the-fly, from atomistic to coarse-grained and vice versa, according to
the resolution required in the spatial region where the molecule transits. It is
based on the introduction of a transition region ∆ and a weighting function w(x)
which allows for a smooth transition from one resolution to another and is such
that w(x1) = 0;w(x2) = 1 (as sketched in Fig.1). The two scales are then coupled
by interpolating the intermolecular forces according to the values of the molecular
weighting functions:

Fαβ = w(Xα)w(Xβ)Fatom
αβ + [1 − w(Xα)w(Xβ)]Fcmαβ ,

where α and β labels two distinct molecules and Xα,β is the x coordinate of the
molecular center of mass. Fatom

αβ is derived from the atomistic potential where
each atom of one molecule interacts with each atom of the other, and Fcmαβ is
obtained from a coarse-grained potential between the centers of masses of the
coarse-grained molecules; the latter is derived on the basis of the reference all-
atom system. Despite this force is not conservative, a complementary theoretical
analysis provides the means by which relevant thermodynamical quantities can
be controlled to preserve equilibrium [4, 5, 6]. Such an analysis is based on the
statistical interpretation of the process of varying resolution whose essential points
are: (a) The change of resolution represents a kind of geometrical induced phase
transition where the similarity with a real physical phase transition regards the
latent heat φ, associated, in this case, with acquiring or releasing DOFs. This
means:µB = µA + φ, with µ being the chemical potential. Since the approach is
based on the forces, within this framework one cannot write explicitly the energy
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Figure 1: Schematic representation of the multiple resolution system: The high
resolution (e.g. atomistic) region B, low resolution (e.g. coarse grained) region A
and the transition region ∆. w(x) is a switching function which allows a smooth
transition from a coarse grained to an atomistic resolution and vice versa. The
various regions must be in thermodynamical equilibrium, that is same pressure,
same temperature and balance of chemical potentials as reported later in the text.
This representation is taken from [1, 2]

or the free energy of the system and thus derive from them the explicit form of φ.
However in a simulation this can be done numerically by coupling the system to
a position dependent thermostat which takes care of providing or removing φ to
ensure equilibrium between the different regions [1, 3, 4]. (b) The switching pro-
cedure implies that the dimensionality of the phase space associated with a DOF
is continuously changing from 1, i.e. the contributions of the DOF to any physical
quantity is fully counted, to 0, i.e. the DOF contribution is no more counted.
This implies that in ∆ one deals with non integer dimensions. The process of
counting means, in a statistical sense, how much in determining a quantity (at a
given resolution) the DOF contributes. This can be translated in mathematical
terms by introducing the infinitesimal volume element of the fractional space of
the DOF, (let us call it q):

dVα = dαq Γ(α/2)/2πα/2Γ(α) = |q|α−1dq/Γ(α) = dqα/αΓ(α)

where α = w(x̂), that is the degree of fractionality in the region x = x̂ (i.e. the
resolution of the molecule which transits in the region x = x̂). The statistical
average of any physical quantity is then made by integrating (i.e. counting) over
such fractional infinitesimal volume in the phase space:

〈A〉α =

∫ ∞

0 e−βH(q)qα−1A(q)dq∫ ∞

0
e−βH(q)qα−1dq

;

with A being a generic physical quantity and H(q) the Hamiltonian of the system.
Using this formalism one finds: 〈Kα〉 = α 〈K〉, where 〈Kα〉 is the average kinetic
energy of the DOF q, when the degree of resolution is w(x̂) = α, and 〈K〉 is the
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same quantity when the DOF is fully switched on (high resolution region). The
equivalence above leads to the extension of the equipartition theorem to
non integer dimensions: 〈Kα〉 = αkBT

2 , and thus to the operative definition
of temperature T in ∆. This means that the condition TB = T∆ = TA can be
fulfilled and the thermal equilibrium assured [5, 6, 8, 9]. The combination of
the theoretical principles, as outlined above, and the numerical simplicity of the
interpolation formula makes the method rather robust and very efficient as shown
in several applications [7, 8, 9]. From the theoretical point of view two more
question must be addressed:

(1) Why the interpolation formula is not applied using a more natural choice,
that is using potentials;

(2) Since the numerical results show that the method properly describes the
change of resolution, the natural question is if it is possible a formal deriva-
tion of the interpolation formula from some first principles of statistical
physics.

Regarding (1), an analysis using generic switching functions f and g was carried
on [2]. They are defined as follows: g : g = 0, ∀x ∈ B; g = 1, ∀x ∈ A and f : f =
0, ∀x ∈ A; f = 1, ∀x ∈ B. The consequence of using: U coupling = f(Xα, Xβ)Ucg +

g(Xα, Xβ)Uatom is that an unphysical drift forces Fdrift = Uatom
∂f
∂x + Ucg

∂g
∂x , is

generated. It is unphysical because there are no physical principles by which it
should come, since f and g are not physical quantities, however if considered phys-
ical, it leads to the violation of the third Newton’s law [6]. Thus it should be set to
zero. This leads to a system of partial differential equations of the first order in f
and g , but with two boundary conditions for each function. Obviously the system
is overdetermined and thus has got no solutions. The situation does not change if
one generalizes the potential: U coupling = f(Xα, Xβ)Ucg + g(Xα, Xβ)U+Θ, in fact
in this case the overdetermination is simply shifted from f and g to Θ. If Fdrift is
set to zero by hand, and the coupling is done using the forces as in AdResS, then
the U coupling cannot represent the energy of the system, as instead erroneously
claimed in the work of Ensing et al. [10]. A further possibility is that of fixing
only one boundary condition, e.g. that of the high resolution region in x2, and
to adjust f and g in ∆ and A so that Fdrift = 0, (i.e. open boundary option).
The problem would still remain because the condition of statistical equilibrium,
on the free energy density, at the boundary: ∂xF |x=x2

= 0, implies ∂xf |x=x2
= 0

(same on g) [5]. This is an additional boundary condition and thus the system
is again overdetermined. The option of U coupling is not theoretically well founded
and since one would like to retain the numerical simplicity and the robustness
of the current approach the answer to point (2) becomes very important. The
challenge proposed by this method is that of deriving the interpolation formula on
the forces from first principles of statistical mechanics. In particular the formal
determination of the latent heat φ would allow to remove the use of the thermo-
stat and make the method internally consistent, possibly allowing for an explicit
formula of some generalized thermodynamical potential.
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Atomistic Modeling of Surface Diffusion and Epitaxial Growth

Peter Kratzer

This contribution aims at identifying possible challenges for mathematicians in
describing epitaxial growth on the atomic scale. The focus will be on specific
materials, whose surface properties and whose epitaxial growth kinetics can be
explored by performing density-functional theory calculations. An overview of how
first-principles simulations can be applied to thin film growth of both metals [1]
and semiconductors [2] can be found in the cited review articles.

The first part of this contribution is devoted to the modeling of surface diffusion.
The basic concept in this field is the adiabatic potential energy surface (PES). It
describes the potential energy of an adatom for all possible positions (x, y) on a
given substrate surface, taking into account the optimum adsorption height as well
as relaxations of the substrate atoms. In cases where these relaxations are large,
the PES is no more a single-valued function of the lateral position (x, y), but in
general a multi-valued function. In any case, detailed information about the PES
of a specific system may be obtained from density-functional theory calculations.
For a perfectly periodic surface of a crystal, the minima and saddle points of the
PES can be mapped onto a periodic graph.

Modeling of epitaxial growth requires the bridging of time and length scales
extending over several orders of magnitude. The smallest scales are associated
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with atomic motion in the vicinity of a specific adsorption site (a minimum of the
PES). The length scale of this process is Ångstrom, and the time scale is of the
same order as for atomic vibrations in a crystal, i.e., 10−12 seconds. For an efficient
description of diffusion, we need to go in most cases (when energy barriers are
significantly larger than the thermal energy kBT ) to the much coarser description
by discrete (possibly rare) events. These are hops between neighboring minima
on the PES. The hopping rate can be calculated, at least approximately, within
Transition State Theory. For studying growth on realistic samples (length scale
micrometer or larger) and over time scales of seconds or longer, an even coarser
description by a Fokker-Planck equation and the corresponding diffusion tensor
is often appropriate. For perfectly ordered surfaces, i.e., for an infinite periodic
network, the transition from discrete-event theory to a continuum description of
diffusion is a mathematically well-defined procedure, which can be formalized e.g.
by the concept of the continuous-time random walk.[3] We have followed these
lines from density-functional theory via hopping rates to a diffusion tensor for a
particular system, indium diffusion on a thin wetting layer of InAs on GaAs.[4] In
cases where the surface is not perfectly ordered, e.g. because there are vacancies or
additional adatoms present, it is still possible to calculate the energy barriers for all
the occurring atomistic configurations. For calculating the diffusivity at a realistic,
disordered surface close to thermal equilibrium, it is convenient to perform the
thermal average by means of a kinetic Monte Carlo simulation. From its result, it
is possible to extract the diffusivity, including its temperature dependence, as the
long-time limit of the adatom’s mean-square displacement.

As second topic of this contribution, I address the role of stress for hetero-
epitaxy of lattice-mismatched systems. One materials system of particular inter-
est is the growth of InAs on GaAs (lattice mismatch ∼ 7%), where spontaneous
formation of three-dimensional islands of InAs is found to occur. After a second
processing step, namely, overgrowth of these InAs islands by a capping layer of
GaAs, these self-assembled nanostructures can be functionalized as quantum dots.
Such nanostructures have already found technical applications in optoelectronic
devices, and have a large technological potential for future information storage
technologies and for quantum computing.

Density-functional theory calculations of thin epitaxial films of InAs on GaAs
enable us to test the applicability of continuum elasticity theory to structures on
the nanoscale. It turns out that continuum elasticity theory is useful for describ-
ing the elastic energy stored in thin films down to very small thickness of the
film, typically ∼ 3 monolayers. However, strained surfaces and interfaces display
a linear term in the dependence of the elastic energy on strain which is lacking
in bulk elasticity theory. This term, associated with surface or interface stress, is
quantum-mechanical in origin and requires density-functional calculations for its
proper quantification. It should be noted that bond-order potentials also allow
to capture (at least in a qualitative way) the intrinsic surface or interface stress.
For simulating growth kinetics, it is crucial to understand how energy barriers,
e.g. diffusion barriers or the activation energy for desorption of molecules into the
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gas phase, are affected by heteroepitaxial strain. Once again, density-functional
calculations are able to provide us with this information: On metal surfaces, com-
pressive strain usually leads to a smoothening of the potential energy surface, i.e.
to a lowering of diffusion barriers.[5] On semiconductor surfaces, there is no unique
trend (see, e.g. Ref. [6]); however, it has been proposed [7] that the response of dif-
fusion barriers to strain is, at least to first order, governed by the intrinsic surfaces
stress of the surface+adatom system, as compared to that of the bare surface.

We propose a promising route for the simulation of heteroepitaxial growth: The
local stress at the surface of an epitaxial heterostructure is mostly determined by
the mismatch strain, and can be calculated with reasonable precision by using
continuum elasticity theory, e.g. in a finite-element implementation. Alternatively
an atomistic model of the nanostructure together with a bond-order potential can
be used to determine the relaxed positions of the atoms, and thus the remaining
strain after relaxation. For the InAs/GaAs system, we have recently parameterized
a bond-order potential of the Tersoff type that is capable of describing both the
elastic properties of these materials and the surface energies of frequently found
InAs and GaAs surfaces with good overall accuracy.[8] In a second step, it is
necessary to determine the strain dependence of all kinetically relevant energy
barriers by density-functional theory calculations. Third, kinetic Monte Carlo
simulations are performed using rate constants derived from these energy barriers,
including the effect of local strain at the surface of the nanostructure. The value of
the strain is taken either from an atomistic model using the bond-order potential,
or from a more coarse-grained continuum elasticity calculation, if applicable. As
the local strain state of the surface changes while growth proceeds, it is required to
relax the growing structures during the simulation in regular time intervals, and
to update the local strain values (and thus the energy barriers).

The overall shape and the average size of the three-dimensional islands (or
quantum dots) are mostly determined by thermodynamic considerations [9, 10],
i.e., by an energy balance that takes both the elastic energy and the energy of
the nanostructures’ surfaces and edges into account. Recently, evidence has been
given for the role of kinetics for some more subtle aspects of the island shape.[11]
It has been found that the islands undergo an abrupt shape transition from a
flat, pyramid- or hut-like shape to a steeper, dome-like shape as the islands grow
larger. Identifying the atomistic mechanisms behind this kinetically driven shape
transition will be one of the goals of future kinetic Monte Carlo simulations of
heteroepitaxial growth.
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Structure-preserving model reduction of partially observed differential
equations: molecular dynamics and beyond

Carsten Hartmann

(joint work with V.-M. Vulcanov, Ch. Schütte)

Model reduction is a major issue for control, optimization and simulation of
large-scale systems. We present a formal procedure for model reduction of per-
turbed linear second-order differential equations. Second-order equations appear
in a variety of physical contexts, e.g., in molecular dynamics or structural mechan-
ics to mention just a few. Common spatial decomposition methods such as Proper
Orthogonal Decomposition, Principal Component Analysis or the Karhunen-Loève
expansion aim at identifying a subspace of “high-energy” modes onto which the
dynamics is projected (Galerkin projection). These modes, however, may not be
relevant for the dynamics. Moreover these methods tacitly assume that all de-
grees of freedom can actually be observed or measured. An alternative procedure
is known by the name of Balanced Truncation which is a method of model re-
duction for stable input-output systems. Unlike the aforementioned approaches
Balanced Truncation accounts for incomplete observability. It consists in finding
a coordinate transformation such that modes which are least sensitive to the ex-
ternal perturbation (controllability) also give the least output (observability) and
therefore can be neglected. Accordingly, a dimension-reduced model is obtained
by restricting the dynamics to the subspace of the best controllable and observable
modes. A great advantage of the method is that it gives computable a priori error
bounds; a drawback is that it typically fails to preserve the problem’s physical
structure and suffers from lack of stability [1, 2].
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Here we adopt the framework of port-Hamiltonian systems which covers the
class of relevant problems and that allows for a generalization of Balanced Trun-
cation to second-order problems, while preserving stability and the underlying
Hamiltonian structure. The restriction to the controllable/observable subspace is
done by imposing a holonomic constraint using techniques from singular pertur-
bation theory for deterministic or stochastic differential equations.

Given a quadratic Hamiltonian H : Rn × Rn → R, we consider the system

ẋ(t) = (J −D)∇H(x(t)) +Bu(t)

y(t) = C∇H(x(t)) ,
(1)

where J = −JT is the invertible skew-symmetric structure matrix, D = DT � 0,
and y ∈ Rl denotes a linear observable. The function u(·) ∈ Rm may be either
deterministic or random. As can be readily checked, the second-order equation

Mẍ1(t) +Rẋ1(t) + Lx1(t) = B2u(t)

y(t) = C1x1(t) + C2ẋ1(t)

is an instance of the port-Hamiltonian system (1).

1. Deterministic systems

We shall make make precise what it means that a state x ∈ Rn × Rn is con-
trollable or observable. Let us assume that (1) is stable, i.e., all eigenvalues of
A = (J − D)∇2H are lying in the open left complex half-plane. Let us first
confine ourselves to the case u ∈ L2(R) and consider the controllability function

Lc(x) = min
u∈L2

∫ 0

−∞

|u(t)|2 dt , x(−∞) = 0, x(0) = x

that measures the minimum energy that is needed to steer the system from
x(−∞) = 0 to x(0) = x. In turn, the observability function

L0(x) =

∫ ∞

0

|y(t)|2 dt , x(0) = x, u ≡ 0

measures the control-free energy of the output as the system evolves from x(0) = x
to x(∞) = 0 (asymptotic stability). It is easy to see that

Lc(x) = xTQ−1x , Lo(x) = xTPx ,

where the controllability Gramian Q and the observability P are the unique sym-
metric solutions of the Lyapunov equations

AQ+QAT = −BBT , ATP + PA = −WTW

with the shorthands A = (J − D)∇2H and W = C∇2H . Moore [3] has shown
that if Q,P ≻ 0 (complete controllability/observability) there exists a coordinate
transformation x 7→ Tx, such that the two Gramians become equal and diagonal,

T−1QT−T = T TPT = diag(σ1, . . . , σ2n) .

The σi are called the Hankel singular values of the system; they are positive
and independent of the choice of coordinates. In the balanced representation all
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states that are least controllable also give the lowest output (small Hankel singular
values), and it seems reasonable to truncate these states. The usual approach of
projecting the system onto, say, the first d < 2n column of T does not preserve the
port-Hamiltonian structure as the balancing transformation mixes positions and
generalized momenta. From a physical viewpoint it makes sense to consider the
limit of vanishing small singular values, thereby forcing the system to the chosen
subspace. To this end we scale the Hankel singular values according to

(σ1, . . . , σd, σd+1, . . . , σ2n) 7→ (σ1, . . . , σd, δσd+1, . . . , δσ2n)(2)

with δ > 0 which implies that the balancing transformation T = Tδ becomes
δ-dependent as well. Upon introducing balanced coordinates ξ = T−1

δ x, the port-
Hamiltonian system (1) becomes the singularly perturbed system of equations

ξ̇δ1 = (J̃11 − D̃11)
∂H̃δ

∂ξ1
+

1√
δ
(J̃12 − D̃12)

∂H̃δ

∂ξ2
+ B̃1u

ξ̇δ2 =
1√
δ
(J̃21 − D̃21)

∂H̃δ

∂ξ1
+

1

δ
(J̃22 − D̃22)

∂H̃δ

∂ξ2
+

1√
δ
B̃2u

yδ = C̃1
∂H̃δ

∂ξ1
+

1√
δ
C̃2
∂H̃δ

∂ξ2
,

(3)

where J̃ − D̃ = T−1
1 (J − D)T−T

1 , B̃ = T−1
1 B, C̃ = CT−T

1 , and the partition
of ξ = (ξ1, ξ2) ∈ Rd × R2n−d is according to the separation of singular values.

The balanced Hamiltonian is given by H̃δ(ξ) = H(Tδξ). We have proved in [4]
borrowing arguments from geometric singular perturbation theory that the system
collapses to the controllable/observable subspace as δ → 0. The limit system

ξ̇1(t) = (J̃11 − D̃11)∇H̄(ξ1(t)) + B̃1u(t)

ȳ(t) = C̃1∇H̄(ξ1(t))
(4)

turns out to be a stable port-Hamiltonian system with the effective energy

H̄(ξ1) =
1

2
ξT1 Ẽ1ξ1 , Ẽ1 = Ẽ11 − Ẽ12Ẽ

−1
22 Ẽ

T
12 ,(5)

where Ẽ = ∇2H̃δ=1 in the last equation. As following from standard singular
perturbation results [5] for linear control systems (4) satisfies the error bound

sup
ω

‖G(iω) − Ḡ(iω)‖ < 4(σd+1, . . . , σ2n) .

Here G and Ḡ are the matrix-valued transfer functions associated with (1) and (4)
and ‖ · ‖ denotes spectral norm.

2. Partially observed Langevin equation

In equation (1), we replace the smooth control variable by Gaussian white noise,
and consider the family of stable hypoelliptic Langevin equations

Ẋε
t = (J −D)∇H(Xε

t ) +
√
εBẆt

Y εt = C∇H(Xε
t ) ,

(6)
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where Wt is standard Brownian motion in R
n, and the parameter ε > 0 controls

the temperature in the system. If 2D = BBT the system admits the ergodic
invariant measure dµε ∝ exp(−H/ε).

There is no control variable any longer, but we may ask to what extend a state
can be excited by the noise. To this end we define the rate function

Lr(x) = inf
W∈H1

∫ T

0

|Ẇ (t)|2 dt , Xε
0 = 0, Xε

T = x

and declare that Lr(x) = ∞ if no such realization W ∈ H1([0, T ]) exists. The
typical white noise realizations are only Hölder continuous with exponent α = 1/2,
hence not absolutely continuous. At low temperature, however, Large Deviations
Theory [6] asserts that the realizations of W concentrate around (measure-zero)
paths that are smooth. As we have shown in [7] the rate function is given by

Lr(x) = xTΣ−1
T x , ΣT = E(Xε

T ⊗Xε
T ) .

For T → ∞, the rate Gramian (i.e., the covariance matrix) can again be computed
as the unique positive definite solution of the Lyapunov equation

AΣ + ΣAT = −εBB .
Keeping the previous notion of observability (i.e., Lo(x) for ε = 0), we can balance
the system such that states that are most sensitive to the noise also give the
highest output. Scaling the Hankel singular values according to (2) yields again
a singularly perturbed system of the form (3). Unlike in the deterministic case,
sending δ to zero does not result in contraction to the most excitable/observable
subspace but rather in fast random oscillations around this subspace. In the limit
δ → 0 the fast modes become Gaussian random variables with mean −Ẽ−1

22 Ẽ
T
12ξ1

and covariance εẼ−1
22 and the Langevin process Y εt = C∇H(Xε

t ) converges in
probability to the solutions of the low-dimensional Langevin equation (cf. [8])

Żεt = (J̃11 − D̃11)∇H̄(Zεt ) +
√
εB̃1Ẇt

Ȳ εt = C̃1∇H̄(Zεt )
(7)

with 2D̃11 = B̃1B̃
T
1 and H̄ as given in (5). The reduced system admits an ergodic

invariant measure dρε ∝ exp(−H̄/ε). Moreover H̄ is independent of ε and has the
meaning of the thermodynamical free energy

H̄(z) = −ε lnPε(z) , Pε(z) =

∫
δ(ξ1 − z)dµε .
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Challenges in the Atomistic Modelling of Magnetic Materials

David Pettifor and Ralf Drautz

The development of analytic interatomic potentials for modelling the properties of
magnetic materials presents a considerable challenge. Whereas noble gas solids and
ionic systems are well described by simple pair potentials such as Lennard-Jones or
Born-Mayer, magnetic alloys such as the iron-chromium ferritic-martensitic steels
require interatomic potentials that are dependent not only on the nature of the
local magnetic order (for example, ferromagnetic or anti-ferromagnetic) but also
on the average number of valence electrons per atom N (where across the Fe-Cr
phase diagram N ranges from 8 for pure iron to 6 for pure chromium).

We are addressing this problem of developing valence-dependent magnetic in-
teratomic potentials by coarse graining the electronic structure in two well-defined
stages. In the first stage density functional theory (DFT), which writes the energy
as a functional of the electronic charges density n(r) at each point r in space, is
discretized within the tight-binding (TB) approximation by expressing the energy
in terms of the two-centre bond integrals β (Ri − Rj) between atoms centred at
Ri and Rj [1]. In the second stage, the bond-order potential (BOP) theorem [2]
is used to expand the on-site density matrix elements ρii and the intersite density
matrix elements ρij in terms of the moments µpi = 〈φi| Ĥp |φi〉 and interference

paths ζpij = 〈φi| Ĥp |φj〉 respectively. This allows the energy to be expressed ex-

plicitly in the form of a many-body interatomic potential because µpi and ζpij can
be obtained by summing over all hopping or bonding paths of length p that either
start and end on atom i or link the two ends of the bond ij [3, 4].

The Stoner theory of band magnetism [5] is currently being included within the
BOP formalism [6] so that magnetic alloys such as Fe-Cr can be modelled explicitly.
It was already shown [7] nearly three decades ago that a simple second-moment
rectangular band model led to a Ginzburg-Landau expansion for the magnetic
energy of the form

Ûmag = −A ∆̂2 + B ∆̂4,

where Ûmag and ∆̂ are the magnetic energy and local exchange field normalized
by the band width W . Importantly the prefactors A and B depend not only on
the relative orientation of the local magnetic moments θ but also on the number
of valence 3d-electrons Nd and normalized Stoner exchange integral Î = I/W
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through

A =

[
− 1

40Î2
+

3

80
Nd (10 −Nd)

]
+

[
1

4Î
− 1

40Î2
− 3

80
Nd (10 −Nd)

]
cos θ

B =
3

320Î2
(1 − cos 2θ) +

9

1280
Nd (10 −Nd) (3 − 4 cos θ + cos 2θ) .

Although this simple model accounted for the observed valence-dependent trend
of anti-ferromagnetism to ferromagnetism across the 3d transition metals from
chromium through nickel [7], it cannot predict the relative stability of the differ-
ent phases of iron, namely α (body-centred cubic), γ (face-centred cubic) and ǫ
(hexagonal close packed). This requires knowledge of the higher moments of the
density of states [8] that are automatically included within the BOP formalism [6].

However, numerous challenges will have to be overcome before these BOPs
achieve wide-spread use within the atomistic modelling community. Firstly, the
potential is much more complicated than simple pair potentials or second-moment-
based potentials, so that MD simulations are currently about two orders of magni-
tude slower than conventional schemes. Secondly, the analytic form of the potential
is derived by coarse graining the DFT results within a TB framework, so that its
accuracy would be questionable for systems such as the nickel superalloys which
are poorly described by TB. Thirdly, the analytic form for the d-valent transition
metals is based on a Chebyshev expansion of the continuum of states for a single
band [6], whereas the analytic form for the sp-valent semiconductors and hydro-
carbons is based on a discrete set of states [1, 9], so that simulating heterovalent
sp-d systems such as the transition metal carbides remains an outstanding math-
ematical challenge.
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Quantum Simulation of Materials at Micron Scales and Beyond

Gang Lu

(joint work with Qing Peng, Xu Zhang, Linda Hung, Emily A. Carter)

The ability to perform quantum simulations of materials properties over length
scales that are relevant to experiments represents a grand challenge in computa-
tional materials science. If one could treat multi-millions or billions of electrons
effectively at micron scales, such first-principle quantum simulations could rev-
olutionize materials research and pave the way to the computational design of
advanced materials. There are two principal reasons why quantum simulations at
relevant experimental scales are important. First of all, it allows a direct com-
parison between theory and experiment. Secondly, quantum simulations at larger
scales are essential even for extended bulk crystals where periodic boundary con-
ditions may be used. This is due to the fact that a real bulk solid always contains
lattice defects (or impurities) whose interactions are long range - dislocations be-
ing the prominent example. An insufficiently large periodic unit cell would lead
to unrealistically high concentrations of defects and/or impurities, rendering the
results of such simulations questionable.

We propose a multiscale approach that is based entirely on density functional
theory (DFT) and allows quantum simulations at the micron scale and beyond.
The method, termed QCDFT, combines the coarse graining idea of the quasi-
continuum (QC) approach and the coupling strategy of the quantum mechan-
ics/molecular mechanics (QM/MM) method, and represents a major advance in
the quantum simulation of materials properties. It should be stated at the outset
that QCDFT is not a brute-force electronic structure method, but rather a multi-
scale approach that can treat large systems - effectively up to billions of electrons.
Therefore, some of the electronic degrees of freedom are reduced to continuum
degrees of freedom in QCDFT. On the other hand, although QCDFT utilizes the
idea of QM/MM coupling, it does not involve any classical/empirical potentials
(or force fields) in the formulation - the energy calculation of QCDFT is entirely
based on orbital-free DFT (OFDFT). This is an important feature and advantage
of QCDFT, which qualifies it as a bona fide quantum simulation method.

QCDFT is formulated within the framework of the QC method, which models
an atomistic system without explicitly treating every atom in the problem [1,
2]. This is achieved by replacing the full set of N atoms with a small subset
of Nr “representative atoms” or repatoms (Nr ≪ N) that approximate the total
energy through appropriate weighting. Atoms experiencing large variations in the
deformation gradient field on an atomic scale are computed in the same way as in
a standard atomistic method and these atoms are called nonlocal atoms to reflect
the fact that their energy depends on the positions of their neighbors in addition
to their own position. In contrast, the energies of atoms experiencing a smooth
deformation field on the atomic scale are computed based on the deformation
gradient {G} in their vicinity as befitting a continuum model. These atoms are
called local atoms because their energy is based only on the deformation gradient
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at the point where it is computed. The basic assumption employed is the Cauchy-
Born rule, which relates the continuum deformation at a point to the motion of
the atoms in the underlying lattice represented by this point.

The calculations of energy and stress in the continuum regions is based on
OFDFT, which is the same energy formulation used in the nonlocal atomistic re-
gion. This makes the passage from the atomistic to continuum regions seamless
since the same underlying material description is used in both. OFDFT is an
efficient implementation of density functional theory which approximates the ki-
netic energy of noninteracting electrons in terms of their density, instead of the
KS orbitals [3]. In OFDFT, the total energy is expressed as an explicit functional
of electron density ρ(r):

EOF[ρ] = Ts[ρ] + EH[ρ] + Ee−i[ρ] + Exc[ρ] + Ei−i.(1)

The various terms in Eq. (1) represent the non-interacting electronic kinetic energy,
the Hartree electron repulsion energy, the electron-ion attraction energy, the elec-
tron exchange-correlation energy, and the ion-ion repulsion energy, respectively.

The energy and force of each local repatom can be obtained from the strain
energy density and the stress tensor of the finite elements that share the same
repatom. More specifically, according to the Cauchy-Born rule, the deformation
gradient G is uniform within a finite element, therefore the local energy density ε
and the stress tensor for each finite element can be calculated as a perfect infinite
crystal undergoing a uniform deformation specified by G. In other words, one
could perform an OFDFT-based energy/stress calculation for an infinite crystal
by using periodic boundary conditions with the primitive lattice vectors of the
deformed crystal. Once the strain energy density ε(Gk) is determined, the energy
contribution of the jth local repatom is given as

(2) Eloc
j ({G}) =

Mj∑

k=1

wkε(Gk)Ω0,

where Mj is the total number of finite elements represented by the jth repatom,
and wk is the weight assigned to the kth finite element. The force on the jth local
repatom is defined as the gradient of the total energy with respect to its coordinate
Rloc
j .
For the energy/force calculation in the nonlocal region, we resort to a novel

QM/MM approach that was developed recently for metals [4]. The coupling
between the QM and MM regions is achieved quantum mechanically within an
OFDFT formulation. We wish to stress two important points here: (1) The orig-
inal QC formulation assumes that the total energy can be written as a sum over
individual atomic energies. This condition is not satisfied by quantum mechanical
models. The total energy of QCDFT should be expressed as:

(3) EQCDFT
tot = Enl[ρtot] +

N loc∑

j=1

njE
loc
j ({G}).
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Figure 1: (Color online) The overview of the entire system and domain partition
in QCDFT with nanoindentation as an example. The x, y and z axes are along
[111],[1̄10], and [1̄1̄2], respectively. ΩI and ΩB are 2.8 Å and 8 Å beyond the non-
local region in ±x and ±y directions, respectively [4]. The colors indicate uz, the
out-of-plane displacement of atoms in the z-direction.

Here ρtot is the total electron density in the nonlocal region as well as the
coupling nonlocal/local region i.e., the buffer region in the following discussion.
(2) The nonlocal energy, Enl should be calculated with appropriate boundary
conditions; that is to say, it should include the interaction energy between the
nonlocal atoms and neighboring local atoms. In the original QC framework, this
requirement is realized by including dummy atoms in the energy/force calculation
of a given nonlocal repatom. These dummy atoms are in the local region and
within the cut-off radius of the given nonlocal repatom. The dummy atoms are
not independent degrees of freedom in the local region, but rather slaves to the local
repatoms. In this way, the nonlocal calculation is carried out with the appropriate
boundary conditions, and at the same time, the energy of the dummy atoms is still
treated with the Cauchy-Born rule, consistent with their status. In the QCDFT
approach, a buffer region including the dummy atoms and local repatoms that are
adjacent to the nonlocal repatoms is selected as the “MM” region, and the nonlocal
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atoms constitute the QM region. The nonlocal atoms are treated by OFDFT,
and the coupling between the “MM” and QM region is also formulated within
OFDFT. Therefore the entire system is formulated with one energy functional,
OFDFT. Note that “MM” here is actually a misnomer: the local atoms are treated
by OFDFT with the Cauchy-Born rule as mentioned earlier, and we retain the
designation “MM” solely to indicate the similarity to the earlier coupling scheme
[4].

The present QCDFT approach is applied to nanoindentation of an Al thin film
resting on a rigid substrate with a rigid knife-like indenter. The crystallographic
orientation of the system is displayed in Fig. (1). The size of the entire system is
2 µm × 1 µm × 4.9385 Å along the [111] (x direction), the [1̄10] (y direction), and
the [1̄1̄2] (z direction), respectively. The system is periodic in the z-dimension,
has Dirichlet boundary conditions in the other two directions, and contains over
60 million Al atoms - a size that is well beyond the reach of any full-blown brute-
force quantum calculation. The simulation is performed quasistatically with a
displacement control where the indentation depth (d) is increased by 0.2 Å at
each loading step. The final configurations were achieved by the relaxation of
all repatoms using a conjugate gradient method until the maximum force on any
repatom is less than 0.03 eV/Å.

The QCDFT results are validated by comparing against conventional QC with a
OFDFT-refined EAM potential. The results suggest that QCDFT is an excellent
method which represents a new direction for quantum simulation of materials
properties at length scales relevant to experiments.
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Continuum approximation of the Peach-Koehler force on dislocations
in a slip plane

Yang Xiang

We derive a continuum model for the Peach-Koehler force on dislocations in
a slip plane. To represent the dislocations, we use the disregistry across the slip
plane, whose gradient gives the density and direction of the dislocations. The con-
tinuum model is derived rigorously from the Peach-Koehler force on dislocations
in a region that contains many dislocations. The resulting continuum model can
be written as the variation of an elastic energy that consists of the contribution
from the long-range elastic interaction of dislocations and a correction due to the
line tension effect.

We consider dislocations γj , j = ...,−2,−1, 0, 1, 2, ... in the xy plane with the
same Burgers vector b. Without loss of generality, assume that the Burgers vector
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is in the direction of the x axis: b = (b, 0). We further assume that these dis-
locations are modulated from an array of straight parallel dislocations with same
direction. We focus on a domain whose size L is much larger than the length of
the Burgers vector b and which contains many dislocations, and assume periodic
boundary conditions. The curvature of the dislocations is of O(1/L). This kind of
dislocation configurations can be found, e.g., when an array of dislocations moving
in the slip plane and bypassing weak penetrable particles.

At a point (x, y) on the dislocation γn, the Peach-Koehler force in the normal
direction is

(1) f = σ13(x, y)b,

where

(2)

σ13(x, y) =

∫ ∞

−∞

δ(ω)dω

∫

γω
n

µb

4π

(
r · n
r3

+
ν

1 − ν

(n · b)(r · b)

b2r3

)
ds

+
∑

j 6=n

∫

γj

µb

4π

(
r · n
r3

+
ν

1 − ν

(n · b)(r · b)

b2r3

)
ds.

is a stress component at the point (x, y). Here

(3) γωn = {(x1, y1) + ωn(x1, y1) : (x1, y1) ∈ γn},

n(x1, y1) is the normal direction of dislocation γn at the point (x1, y1), δ(ω) is a
regularized delta function in the direction perpendicular to the dislocation repre-
senting the dislocation core, whose width is of the order of the Burgers vector b,
r = (x− x1, y− y1), r =

√
(x− x1)2 + (y − y1)2, µ is the shear modulus, and ν is

the Poisson ratio.
We use disregistry across the slip plane in the direction of the Burgers vector

φ(x, y) to represent the continuous distribution of dislocations, as in the Peierls-
Nabarro models. In the framework of dislocation based continuum plasticity the-
ories, we are interested in a smooth profile of the density of dislocations without
resolving the details of the core region. For this purpose, we define the func-
tion φ(x, y) to be a smooth approximation of the exact disregistry that connects
the disregistry across dislocations smoothly. Using this representation, the den-
sity of the dislocation is given by |∇φ|, the dislocation line direction is given by

∇φ/|∇φ|×k = (φy ,−φx)/
√
φ2
x + φ2

y , where k is the unit vector in the z direction,

and the normal direction of the dislocation line is ∇φ/|∇φ|.
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The continuum approximation of the Peach-Koehler force, keeping the two lead-
ing order terms as b→ 0, is

(4)

f(x, y) =

∫

R2

µb

4π

(
r · ∇φ
r3

+
ν

1 − ν

(∇φ · b)(r · b)

b2r3

)
dx1dy1

−µb
2

4π

(
1 + ν

1 − ν
− 3ν

1 − ν

(b · ∇φ)2

b2|∇φ|2
)
∇ ·

( ∇φ
|∇φ|

)
log

b

2πrc|∇φ|

+
µb2

4π

(
1 +

ν

1 − ν

(b · ∇φ)2

b2|∇φ|2
) ∇φD2φ∇Tφ

|∇φ|3

− µb2ν

π(1 − ν)

(b · ∇φ)(b · (∇φ × k))

b2|∇φ|2 ∇ ·
(∇φ× k

|∇φ|

)
.

It can be written as the variation of the elastic energy E:

(5) f/b = σ13 =
δE

δφ
,

where

(6)

E =
1

2

∫

R2

φ(x, y)dxdy

∫

R2

(
r · ∇φ
r3

+
ν

1 − ν

(∇φ · b)(r · b)

b2r3

)
dx1dy1

+

∫

R2

µb

4π

[(
1 +

ν

1 − ν

(b · ∇φ)2

b2|∇φ|2
)

log
b

2πrc|∇φ|

+1 +
ν

3(1 − ν)

(
2 − (b · ∇φ)2

b2|∇φ|2
)]

|∇φ|dxdy.

The first integral in the above elastic energy corresponds to the well-known
leading order, linear nonlocal term in the continuum approximation of the Peach-
Koehler force. The second integral is a correction at the next order of b, whose
physical meaning is the self energy of the dislocations, and which gives the last
three local but nonlinear terms in the continuum approximation of the Peach-
Koehler force given above.

The method we used in the derivation is to consider the Peach-Koehler force
on the dislocation given by Eq. (2) as a numerical discretization of the well-known
integral expression, with the length of Burgers vector b as the numerical grid
constant. An accurate continuum approximation of the Peach-Koehler force can
be obtained by finding the error terms of the above numerical discretization. In
the derivation, we have used the theorems on the error estimate of the trapezoidal
rule for singular integrals (Sidi and Israeli, 1988; Xu and Xiang, 2008).

Although the formulas in Eqs. (4) and (6) are derived when the Burgers vector
is in the direction of the x axis, they hold when the Burgers vector is in any
direction in the slip plane. Moreover, the derived approximation is expected to be
a good approximation for any distribution of dislocations with the same Burgers
vector as long as the curvature radius of the dislocations is comparable with the
size of the domain, because the higher order approximation we obtained is a local
term that mainly comes from the singularity near of the stress near dislocations.
Future work may include the study of evolution of the continuous distribution of
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dislocations using the obtained continuum approximation, and generalization to
include elastic anisotropy and multiple slip planes.

More details can be found in (Y. Xiang, Continuum approximation of the Peach-
Koehler force on dislocations in a slip plane, preprint, 2008). This work is partially
supported by the Hong Kong Research Grants Council CERG 604604 and 603706.

Electronic structure for elastically deformed solids

Jianfeng Lu

(joint work with Weinan E)

To develop multiscale method (e.g., sublinear scaling algorithm [2]) for solving
electronic structure, it is important to have a systematic understanding of the
electronic structure for elastically deformed solids. For perfect crystal without de-
formation, expoiting the translational symmetry of the system, the Bloch-Floquet
theory provides a description of electronic structure through Bloch waves and band
structure. However, the description based on Bloch waves is not stable under de-
formation of the solids. Since the symmetry is then lost, Bloch-Floquet theory
no longer applies. For a stable characterization of the electronic structure for de-
formed solids, the Wannier function (generalized to the setting of deformed state)
is more suitable. Moreover, these Wannier functions might be constructed locally
using the local environment, the electronic structure for the entire system could
be then constructed by putting the Wannier functions together. Hence, to obtain
the occupied space for the whole system, it is sufficient to consider subsystems
and put resulting Wannier functions together, this is the superposition principle
for electronic structure. Refer [1] for details of the results presented in this talk.

We consider the one particle Schrödinger operator

(1) H = −∆ + V

with the effective potential given as the linear combinations of contributions from
every nuclei site:

(2) V (y) =
∑

i

Va(y − Yi),

where Va is compact supported or fast decaying (due to screening).
The system is elastically deformed from perfect crystal with smooth displace-

ment field u. Denote the nuclei positions for the perfect crystal as Xi, so after
deformation, the nuclei are located at Yi = Xi+u(Xi). The HamiltonianH = H [u]
depends on u through the potential V . The characteristic length for the displace-
ment is 1/ε, where ε is a small parameter we will use for taking the continuum
limit:

(3) u(x) = u(ε)(x) = ε−1u0(εx).

In the following, we will omit ε when no confusion might occur.
We assume that the perfect crystal we considered is an insulator, which means

that there is a gap in the spectrum between occupied and unoccupied spaces. The
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projection operator to the occupied space (density matrix in physics terminology)
is then defined as

(4) P = χ(−∞,εF ](H),

where εF is the Fermi energy lies in the spectral gap. A fundamental theorem
by Kohn [3] (with the extension to two and three dimension by [4]) states that
an orthonormal basis of exponentially localized functions can be found for RanP .
These functions are called Wannier functions, denoted as Wn,k. There exist expo-
nent α > 0 and bound M such that

(5)

∫
e2α(|x−xk|

2+1)1/2 |Wn,k(x)|2 dx ≤M.

Here, n is the band index (for notational ease, in the following, we will assume
there is only band, the cases of multiple bands are simple extensions), k is the
position index, and xk is the center of the k-th Wannier function.

The Hamiltonian operator is defined in Eulerian coordinates, as we are con-
sidering elastically deformed systems, it is more convenient to use Lagrangian
coordinates. For this, we define the Euler-Lagrange map for given displacement
field u:

(6) (Uuf)(x) = [det(I + ∇u(x))]1/2f(x+ u(x)).

Uu maps a function of Eulerian coordinates to a function of Lagrangian coordi-
nates. Using u, we get the Hamiltonian and density matrix in Lagrangian coordi-
nates as

(7) H̃ [u] = UuH [u]U−1
u , and P̃ [u] = UuP [u]U−1

u .

We can now define the projected Wannier function. For system under displace-
ment u, the projected Wannier functions are given by

(8) Wk[u] = U−1
u P̃ [u]Wk.

In the situation that the deformation gradient is small and the parameter ε
is also small, we have the following result stating that the projected Wannier
functions actually form a basis for occupied space and they are exponentially
localized.

Theorem 8 (Projected Wannier functions). There exist postive constants ε0 and
K, such that for all ε ≤ ε0 and u(ε) such that ‖∇u(ε)‖∞ ≤ K, the set {Wk[u

(ε)] =

U−1
u P̃ [u(ε)]Wk} forms a basis of RanP [u(ε)]. Moreover, there exist exponent α > 0

and bound M such that
∫
e2α(|y−yk|

2+1)1/2 |Wk[u
(ε)](y)|2 dy ≤M,

where yk = xk + u(ε)(xk) is the center of Wk[u
(ε)].
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We then consider how to construct projected Wannier functions using only the
local deformation gradient. For this, we have a Cauchy-Born-type rule for the
Wannier functions. Consider the linearized displacement field at xk:

(9) Lxk
(u(ε))(x) = u(ε)(xk) + ∇u(ε)(xk)(x− xk).

For the linearized system, we have the Wannier function centered around yk = xk+
u(ε)(xk), denoted as Wk[Lxk

(u(ε)). This is a good approximation to the Wannier
function of the original deformed system as shown by the following theorem.

Theorem 9 (Cauchy-Born rule for electronic structure). There exist positive con-
stants ε0 and K, such that for all ε ≤ ε0 and u(ε) such that ‖∇u(ε)‖∞ ≤ K, we
have

‖Wk[u
(ε)] −Wk[Lxk

(u(ε))]‖H1 ≤ Cε.

The constant C is independent with ε and k.

Notice that Wk[Lxk
(u(ε))] is constructed using only the local gradient, as for

the usual Cauchy-Born rule for nonlinear elasticity. This is actually a general
philosophy of superposition principle for electronic structure, namely, the occupied
space of the whole system could be constructed locally. This is in the same spirit
with the near-sightedness of electronic matter in the physics literature [5].

The theorem shows that the Wannier function representation of the occupied
space is helpful to describe the electronic structure for elastically deformed solids.
Under deformation, the picture of localized basis still exists while we no longer
have the band structure as for the perfect crystal. Therefore, in numerical com-
putation of electronic structure, solving for the Wannier functions might be the
right approach, especially for multiscale algorithms trying to exploit the structure
of solution away from the defects, where the system is under elastic deformation.
See [2] for a sublinear scaling algorithm in this direction.
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The XY spin system and the Ginzburg-Landau energy

Marco Cicalese

(joint work with Roberto Alicandro)

We provide a variational approach to describe some of the features which are
peculiar of those phase-transition phenomena which occur without breaking the
symmetry of the system and that have been first studied in the seminal papers by
Berezinskii [6], Kosterlitz [12] and Kosterlitz and Thouless [13] concerning the so-
called two-dimensional XY model. This model turns out to be the easiest model
that contains all the interesting characteristics of this class of phase transitions. It
is constructed on the two-dimensional square lattice Z2 whose points i are occupied
by a spin confined to a plane u(i) ∈ S1. For a given configuration, the energy of
the system is

F (u) = −
∑

n.n.

u(i)u(j),(1)

where n.n. means that the summation is taken over all nearest neighbors. Fol-
lowing the Berezinskii-Kosterlitz-Thouless theory here the phase-transition phe-
nomenon is mediated by the formation of topological defects or vortices. In par-
ticular under some critical temperature Tc these vortices behave like ’topological
charges’ and bound together in pairs becoming the relevant degrees of freedom
of the system. We are interested in this low-temperature regime where the cost
of small fluctuations of the spin field around the uniform ground state is usually
conveniently calculated by coarse-graining on a scale much larger than the lattice
spacing thus obtaining a continuous model known as the Ginzburg-Landau model.

Here we present the results contained in [4] in which we prove a rigorous coarse-
graining of the XY model which leads to a Ginzburg-Landau (GL) energy in the
regime in which the so called GL coherence length (here denoted by ε) is extremely
small. In this case the GL energy can be conveniently written as

Gε(u) =
1

2

∫ (
|∇u|2 +

1

ε2
(1 − |u|2)2

)
dx.(2)

The analysis of the energy in (2), and in particular the appearance of vortex-like
singularities associated to energy-concentration phenomena, has been successfully
addressed by many authors both from the PDEs and the calculus of variations
point of view (see e.g. [1], [7], [9], [10], [11], [14]). Since, to leading term, the cost
of a vortex singularity is of order | log ε|, the right energy scaling to be taken into

account is Gε(u)
| log ε| . In this regime in [9] Jerrard has shown that the relevant tool to

track energy concentration is the asymptotic analysis of the Jacobians of sequences

uε equibounded in energy. The variational analysis of the asymptotics of Gε(u)
| log ε|

has then been performed by Jerrard and Soner in [10] in the two-dimensional case
and by Alberti, Baldo e Orlandi in [1] in the general N -dimensional case.

To set up the general N -dimensional problem for the XY model in the frame-
work of discrete-to-continuum variational limits (see for example [2], [3], [5], [8])
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we scale the energy in (1) to a fixed domain Ω ⊂ RN . Taking into account the
interactions between nearest-neighbors on the lattice εZN ∩Ω (the lattice spacing
ε will go to zero in the continuum limit), the scaled energy reads:

Fε(u) = −
∑

n.n.

εNu(εi) · u(εj).

Upon identifying the functions u : εZN ∩ Ω → S1 with proper piecewise-constant
interpolations, the energies can be considered as being defined on L∞(Ω) and,
in that framework, they can be described by a Γ-limit as ε goes to 0. The bulk
scaling we have chosen for Fε renders its Γ-limit trivially the constant value −|Ω|,
the only constraint being |u| ≤ 1. Such a limit is the same even in the case of Ising-
type models (u is a scalar field such that u ∈ {−1,+1}) and summarizes the fact
that it is possible to mix uniform states on a mesoscopic scale without changing
the asymptotic energy. This description of the ground states can be improved by
considering other scalings. In particular we can select sequences that realize the
minimum value with a sharper precision; i.e.

Fε(uε) = minFε +O(kε)

where kε → 0 as ε → 0. In the Ising case it has been proven ([2]) that a relevant
scaling is kε = ε. This scaling yields to a minimal-interface selection criterion,
in the sense that, on such sequences uε, the limit is an interfacial-type energy
reflecting the symmetries of the underlying lattice structure. In the present case
we show that no interface-type selection can be obtained by a surface scaling
and focus on a different scaling, namely kε = ε2| log ε|, which implies a selection
criterion of topological nature. The sequence of scaled functionals we consider is

Eε(u) =
Fε(u) − minFε

ε2| log ε| =
1

| log ε|
∑

n.n.

(1 − u(εi) · u(εj))

=
1

2| log ε|
∑

n.n.

ε2
∣∣∣∣
u(εi) − u(εj)

ε

∣∣∣∣
2

.

By associating to any given u the function v = A(u) defined as a continuous
piecewise-affine interpolation of u on the cells of the lattice, we have

Eε(u) ∼
1

2| log ε|

∫

Ω

|∇v|2 dx.(3)

Once we prove that the singular term in the Ginzburg-Landau energy is controlled
by Eε(u), that is

1

ε2| log ε|

∫

Ω

(|v|2 − 1)2 dx ≤ CEε(u),

we recognize in the right hand side of (3) the leading term of Gε(v)
| log ε| . This fact

suggests an analogy between the two models and leads us to track the formation
of vortices associated to sequences uε with bounded energy in the XY model by
studying the convergence, in a ‘suitable sense’, of the Jacobians J(vε) of vε =
A(uε). We can describe the structure of the vortices as follows:
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Figure 1: Discrete vortices: optimizing sequences for M = δx0
(+1 charged vortex)

(left) and M = −δx0
(−1 charged vortex) (right).

ε
-�

Compactness. Let (uε) be a sequence of functions such that Eε(uε) ≤ C and
let vε = A(uε). Then we can extract a subsequence (not relabeled) such that
FΩ(⋆J(vε) − πM) → 0, where M is an (N − 2)-dimensional integral boundary in
Ω.

Here with ⋆J(vε) we mean the (N−2)-current obtained from J(vε) by the stan-
dard identification ⋆ of k-covectors with (N−k)-vectors. For any current T FΩ(T )
denotes its flat norm and the limit current M is a (N − 2)-dimensional boundary
in the sense that, loosely speaking, it is supported on a (N − 2)-dimensional recti-
fiable set which is also a boundary. This set represents the set of the vortex-type
singularities of the spin field uε as ε goes to zero.

The coarse graining of the energies is given by the following Γ-convergence
result:

Lower-bound inequality - Let (uε) be a sequence of functions such that
FΩ(⋆J(vε) − πM) → 0, where M is an (N − 2)-dimensional integral boundary
in Ω. Then

lim inf
ε

Eε(uε) ≥ π‖M‖;

Upper-bound inequality - Let M be an (N −2)-dimensional integral boundary
in Ω. Then there exists a sequence (uε) such that FΩ(⋆J(vε) − πM) → 0 and

lim
ε→0

Eε(uε) = π‖M‖.(4)

To explain the previous results let us consider the case N = 2. In this case the
limit current M is a finite sum of Dirac masses, that is M =

∑n
k=1 dkδxk

, where
n ∈ N, xk ∈ Ω represent the centers of the vortices and dk ∈ Z are the winding
numbers of the spin field around each xk, also called charges of the topological
singularity. In Figure 1 we have displayed two types of discrete vortices; that is,
the microscopic configurations of the spin fields leading, in the continuum limit,
to M = +δx0

and M = −δx0
.

We point out that the limit energy in (4) does not reflect the underlying geom-
etry of the lattice. In fact the parallel between the XY and the GL model carries
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on to the characteristic length scale where energy concentrates that is much larger
than the lattice spacing ε.

Starting from the previous analysis, we also address several other problems.
The case of long range interactions, that is when the interactions between all
the spins are taken into account, is the hardest. For this problem we prove a
Γ-convergence result asserting that, in two dimensions, under a natural decay
assumption on the weights of the interactions, the limit energy is still of the form
(4). To prove this result a key ingredient is the idea, well known to people working
in statistical mechanics, and here used in a variational setting, of decoupling the
energy as a sum of ‘weakly interacting’ nearest-neighbors type energies to which
the previous arguments apply. TheN -dimensional problem is also addressed under
some restrictive assumptions but remains open in its generality.

We finally present many challenging issues which are open in this framework
such as the variational description of the XY model in presence of an external
magnetic field or the study of the energy accounting for the interaction between
vortices.
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Equilibrium Methods for Non-Equilibrium Simulation

Ben Leimkuhler

(joint work with S. Bond, E. Noorizadeh and F. Theil)

The emphasis in molecular dynamics applications is shifting to problems involv-
ing transient dynamics, and the flow of energy from one part of a system (one set
of variables) to another. There is now widespread agreement that, for many prob-
lems, the long timescales (relative to the shortest interatomic vibrational periods)
and complexity of boundary interactions that must be incorporated to generate
useful data in realistic computational time mean that the typical system must be
modelled in a pre-equilibrium state. Computational methods are needed for this
modern simulation setting. As examples, methods have been proposed recently for
computing free energy along a reaction coordinate [4, 6] which rely on forcing the
molecular system into infrequently visited domains to study slowly-unfolding tran-
sitions. A crucial part of these calculations is the computation of averages or time-
correlation functions of a system subject to imposed constraints or initialization
enforced as part of the modelling framework. The local equilibration/dynamics
problem is nontrivial, so implementing these methods (which effectively require us
to equilibrate the system in regions of rapid dynamical transition) is itself a major
task.

Consider a finite dimensional Hamiltonian system in R2N with Hamiltonian
H = H(z), z = (q, p), with q and p position and momentum vectors, respectively.
By sampling, we mean computing the average of a function f = f(z),

f̄ =
1

Ω

∫

D

f(z)ρ(z)dω, Ω =

∫

D

ρ(z)dω,

with respect to a suitable measure ρdω (dω the standard volume form in R2N),
and D ⊂ R2N . If we consider the natural (microcanonical) measure ρ = δ[H −E]
associated to Hamiltonian dynamics with energy function H = H(z), then, under
an ergodicity assumption, we may replace spatial averaging by the time average,

f̄ = lim
T→∞

T−1

∫ T

0

f(ζ(t))dt,

where ζ = ζ(t) is the solution of the Hamiltonian dynamics for an arbitrary initial
condition of energy E. Replacing Hamiltonian dynamics by a suitable Markov
process (Langevin dynamics [8], or, in certain circumstances, an extended dynam-
ics [9]), it is possible to use temporal averages to compute canonical averages,
i.e. averages with respect to the Gibbs density ρθcan(z) = e−H/(kBθ). This is
often referred to as a “thermostat,” although the term “thermostatted molecu-
lar dynamics” probably should be more restricted than this. In this report I will
describe some recent and ongoing research to understand the foundations of molec-
ular dynamics algorithms, specifically topics related to thermostatting molecular
dynamics.
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1. Error estimates for averages from finite timestep numerics.
The pragmatic explanation for the usefulness of molecular dynamics comes from
the geometric integration theory, and, in particular, the backward error analysis
which tells us that we may(approximately) view the numerical solution as the
exact solution of a perturbed dynamical system [3]. Analyzing the perturbation
of averages due to use of a numerical method is easiest in the setting of canon-
ical sampling by the Nosé-Poincaré thermostat (see, e.g., [1]), because of (i) the
smoothness of the ensemble density function, and (ii) the ability to use symplectic
integrator for which backward error analysis provides a perturbed Hamiltonian
which can be averaged against. The Nosé-Poincaré formulation uses the extended
Hamiltonian

HNP = s[H(q, p/s) +
p2
s

2µ
+NkBθ ln s− E0],

where H(q, p) is the energy of the system, s and ps are thermostat variables, N is
the number of degrees of freedom, kBθ is the temperature weighted by Boltzman’s
constant, and E0 is a constant such that HNP(q(0), p(0), s(0), ps(0)) = 0. The
evolution is then on the surface HNP ≡ 0. It can be shown that this system
has trajectories which are equivalent to those of Nosé-Hoover dynamics (which,
however, does not have a Hamiltonian formulation).

In our recent work [1], we have derived the perturbed Hamiltonian expansion
in powers of the stepsize h of a symplectic integrator for the Nosé-Poincaré Hamil-
tonian. Next, we computed the marginal density including the expansion terms.
From this we are able to compute an ensemble reweighting correction ρ̂h such that
(if ergodicity is assumed)

lim
t→∞

t−1

∫ t

0

f(z(t))dt =
1

Ω

∫

D

f(z)ρcan(z)ρ̂h(z)dω.

This allows, in principle, correction of any thermodynamic average, or even au-
tocorrelation functions, for the effect of nonzero stepsize. One simply reweights
statistics to recover the desired average, or else the correction factor ρ̂ can be
viewed as a localized error estimate.

2. Adaptive Thermostats: Balancing Sampling and Dynamics
Thermostats generate step sequences that can be, for some choices of parame-

ters, modest perturbations of Hamiltonian dynamical trajectories. This latter fact
is often ignored by mathematicians, but is crucial to explaining the role and value
of thermostats. Strongly ergodic processes may control temperature well, but at
the price of modifying diffusion rates. Such defects are easily seen for Langevin
dynamics with damping (collision) coefficient γ > 1ps−1, when used in systems
involving liquid water, in that the diffusion of energy from the OH bond stretch is
corrupted. The figure below compares the effects of weak and strong thermostats
on the velocity autocorrelation function of the vibration of a diatomic molecule in
a detailed solvent bath.
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Figure 1: velocity autocorrelation function computed using a weak (left) vs strong
(right) Langevin thermostat; the example here is for an isolated bond stretch
solvated in a bath of 100 atoms interacting in Lennard-Jones potential.

Figure 2: ξ for NH (faint line) and weaker TRD
thermostat (heavy line) for periodic box of liq-
uid argon. At t = 20, a nonadiabatic pressure
change was introduced.

Generating a distribution of
energy to the degrees of free-
dom of a complex macro-
molecule that is consistent with
equidistribution is an onerous
task; a multi-stage process of
“equilibration” must be used in
which the system is allowed to
evolve under the control of a
thermostat, while specific sets
of degrees of freedom are se-
quentially targeted [7]; after
the initial equilibration process
is completed, weak thermostat-
ting is used [10], although this
leads to difficulties when tem-
perature fidelity is important
(e.g., at phase transitions), or if the system is subject to external perturbations.
When one dynamics or numerical procedure is switched off and another switched
on, the effects are often dramatic. Not only does every Hamiltonian system have
its own natural measure, but the numerical integrators themselves perturb this
ensemble. Initial conditions which are “well equilibrated” for a certain ensem-
ble may not be when an integrator is engaged with a large timestep, leading to
unstable initial perturbation, re-equilibration, and a temperature shift. This is
classically observed in the difficulty to locate microcanonical trajectories having
specified average kinetic energy.

What is clearly needed are adaptive schemes that automatically control the
“strength” of thermostatting used in simulation. Recently, the proposer has de-
veloped an adaptive temperature regulated dynamics (TRD)[2] for nonequilibrium
applications which perturbs the conservative force by ∆ = −ξp, where

ξ ∝ K̄ − kBθ
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where K̄ is the kinetic energy averaged by particle number and time, with respect
to a temporal weight function φ. This leads to delay-differential equations, but
for exponential weight (φ = e−t/τ , τ a parameter) can be replaced by a simple
closed dynamics. Like Nosé dynamics, the kinetic energy is controlled; unlike Nosé
dynamics, this formulation has no obvious thermodynamic ensemble, but remains
close to microcanonical dynamics for an ergodic system in equilibrium (ξ is small
in TRD compared to Nosé-Hoover (NH) dynamics, see Figure 2). TRD is not
sufficiently ergodic in itself to thermostat biomolecules which trap energy in a net-
work of stiff harmonic bonds.

3. Ergodic Weak Thermostats Although both dynamics-based and sto-
chastic thermostats are found to be useful for MD simulation, robust ergodic sam-
pling, especially for small systems or systems with strong harmonic components,
appears to require a random perturbation. Langevin dynamics traditionally per-
turbs all components of a dynamical system. This leads to artificial effects which
may damage autocorrelation functions. Currently, with F. Theil (Warwick) and
E. Noorizadeh (U. of Edinburgh) we are exploring ergodic schemes which incor-
porate a modified weak stochastic perturbation of dynamics. These methods can
be analyzed by studying the regularity properties of the associated Fokker-Planck
operator.

We are currently developing adaptive thermostats which integrate the methods
of Sections 2 and 3. In separate work, we are also studying nonequilibrium effects
in small microcanonical molecular dynamical models.
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From quantum to classical molecular dynamics

Johannes Giannoulis

(joint work with Gero Friesecke)

Starting from the quantum mechanical description of the dynamics of nuclei
of a molecule, which is governed by a time-dependent Schrödinger equation with
singular potential, our aim is to derive and, more important, justify rigorously the
reduced classical dynamics of the nuclei in the heavy nuclei limit, i.e. as the mass
ratio ε2 := me

mn
of electronic to nucleonic mass tends to zero: ε→ 0. (The true ratio

is ∼ 1/2000 for hydrogen, and even smaller for the other atoms.) More precisely,
we consider M ∈ N nuclei of equal mass with wavefunction Ψε(·, t) ∈ L2(Rd),
d = 3M , at time t. In atomic units (me = |e| = ~ = 1) their (non-relativistic)
quantum dynamics is determined by the Schrödinger equation

(SE)

{
iε∂tΨε(·, t) = HεΨε(·, t) for t ∈ R,

Ψε(·, 0) = Ψ0
ε.

with the self-adfoint Schrödinger operatorHε := − ε2

2 ∆+U : D(Hε) → L2(Rd) of

domain D(Hε) = H2(Rd). By standard results on the unitary group generated by
a self-adjoint operator, for any initial state Ψ0

ε ∈ D(Hε) this equation has a unique
solution Ψε ∈ C(R;H2(Rd)) ∩ C1(R; L2(Rd)) with ||Ψε(t)|| ≡ ||Ψ0

ε|| for all t ∈ R.
The crucial point of our analysis is that we want to consider the physically

correct potential U , namely the Born-Oppenheimer ground state potential energy
surface obtained by minimization over electronic states: For x = (R1, . . . , RM ) ∈
Rd, with Rα ∈ R3, α = 1, . . . ,M , denoting the coordinates of the nuclei, U : Rd →
R is given by

U = Eeℓ + Vnn,

Eeℓ(R1, .., RM ) = inf
ψ
〈ψ,HR1,..,RMψ〉, Vnn(R1, . . . , RM ) =

∑

1≤α<β≤M

ZαZβ
|Rα −Rβ |

,

HR1,..,RM =
N∑

i=1

(
−1

2
∆ri −

M∑

α=1

Zα
|ri −Rα|

)
+

∑

1≤i<j≤N

1

|ri − rj |
.

where N ∈ N and ri ∈ R3 denote the number and the coordinates of the electrons
of the system, Zα ∈ N are the charges of the nuclei (usually N =

∑M
α=1 Zα),

and where the infimum is taken over the usual subset of L2((R3 × Z2)
N ; C) of

normalized, antisymmetric electronic states belonging to the domain H2((R3 ×
Z2)

N ; C) of HR1,..,RM .
Hence, the physically correct potential U contains Coulomb-type singular terms

Vnn, reflecting the repulsion of nuclei, and moreover it can have kink type singu-
larities if eigenvalue crossings are present, mirroring the electron-nuclei attraction
and electron-electron repulsion terms of HR1,..,RM . Thus, the gradient of the po-
tential, i.e., the force field for exact ab-initio molecular dynamics, contains inverse
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square “poles”, and possibly also jump singularities across codimension one sur-
faces. This level of smoothness is far lower than that required in previous rigorous
approaches, and – even worse – lower than the global Lipschitz continuity required
for uniqueness for the limiting ODE system of classical molecular dynamics. In the
present paper, we deal with potentials with Coulomb singularities but no crossings.
(The absence of the latter is generally expected for dimers, and can be rigorously
established for the hydrogen dimer H2.)

We proceed by the following steps. First, we transform (SE) into the Wigner
equation (WE) below for the Wigner function Wε of the wavefunction Ψε solving
(SE). Then, we show that Wε converges to a Wigner measure W which satis-
fies the Liouville equation (LE) below, that is the transport equation for classical
molecular dynamics. Of course, at a formal level these results can be obtained
by straightforward calculations. However, difficulties arise when one wants to jus-
tify these calculations rigorously, which is our main goal. We present here without
proof the main steps of our justification result and refer for the details to [AFG08].

Wigner transformation Let Wε be the Wigner function (introduced by Wigner
in [Wig32]) of lengthscale ε of a solution Ψε of (SE), given by

Wε(x, p, t) =
1

(2πε)d

∫

Rd

Ψε(x+
y

2
, t)Ψε(x− y

2
, t)ε−ip·y/ε dy.

Wε can be interpreted roughly as a joint position and momentum density for the
quantum system: Altough it is not nonnegative (and hence not a density) it holds
∫

Rd

Wε(x, p, t) dp =
∣∣∣Ψε(x, t)

∣∣∣
2

(position density),

∫

Rd

Wε(x, p, t) dx =
∣∣∣

1

(2πε)d/2

∫

Rd

ε−ip·x/εΨε(x, t) dx
∣∣∣
2

(momentum density).

Lemma 10. The Wigner function Wε of any solution Ψε ∈ C(R;H2(Rd)) ∩
C1(R; L2(Rd)) to (SE) solves (WE) ∂tWε = −p · ∇xWε − fε with

fε := i
1

(2π)d

·
∫

Rd

U(x+ εy/2)− U(x− εy/2)

ε
Ψε(x+ εy/2, t)Ψε(x− εy/2, t)e−ip·ydy,

and it holds (for i, j = 1, . . . , d)

(1) Wε ∈ C1(R; L∞(R2d)),
∂

∂xi
Wε,

∂2

∂xi∂xj
Wε, fε ∈ C(R; L∞(R2d)).

Equation (WE) is called the Wigner equation and is just a transformed and
fully equivalent formulation of (SE).

Passage to classical dynamics In the limit ε → 0, the difference quotient in
the potential term (for the correct U , which can be shown to be locally lipschitz
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away from the singular set S := {(R1, .., RM ) ∈ R
3M |Rα = Rβ for some α 6= β})

satisfies
U(x+ εy/2)− U(x− εy/2)

ε
→ ∇xU(x) · y a.e..

Formally, substituting this convergence into (WE), yields as a limit the transport
equation for classical molecular dynamics in Rd × Rd, i.e. the Liouville equation

∂tW = −p · ∇xW + (∇xU(x)) · ∇pW.(LE)

We want to justify the Liouville equation (LE) rigorously. That is, we assume that
we are given a sequence of initial data Ψ0

ε with ε→ 0 to (SE), consider the sequence
of the corresponding solutions Ψε to (SE), or equivalently the Wigner functions
Wε solving (WE), and ask the following question: Under which hypotheses on the
initial data and the potential U do the Wε converge to a limit W , in a sense and
a space to be specified, and what equation does this limit solve?

For fixed t, say t = 0, the limit object of the sequence Wε(t, ·) = W 0
ε is well

known: it is the Wigner measure, which was studied extensively by P.-L. Lions
and T. Paul in [LP93]. (For an alternative construction to Wigner measures, cf.
[Ger91].) However, here we are interested in the limit of time-dependent Wigner
functions. Thus, relying on the time-independent results of Lions and Paul we
prove an abstract time-dependent analogue, which concerns, instead of Wigner
functions of elements of L2(Rd), Wigner functions of paths in L2, i.e. of elements
of C(R;L2(Rd).

Lemma 11. (i) (compactness) Let {Ψε} be a sequence in C(R;L2(Rd)) such that

(2) sup
t∈R

||Ψε(t)|| ≤ C

for some constant independent of ǫ, and let Wε be the sequence of associated

Wigner functions. Then for a subsequence, Wε
∗
⇀W weak* in L∞(R;A′).

(ii) If in addition for any test function φ ∈ C∞
0 (R2d) the functions

fε,φ(t) :=

∫

R2d

Wε(x, p, t)φ(x, p) dx dp

are differentiable and satisfy

(3) sup
t∈R

| ddtfε,φ(t)| ≤ Cφ

for some constant Cφ independent of ǫ, then W ∈ Cweak∗(R;M(R2d)), and W (t) ≥
0 for all t.

Here, A denotes the Banach space

A := {φ ∈ C0(R
2d) | ||φ||A :=

∫

Rd

sup
x∈Rd

|(Fpφ)(x, y)| dy <∞},

where C0(R
2d) is the usual space of continous functions on R2d tending to zero at

infinity, and Fpφ is the partial Fourier transform

(Fpφ)(x, y) =

∫

Rd

ε−ip·yφ(x, p) dp.
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Since A is a dense subset of C0(R
2d), its dual A′ contains C′

0(R
2d) = M(R2d), the

space of not necessarily nonnegative Radon measures on R2d of finite mass. In par-
ticular, the delta function δx0,p0 centered at a single point (x0, p0) in classical phase
space belongs to A′. A natural notion which allows convergence of smeared-out
(“quantum”) functions on phase space to delta functions (i.e., “classical” states)
is weak* convergence in A′.

Note, that while (i) is a straightforward adaptation of the time-independent
theory of Lions and Paul, the key point here is the assertion in (ii) that the limit
measure has slightly higher regularity in time than naively expected (continuous
instead of L∞). This is crucial for the treatment of initial values for an evolution
equation for W .

Having established the weak limit of time-dependent Wigner functions, we
are then able to show under the additional assumption of the boundedness of
{HεΨ0

ε}ε>0 in L2(Rd) for the initial values {Ψ0
ε}ε>0 in L2(Rd) that the obtained

limit W of the corresponding Wigner functions satisfies the Liouville equation
(LE) in the sense of distributions away from the set of Coulomb-singularities S of
the potential U = Ub + Us with Ub ∈ C1

b(R
d), Us = Vnn.

Lemma 12. W is a solution to the Liouville equation (LE) in (Rd \ S)×Rd+1 in
the sense of distributions, i.e.,
∫

R

∫

Rd

∫

Rd

(∂tφ(x, p, t) + p · ∇xφ(x, p, t)−∇U(x) · ∇pφ(x, p, t))W ( dx, dp, t) dt = 0

for all φ ∈ C∞
0 ((Rd \ S) × Rd+1).

As mentioned above, crucial for the proof of this result is the following estimate:

Lemma 13. Let {Ψ0
ε}ε>0 satisfy ‖Ψ0

ε‖L2(Rd) = 1 and ‖HεΨε(·, 0)‖L2(Rd) ≤ c for
some constant c independent of ε. Then the solution Ψε(·, t) to (SE) satisfies

(4) sup
t∈R

‖UsΨε(·, t)‖L2(Rd) ≤ C,

for some constant C independent of ε.

To see this, we use the conservation of the square of the Hamiltonian and a
positive commutator argument. The latter exploits not just the repulsivity (i.e.,
positivity) of Us, but relies essentially on its special Coulombic nature.

Finally, we conclude by mentioning that one can show that the obtained time-
dependent Wigner measure is in fact supported outside the set of singularities, cf.
[AFG08].
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A phase-field model for dislocations

Adriana Garroni

(Joint works with S. Cacace, S. Conti and S. Müller )

Dislocations are line defects in crystals that are responsible for plastic behavior.
They usually arise on special planes (the slip planes) that are determined by the
crystalline structure, and can bee seen as the discontinuities of a slip field defined
on this plane. Depending on the crystalline structure on each slip plane several
slip directions (Burgers vectors) are possible.

We study a multi-phase field model for dislocations on a given slip plane, ispired
to the classical Peierls-Nabarro model (se e.g. [10]). For the latter, originally
formulated for a one dimensional problem (i.e. straight dislocations), the free
energy is given in terms of the slip u as follows

Efree(u) = Eelastic(u) + Einterfacial(u) ,

where the first term represents the long-range elastic distortion due to the slip
and the second term is a nonlinear interfacial potential that remembers the crystal
lattice and penalizes slips that are not integer multiples of the Burgers vectors. The
main interest of this model is the coexistence of discrete features in a continuum
setting. The reformulation of this model proposed by Koslowski-Cuitino-Ortiz [11]
(see also [12]) for the case of dislocations on a given slip plane, using N different
slip systems (determined by the Burgers vectors b1, ..., bN ) can be give in terms
of a multi-phase u : Ω ⊆ R

2 → R
N that represents the slip

u1b1 + ...+ uNbN

on the given plane. The total energy, after a mesoscopic rescaling and a normal-
ization takes the form

3∑

i,j=1

∫

Ω×Ω

Γij(x− y) [ui(x) − ui(y)] [uj(x) − uj(y)] dxdy +
1

ε

∫

Ω

dist2(u,ZN )dx ,

where Ω ⊂ R2, Γ is a matrix-valued kernel scaling as |x− y|−3, i.e., the first term
is bounded from above and below by a multiple of the H1/2 norm, and ε is a small
parameter proportional to the lattice spacing.

Our scope is to study the asymptotic behavior in terms of Γ-convergence of this
energy as ε goes to zero. As ε → 0 the multi-well potential forces the phase to
take values in ZN and in order to attribute a finite energy to non constant phases
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we have to rescale the energy. Due to the critical singularity of the kernel the right
rescaling is given by | log ε| and the functional becomes

Fε[u,Ω] =
1

| log ε|

3∑

i,j=1

∫

Ω×Ω

Γij(x− y) [ui(x) − ui(y)] [uj(x) − uj(y)] dxdy(1)

+
1

ε| log ε|

∫

Ω

dist2(u,ZN )dx

The main feature of this functional is that it contains two competing terms: a
nonconvex term which favors integer values of the multi-valued phase field u, and
a regularizing term. This is an example of a large class of problems which share
this structure, the classical example being the well-known Cahn-Hilliard model [5]
from the gradient-theory of fluid-fluid phase transitions, which contains a two-well
potential depending on a scalar phase field, and a local regularization given by
the Dirichlet integral. The asymptotic behavior in terms of Γ-convergence for this
functional goes back to Modica and Mortola [13], see also [14] and the references
therein. For generalizations see e.g. [3, 7]. All these problems give rise in the limit
to a sharp-interface model characterized by a line-tension energy density.

The scalar version of our functional (i.e. in the case of the activation of a single
slip system) has been studied in [8] (see also [1] and [9]). In this case the Γ-limit
is an anisotropic line-tension energy of the form

(2)

∫

Ju

γ(ν)|[u]| dH1 , u ∈ BV (Ω; Z) ,

where Ju denotes the jump set of u, ν the corresponding norm, and [u] the jump
of u across the jump set. Moreover, the line-tension energy density γ can be
completely characterized in terms of the kernel Γ, i.e.

γ(ν) = 2

∫

x·ν=1

Γ(x) dH1(x) ,

and can be obtain by mollifying the limiting configuration at scale ε. In this sense
the optimal transition is “one-dimensional” and does not depend on the choice
of the profile of the mollifier. In the present case the vector-valued nature of
the phase-field do not permit to use the same technique used in the scalar case,
however one can abstractly prove that a Γ-limit exists, and that it has the form

(3)

∫

Ju

ϕ(ν, u+ − u−) dH1 , u ∈ BV (Ω; Z2) ,

as shown in [4], but the technique used does not give any further information on the
line-tension energy density ϕ. One can naively try to use the natural generalization
of the formula derived in the scalar case (2), namely,

(4) γ0(ν, s) = 2

∫

x·ν=1

sTΓ(x)s dH1 .

However, this does, in general, not produce a lower semicontinuous functional [4],
whereas the Γ-limit must be lower semicontinuous. This in particular implies that
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interfaces are more complicated and produce microstructure. In particular

Fflat(u) =

∫

Ju

γ0(ν, [u]) dH1

is a non optimal upper bound for the limit energy, and hence also its lower semi-
continuous envelope (i.e. its relaxation) is an upper bound. A natural question is
whether it is the right limit.

In [6], under the condition that the kernel Γ satisfies

(5) Γ(z) =
1

|z|3 γ
(
z

|z|

)
,

where γ ∈ L∞(S1,RN×N
+ ) obeys, for some c > 0,

(6)
1

c
|ξ|2 ≤ ξ · γ(z)ξ ≤ c|ξ|2 for all ξ ∈ R

N , z ∈ S1 ,

and R
N×N
+ denote the positive definite, symmetric, N×N matrices, we prove that

the relaxation of the 1D energy is also a lower bound and hence it gives the Γ limit
of the energy (1). More precisely we prove the following theorem.

Theorem. Let Ω ⊂ R2 be a bounded Lipschitz domain, and suppose that Γ
satisfies (5) and (6). Then

Γ- lim
ε→0

Fε[u,Ω] = F rel
0 [u,Ω] ,

where

F rel
0 [u0,Ω] =






∫

Ju0∩Ω

γrel
0 ([u0], ν)dH1 if u0 ∈ BV (Ω; ZN )

∞ else.

The surface energy γrel
0 is the BV-relaxation of γ0, as defined in (4) (see [2] for

the definition of the BV relaxation).
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Mathematical Foundations and Algorithms for the Quasicontinuum
Method

Mitchell Luskin

(joint work with Marcel Arndt, Matthew Dobson)

We gave an overview of the current state of numerical analysis and algorithms
for the quasicontinuum method. We presented atomistic-to-continuum coupling
methods and corresponding error, rates of convergence for iterative solution meth-
ods, and a posteriori error estimatation and corresponding adaptive modeling and
coarsening algorithms.
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Mesoscale Hamiltonians in elasticity and plasticity

Luca Mugnai

(joint work with Stephan Luckhaus)

I presented some first results concerning the possible use of an Hamiltonian of
”Kac-type”, acting on finite systems of particles, in order to define elastic (and
plastic) deformations without postulating a reference configuration. Our main
result says that for those systems of particles on which the Hamiltonian assumes a
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small enough value, we can define (locally) an elastic deformation describing with
”good approximation” our system.

Objective Molecular Dynamics

Richard D. James

(joint work with Kaushik Dayal, Traian Dumitrica and Stefan Müller)

We describe a method of constructing exact solutions of the equations of molec-
ular dynamics. These solutions rely on a time-dependent invariant manifold of
the equations of molecular dynamics, with forces determined by the Hellmann-
Feynman theorem based on Born-Oppenheimer quantum mechanics. Solutions of
the equations of molecular dynamics that correspond to viscometric flows of fluid
dynamics and to the bending and twisting of beams are constructed: from this
viewpoint the bending and twisting of beams and the viscometric flows of fluids
are the same. A key question is whether such solutions are representative in some
sense. This is explored in the context of the Maxwell-Boltzmann equation. One
can infer from the structure of the solutions their ”statistics” and this suggests a
natural ansatz for the molecular density function. It is shown that this ansatz re-
duces the M-B equation. This apparently describes the molecular density function
corresponding to all known solutions of the equations of the moments for special
molecules. The presence of this invariant manifold suggests an addition to the
Principle of Material Frame Indifference, a cornerstone of nonlinear continuum
mechanics. Many interesting solutions on this invariant manifold remain to be
explored, which are perhaps best described as ”flowing nanostructures”.

Dislocation driven problems in material science

Duc Nguyen-Manh

In this talk, I pick up those problems of the past and current investigation of
dislocation behavior from atomistic modeling. The first problem is related to con-
struction of interatomistic potentials for materials with negative Cauchy relation
w.r.t. the tight-binding bond approach. We showed that the environmental de-
pendence of pairwise approximations is necessary for reproducing correctly elastic
constant properties of brittle metallic systems such as fcc. bromine or intermetallics
like TiAl. The second problem is related to discontinuity of bonding in different
environments due to the lack of the transferability in two-centre TB integrals.
The analytic solutions for screened bricks allows to improve the modeling of screw
dislocations in free transition metals. The last problem is related to the analytic
solution for migration potentials in crowdion defects for irradiated bcc. transition
metals.
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Coupling Molecular Dynamics to Continuum Models through
Perfectly Matched Discrete Layers

Murthy N. Guddati

(joint work with Senganal Thirunavukkarasu)

Many important physical phenomena such as dynamic fracture and friction involve
activity at various scales, necessitating simultaneous use of fine-scale and coarse-
scale computational models. For example, in the context of dynamic fracture,
coarse-scale continuum models are sufficient away from the tip, while fine-scale
molecular dynamics (MD) simulation is needed to model the near-tip processes.
When MD and continuum regions are coupled, proper interface conditions are
critical to avoid spurious heat up of the MD region caused by artificial trapping
of energy in the MD region. This is primarily because the high-frequency lattice
vibrations (phonons) in the MD region are not resolved in the continuum scale and
get reflected back into the MD region. Ideal interface conditions should transmit
the low-frequency vibrations to the continuum, while absorbing the high-frequency
phonons. A critical step towards the development of these interface conditions are
absorbing boundary conditions for molecular dynamics (MD-ABCs) that should
absorb the phonons. Several MD-ABCs are developed to date, but many of them
are either accurate or efficient, but not both.

Based on our recent research in ABCs for wave propagation [1], we have started
the development of a new class of MD-ABCs that are more efficient and accurate
than the existing counterparts. Named perfectly matched discrete layers (MD-
PMDL), these ABCs require just few layers of atoms to absorb almost the entire
high-frequency energy from phonons. The basic idea behind MD-PMDL is to re-
place the discrete system with continuous system of equivalent impedance, then
use PMDL concepts in [1] to effectively absorb high-frequency phonons. A publi-
cation containing all the details of MD-PMDL is currently in preparation, while
the details of PMDL for wave propagation problems can be found in [1]. The
development is complete for square lattice systems, and extension to triangular
and complex lattice systems is underway based on more general concepts derived
in [2].
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A Linear Scaling Algorithm for Density-Functional Theory with
Optimally Localized Non-Orthogonal Wave Functions

Carlos J. Garćıa-Cervera

(joint work with Jianfeng Lu, Yulin Xuan, Weinan E)

We present a new linear scaling method for electronic structure computations
of insulators, in the context of Kohn-Sham Density Functional Theory (DFT)
[1]. The method takes advantage of the non-orthogonal formulation of the Kohn-
Sham functional, and the improved localization properties of non-orthogonal wave
functions. We use a real-space formulation and finite differences, avoiding the
use of basis functions, orthogonalization, plane waves, and a supercell (for the
computation of non-periodic problems).

1. Kohn-Sham Density Functional Theory

1.1. Introduction. In the Born-Openheimer approximation, the spinless Kohn-
Sham energy functional is [1, 2]

(1) EKS [{ψj}] = 2
∑

j,k

(S−1)jk

∫

R3

ψj

(
−1

2
∆ψk

)
dx + FXC[ρ]

+
1

2

∫

R3

∫

R3

(ρ−m)(x)(ρ−m)(y)

|x − y| dx dy + Eion[{ψi}],

where the electron density is defined as

(2) ρ(x) = 2
∑

jk

ψj(x)(S−1)jkψk(x),

and S is the overlap matrix:

Sjk =

∫
ψjψk, j, k = 1, . . . , N.

Note that when orthogonal wave functions are used, the overlap matrix becomes
the identity matrix. In (1), the exchange and correlation energy FXC[ρ] is un-
known, and needs to be approximated. We adopt here the local density approxi-
mation (LDA) [3]. Finally, Eion is the ionic or pseudopotential energy. This term,
together with the ionic function m, defines the molecular environment. We use
the Troullier-Martins pseudopotential [4], in the Kleinman-Bylander form [5].

When the Kohn-Sham functional (1) is minimized under the orthogonality con-
straint (S = I),the Euler-Lagrange equations lead to the following nonlinear eigen-
value problem:

(3) Hψi = εiψi; i = 1, . . . , N.

The Hamiltonian in (3) is defined as

(4) H = −1

2
∆ + Veff [ρ],
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where

Veff [ρ](x) =

∫
ρ(y)

|x− y| dy + Vion(x) +
δFXC[ρ]

δρ
.

The traditional approach for solving this nonlinear eigenvalue problem consists
of two iterations: an inner iteration in which the Hamiltonian is diagonalized for
a given electron density, and an outer iteration in which the electron density is
updated. The numerical complexity of diagonalization and/or orthogonalization is
O(N3), which is prohibitively expensive for relatively small problems. A number
of methodologies have been presented in the last twenty years that reduce the
complexity, or even achieve linear scaling. For a review, see [6].

2. Localized Subspace Iteration Algorithm for Kohn-Sham Density

Functional Theory

In addition to avoiding the orthogonalization step, one of the main advan-
tages of the non-orthogonal formulation comes from the fact that the Kohn-Sham
functional (1) is invariant under nonsingular linear transformations of the N -
dimensional subspace generated by the wave functions:

(5) span{ψi} = span{φi} =⇒ FKS[{ψi}] = FKS[{φi}].

As a consequence, the Kohn-Sham functional can be thought of as a functional
acting on subspaces, and the goal is to find the minimizing subspace. This is the
subspace generated by the eigenfunctions corresponding to the smallest eigenvalues
of the self-consistent Hamiltonian. The advantage of this viewpoint is that the
specific representation of the subspace is not relevant, and therefore we can choose
a representation that is convenient for our purposes. Linear scaling can be achieved
by choosing a representation in terms of optimally localized non-orthogonal wave
functions, as described in [7].

To find the minimizing subspace, we start with a subspace of dimension N ,
and successively improve it by filtering out the components corresponding to the
unoccupied states, i.e., eigenvalues above the Fermi energy. After the filtering step,
the locality of the representation needs to be reestablished, and this is achieved
with the algorithm presented in [7] and described below in section 2.2.

2.1. Chebyshev-Filtered Subspace Iteration. One of the simplest filtering
strategies is the Shifted Power Method, by which a certain portion of the spectrum
of the Hamiltonian is amplified, effectively eliminating the remainder portions. A
more efficient filter can be constructed with the use of Chebyshev polynomials,
Tn. They have the property that |Tn(x)| ≤ 1 for x ∈ [−1, 1] and |Tn(x)| ≫ 1 for
|x| > 1. They satisfy a three-term recursion, which can be used to evaluate Tn(H)
efficiently without explicitly computing the operator.
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2.2. Localization. Given a set of wave functions, {ψj}Nj=1, centered at the loca-

tions {bj}Nj=1, respectively, we obtain a localized representation of V =span{ψj}Nj=1

by minimizing, for each j ∈ {1, . . . , N},

(6) F [φ] =

∫
R3 |x − bj |2p|φ(x)|2 dx∫

R3 |φ(x)|2 dx ,

among functions φ of the form

(7) φ(x) =

r∑

k=1

αkψk(x) ∈ V.

The minimization (6) leads to Wa = λSa where

Wkl =

∫

R3

|x − bj |2pψk(x)ψl(x) dx, k, l = 1, · · · , r,

and λ is the smallest generalized eigenvalue.
Given that the wave functions {ψi} are compactly supported, only a fixed num-

ber of wave functions appear in (7), i.e., r is bounded independently of N . There-
fore the localized basis can be obtained with O(N) scaling. The improved decay
properties of these wave functions can be found in [7, 8].

2.3. Electron density. Under the assumption that both S and S−1 decay expo-
nentially fast away from the diagonal, S−1 can computed with O(N) complexity
in a similar way to [9].

2.4. Algorithm for Kohn-Sham DFT. We combined all these steps to define
a linear scaling algorithm for Kohn-Sham density functional, based on Chebyshev-
filtered subspace iteration with optimally localized wave functions [10]:

1: Given (localized) wave functions Ψ0.
2: repeat {(Self-Consistency Loop (SCF))}
3: Compute electronic density: ρ
4: Compute effective potential: Veff [ρ].
5: repeat {(Localized Subspace Iteration)}
6: Filtering Step: Φ = Tn(H)Ψ.
7: Localization Step: Localize ψr for r = 1, · · · , k.
8: Truncation beyond cut-off radius.
9: until Convergence of linear iteration

10: Update electronic density (mixing).
11: until Convergence of self-consistent iteration

The algorithm is similar to the subspace iteration method of Zhou, Saad, Tiago,
and Chelikowsky [11], but by avoiding diagonalization and orthogonalization linear
scaling is achieved. In figure 1 we show the electron density obtained with our
algorithm for an alkane chain with 38 atoms.
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(a) Alkane Chain CH3(CH2)10CH3. (b) Electron Density.

Figure 1: Electronic density of an Alkane chain obtained with the LSI algorithm.
(a) Atomic configuration. (b) Electron density.
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Coarse-graining Molecular Dynamics

Xiantao Li

(joint work with Weinan E)

Models at the molecular scale usually involve a huge number of particles. In many
practical situations, the behavior of interest occurs in a very localized region, while
the rest of the particles merely act as the surrounding environment. The direct ap-
proach of treating these excessive particles explicitly would either introduce finite
size effect, or lead to a rather large system, which makes the computation pro-
hibitably expensive. Therefore it is of considerable practical interest to develop an
alternative approach in which the effect of these particles is incorporated implicitly.
This talk presents a coarse-graining strategy for molecular dynamics in which the
excess degrees of freedom are removed and effective equations are derived for the
representative variables. A variational approach to obtain the effective equations
will be discussed.

To begin with, we consider a molecular dynamics system with interatomic po-
tential V (u1,u2, · · · ,uN ). The Newton’s equations of motion read,

(1) müi = −∇uiV.

Here m is the mass of an atom and ui is the position. We will assume that the
system has an underlying lattice structure with the equilibrium position of an
atom denoted by Ri. The displacement is the deviation of the current position,
ri, from the reference position, i.e. ui = ri −Ri.

We will partition the system into two groups: the atoms that will be included
in the computation, called retained atoms, and the atoms in the surrounding area,
called bath atoms. We will partition the displacement,

(2) u = (uI ,uJ),

where uI and uJ represent the displacement of the retained atoms and bath atoms
respectively. We decompose the velocity accordingly,

(3) v = (vI ,vJ ),

Our next step is to derive the equations only involving the retained variables.
This has been done in [2]. The resulting equation, referred to as generalized
Langevin equation (GLE), can be expressed as,

(4) müI = −∇Φ(uI) + Θ(0)uI −
∫ t

0

Θ(τ)u̇I(t− τ)dτ + F (t).



Atomistic Models of Materials: Mathematical Challenges 1149

It has been shown that F (t) is a stationary Gaussian process, and satisfies the
fluctuation dissipation theorem,

(5)
〈
F (t+ s)F (s)T

〉
= kBTΘ(t).

Therefore, once the function Θ(t) is available, the equations are closed, and the
dimension reduction is thus accomplished. In this take, we discuss how to find
efficient approximation of such memory function.
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Analysis of the nonlocal quasicontinuum method

Pingbing Ming

(joint work with W. E and Jerry Z. Yang)

The quasicontinuum (QC) [13] method is among the most successful multiscale
methods for modeling the mechanical deformation of solids. So far its main success
is in modeling the static properties of crystalline solids at zero temperature, even
though various attempts have been made to extend QC to modeling dynamics at
finite temperature. At the same time, QC has attracted a great deal of attention
from the numerical analysis community, since it provides the simplest example
for understanding the algorithmic issues in coupled atomistic-continuum methods.
Indeed one main challenge in multiscale, multi-physics modeling is to understand
the stability and accuracy of multi-physics algorithms. This is of particular interest
for coupled atomistic-continuum algorithms, since the nature of the continuum
models and atomistic models are quite different. Specifically, we would like to
understand:

(1) whether new numerical instabilities can arise as a result of atomistic-
continuum coupling;

(2) whether the matching between the continuum and atomistic models causes
large error.

The second issue is particularly important: It is inevitable to introduce some error
at the interface where the atomistic and continuum models are coupled together.
The question is how large this error is and whether this error also affects the
accuracy of the numerical solution away from the interface. We also note that
Weiqing Ren [9] has demonstrated, using examples from fluid mechanics, that new
numerical instabilities can arise as a result of coupling atomistic and continuum
models.
QC provides the simplest example for analyzing the issues outlined above for the
following reason: At zero temperature, the atomistic model can be regarded as a
consistent discretization of the Cauchy-Born continuum model. We note that the
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Cauchy-Born continuum model is the right continuum limit of the atomistic model
whenever the system is in the elastic regime [2, 3]. Since QC uses the Cauchy-
Born rule in the continuum region (or the local region, in the QC terminology),
the models used in the continuum and atomistic regions (or local and nonlocal
regions) are consistent. The only remaining issue is what happens at the interface
when the two models couple.
Indeed errors are introduced by QC at the interface. The simplest and most well-
known example is the “ghost force”, i.e., forces that act on th atoms when they
are in equilibrium positions. When atoms are in equilibrium positions, the forces
acting on them should vanish. So whatever forces present is numerical error.
We view the interface as as an internal numerical boundary where two different
numerical schemes meet, both are consistent with the underlying PDE, in this
case the Cauchy-Born elasticity model. We will show in this note and a follow-up
paper [8] that the accuracy and stability issues in QC can be understood following
standard practices in classical numerical analysis: We consider the case when the
interface is planar. After Fourier transform in the direction of the interface, the
problem reduces to a one-dimensional problem, which can be analyzed in detail.
One thing we learn from classical numerical analysis is that the essence of most
issues can be understood from one-dimensional examples. This is what we will
focus on in this note. Since our problem is generally nonlinear, we will not be able
to use Fourier transform. But as is shown in a follow-up paper, the conclusions of
the present note are still valid for high dimensional problems when the interface
is planar. This leaves out the situations when the interface has corners. At this
point, very little is known in that case.
The accuracy of the quasicontinuum method is analyzed using a series of models
with increasing complexity [5]. It is demonstrated that the existence of the ghost-
force may lead to large errors, not just near the local-nonlocal interface, but over
a rather extended region. We calculate the local truncation error (LTE) of the
different variants of QC. We will see that even though the LTEs for the ghost-
force removal procedures are all O(1), they are of divergence form and are actually
O(ε) in a weak norm, which is actually the so-called Spijker norm appeared in
the homogeneous difference schemes [14, 12, 6]. We also study the stability issues
and give an example of a geometrically consistent scheme that is unstable. We
then show, following the strategies presented in [2], that the stability condition
and the LTE analysis implies that ghost-force removal procedures recover uniform
first order accuracy. The ghost-force removal strategy includes the force-based
QC [10, 7], the quasinonlocal QC [11] and the geometrically consistent scheme
proposed by E, Lu and Yang [1]. The details may be found in [5, 4].
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